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The electric vehicle is a new technology in the field of transportation and electricity with many economic 

and environmental benefits. Various charging stations and models used to charge EVs are described 

here, the primary reason why people don't prefer electric vehicles is because of the unavailability of 

charging stations. There always exists a fear as to what might happen if the vehicle runs out of battery. 

People are worried about more straightforward and faster commuting methods in our country rather 

than saving the Earth from the ill effects caused by pollution. This paper mainly deals with a simple 

solution to make charging stations more accessible. The solution involves using public electricity and 

solar panels for the easy and hassle-free charging of Electric Vehicles. 

 

Keywords: RFID, EV, Wireless Coil, Charging station, Solar panel. 

 

INTRODUCTION 

 
Electric cars are on the rise around the world, Compared to hybrid cars, electric cars are becoming more competitive 

due to lower CO2 emissions and increasing fossil fuels. However, EVs are not widely used due to some limitations 

such as high vehicle costs. A charging station is a device that connects an EV to an outlet to charge EVs, community 

EVs, and connected vehicles. The installation of charging stations varies from country to country, depending on 

frequency, voltage, network and model. So a good charger should be efficient, reliable, high speed, low cost, and 
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light weight.Some payment sites have features like smart metering, mobile capabilities, and internet connectivity, 

while others are simpler. Charging points, also known as EVSEs, are provided by electronic devices at municipal 

stations or by private companies in retail outlets. These payment sites have special links for various payment links. 

The cost of using the EVSE ranges from one kilowatt hour to one month or one year to one hour. 

 

Different types of EVSE have different charging speeds. Level 1 charging stations use 120 volt (V) alternating current 

(AC) plugs and require a variable speed circuit of approximately 8 miles per hour. Level 2 charging stations use 240 

V AC plugs for charging and must be installed at charging stations or public charging stations. Level 2 charging 

stations range from 10 to 20 miles per hour. Level 2 chargers are the most common and charge in the same way as the 

base system. Level 3 uses a 480V direct current (DC) plug. They bypass the car charger and provide DC power to the 

battery through a dedicated port. A10-minute DC fast charge can provide up to 40 miles of range, but is not 

compatible with all vehicles.  

 

Solar energy technology has been expanding in popularity. Solar Energy is a sustainable energy source and is an 

infinite and clean energy source that is free and eco-friendly. So, it is efficient and free from environmental pollution.  

We will be utilizing solar energy to provide the supply for an outdoor charging station for devices such as electric 

vehicles. Electric car charging stations using solar energy and charge protection will be important technologies to 

help the transition to electricity. This technology will impact the entire energy environment and has the potential to 

strengthen the grid and increase energy penetration. Electric vehicle equipment can contribute to the growth of 

renewable energy; this means that when electricity flows from the grid to the car, the energy supply can equal the 

solar energy produced on the grid.  The electric car battery charging system consists of lines connected to 

photovoltaic solar panels. Energy will be stored in batteries with the help of solar panels. Here we give each 

customer an RFID card that they can use to pay for their car on delivery. Before using this card, we need to register 

as a prepaid card. When we want to charge the car battery.  

 

LITERATURE REVIEW 
 

In recent years, EVs have attracted attention which required EV charging station. The installation of charging stations 

varies from country to country, depending on frequency, voltage, network and model. So a good charger should be 

efficient, reliable, high speed, low cost, and light weight [1]. In [2], to harness the solar panel's maximum power by 

tilting it at an angle based on the intensity of the light that it receives. In addition, the quantity of power available in 

the charging station is continuously checked locally and from a remote location.  In [3], the proposed algorithm aims 

to reduce the operating costs associated with the customer's willingness to consider possible uncertainties while 

balancing real time Supply and demand, supply and deferrable loads. In [4], Discusses charging station standards for 

high speed DC. DC bus, which uses AC / DC converter. In [6], the distribution of different charging stations and 

different types are discussed. Considering different payment facilities, different needs of different users can be met. 

In [7] a solar charger for EV is designed. A converter is employed to boost the solar panel voltage to station battery 

voltage. The automotive industry has moved from electric to electric vehicles and advanced batteries are important 

for this change. By 2020, roughly half of all new car sales could include hay brides plug-in hybrids and all electric 

models [5]. 

 

MATERIALS AND METHODS 
 

1)  ATmega16 Microcontroller: The ATmega16 microcontroller is an 8-bit RISC-based architecture from the Atmel 

AVR family. It is frequently employed in applications like embedded systems that require high-performance at a low 

cost. With a maximum clock frequency of 16MHz, the ATmega16 offers swift processing speeds for embedded 

applications. The ATmega16 is a cost-effective alternative for embedded systems and other comparable applications. 

2)  RFID Module: Radio Frequency Identification (RFID) Card or sometimes called EV Charge Card, Tag or Switch 

used to stop and start EV charging via radio frequency. The RFID card can provide home electronics as a smart face, 
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but is often found in public EV chargers. To use, simply scan your RFID card over the identification area of the 

charger you selected to start it, then tap it again to stop charging. RFID is fast, reliable and does not require physical 

contact between the reader scanner and the tagged item. This basic RFID tag works in the 125 kHz RF range and 

comes with a unique 32-bit ID, fig. 1.  

 

IR Sensor: Infrared sensors are used in wireless technologies such as remote control functions and sensing 

environmental objects/obstacles. The IR LED is a specially designed Light Emitting Diode (LED) that emits infrared 

light. Most IR receivers are photodiodes. The IR LED emits infrared light with a wavelength between700 nm and 1 

mm. Our eyes cannot see these rays, fig. 2. Wireless Coil :  Wireless transmit and receive charging coil module is 

designed and manufactured for wireless charging and power of various small electronic devices. It is mainly used in 

electronic devices such as wireless charging of mobile phones and electronic devices.  Rectifier Circuit: The circuit in 

which we use a centre-tapped transformer and two rectifier diodes, we use a regular transformer with only one 

secondary winding and four rectifier diodes in the classic bridge configuration. It is commonly used to obtain a 

direct voltage starting from an alternating power supply.  

 

Implementation 

The system uses a solar panel, battery, Regulator IC, wireless coils, rectifier circuit, RFID module, Atmega16 

controller and LCD display to develop the system. The system shows how to wirelessly charge an electric car. The 

solar panel is used to charge the battery. RFID is used to detect users. If the user is authentic then the vehicle will be 

detected by the infrared sensor. When the car is driven over the coils the power is transferred from the transmitter 

coil to the electric vehicle coil. Thus the system demonstrates a solar based wireless charging system for electric 

vehicles. As per fig 5.fig 6 and fig. 7. 

1. First of all Solar Panel to Charge 12v DC lead acid battery. 

2. First of all 230v AC Power Supply is given to the circuit. 

3. Rectifier Convert the AC power supply in DC power Supply. 

4. With help of the Regulator, Constant 5v supply to Atmega16 Microcontroller. 

5. Then car enter to station customer have to scan its RFID card. 

6. After scanning RFID card system will check whether the user is authentic or if the user is not authentic car 

cannot go ahead and charge the car.  

7. If the user is authentic and his card have recharge that user can go ahead and after detecting the vehicle is 

parked in proper area by IR sensor. 

8. The wireless power transmission will start from transmitter coil to receiver coil. 

 

R1= RFID MODULE, S1= AUTHENTIC USER, S2= UNAUTHENTIC USER, V1= VEHICLE DETECTED, V2= 

VEHICLE NOT DETECTED, C1= VEHICLE IS CHARGING, C2= VEHICLE IS NOT CHARGING, V3= VEHICLE 

CHARGED 

 

Application 

As the world's resources dwindle, the government. Schools and NGOs are pushing for green solutions through the 

use of renewable energy. These types of payment facilities may be available in the future at Small businesses, City 

centres, Retail stores, Family and office buildings, Restaurants and cafes, Major government offices etc. 

 

Future Scope 

Here we can use a wireless charge to work efficiently and quickly, this will save time for the charging process. Let's 

connect the system of payment centres to a computer network, let's make money from the computer instead of using 

a book, and let’s keep a record of when people used the system and had to pay for it. 
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CONCLUSION 
 

In this paper, wireless energy transmission and charging systems are designed and analysed. We build each model 

for a system and finally we do a joint simulation. We found that the best performance of the system depends on the 

resonance and the distance between the coils to detect the power change. 

 

REFERENCES 

 
1.  Varadarajan, M.S., 2012. ‚Coin based universal mobile Battery Charger‛. IOSR Journal of Engineering 

(IOSRJEN) ISSN, 2250(3021), pp.1433-1438. 

2.  Badhan, M.S., Dubey, M.V. and Kale, A.B., SOLAR BASED EV CHARGING STATION. ‚International 

Research Journal of Modernization in Engineering Technology and Science‛, e-ISSN: 2582-5208, pp 3195-

3200. 

3.  Lee, Stephen &Iyengar, Srinivasan & Irwin, David &Shenoy, Prashant. (2016). Shared solar-powered EV 

charging stations: Feasibility and benefits. 1-8. 10.1109/IGCC.2016.7892600. 

4.  S. Anwar, P. Favier, K. Mikszath ‚Design and implementation of a PIC microcontroller based firing 

controller for a triphase thermistor rectifier‛ Technology Interface Journal 7, pp 1-7. 

5.  M. C. Falvo, D. Sbordone, I. S. Bayram and M. Devetsikiotis, "EV charging stations and modes: 

International standards," 2014 International Symposium on Power Electronics, Electrical Drives, Automation 

and Motion, Ischia, Italy, 2014, pp. 1134-1139. 

6.  Khan, Wajahat& Ahmad, Furkan&Alam, Mohammad. (2018). Fast EV charging station integration with 

grid ensuring optimal and quality power exchange. Engineering Science and Technology an 

International Journal. 22. 143-152. 10.1016/j.jestch.2018.08.005. 

7.  Revathi B, Sivanandhan S, Vaishakh Prakash, Arun Ramesh, Isha T.B, Saisuriyaa G, ‚Solar Charger For 

Electric Vehicles‛, Proceedings of 2018 International Conference on Emerging Trends and Innovations in 

Engineering and Technological Research(ICETIETR)2018 IEEE. 

 

 

  

Fig.1. RFID Module Fig.2. IR Sensor Fig.3. Wireless Coil 

b    

Fig.4. a, b Rectifier Circuit 

Deepak Vala et al., 

et al., 

 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

63004 

 

   

 

 

 
 

 
Fig.5. Block Diagram Fig. 6 .Flow Chart 
. 

Step 1: Initial condition 

 

 
Step 2: LCD will 

display 

 

 
Step 3: Scan one card. Step 4: Detect the user. 

 
Step 5: Detect the user 

authorized or not. 

 
Step 6: IR sensor will 

detect the vehicle is 

parked or not. 

 
Step 7: If the vehicle is 

parked, charging will 

start. 

 
Step 8: The LCD will display 

the vehicle charged. 
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Step 9: Now scan the 

second card. 

 
Step 10: Detect the user. 

 

 
Step 11: Detect the user 

whether he is 

authorized or not. 

 
Step 12: Here user 2 does not 

have balance so charging will 

not even if it is parked. 

Fig. 7. System operation 
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In this paper, a reconfigurable/tunable bandstop filter is proposed on Liquid Crystal Polymer substrate. 

The filter is a dual-band bandstop filter for the 2.4 GHz and 5 GHz bands of WiFi. The proposed filter is 

simulated, fabricated, and tested. The designed dualband bandstop filter is reconfigurable by adding two 

PIN diodes in the design, which provide different bandwidths for the bandstop filter. Further, a varactor 

diode is added to the design to provide tunability in the filter. By changing capacitance, the first 

stopband bandwidth is tuned, and the center frequency of the second stopband can be tuned. 

 

Keywords: Dual band bandstop filter, Flexible filter, liquid crystal polymer, Tunable filter; 

Reconfigurable filter 

 

INTRODUCTION 

 
The use of flexible electronic devices is the need of the day for the latest communication systems. Emerging 

communication systems demand devices that are small in size, multiband, have minimal loss, and are adaptable for 

usage in a variety of cutting-edge applications. For high-end communication systems used in space applications [1], a 

reconfigurable/tunable filter on a flexible material substrate will be one more advantage [2][3]. Due to its exceptional 

packing properties, liquid crystal polymer (LCP) has been utilized in a variety of applications [4][5][6]. LCP is 

employed as a substrate material for modern microwave applications because it has the best packaging qualities and 

is inexpensive [7]. The substrate material used for the discussed design is a liquid crystal polymer,Ultralam®3850 [8], 
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which has a loss tangent of 0.0025 and a dielectric constant of 2.9. The purpose of using LCP in this design is to have 

flexibility without producing undesirable results when it is placed on various types of surfaces. A fabricated filter is 

evaluated at various angles by bending it at several angles using various tubes of different diameters, and the results 

of the S parameter are measured in each case. 

 

Characteristics of Liquid Crystal Polymer Material 

LCP has the following advantages[2]: 

 LCP has remarkable electric properties for microwave frequencies. 

 Low loss tangent and good Ɛr stability (0.002-0.004). 

 Possibility of recycling. 

 Low price. 

 Low dielectric constant and is naturally non-flammable. 

 Less prone to absorb water properties. 

High-frequency applications are using LCP as a substrate due to the above mentioned properties [2]. Due to its low 

loss tangent and low dielectric constant value, it is the best substrate for next-generation technologies, such as 5G, 

which operates in a higher frequency band because of its characteristics [9][10]. LCP material is extensively utilized 

in wearable applications because, after taking into account all characteristics and testing, it has been found that there 

is barely any variation in the frequency of operation. 

 

Ultralam®3850 is widely used as a flexible material substrate in RF/Microwave circuit design, including handheld RF 

devices, antennas and filters. It also has excellent high frequency properties, and it offers lots of advantages 

[11][12][13] like 

 Better electrical characteristics for matching impedance. 

 Outstanding signal integrity. 

 The material's flexibility is advantageous in applications like space science. 

 In a humid environment, the material maintains its mechanical, electrical, and dimensional stability. 

 

In the proposed design, on the Ultralam®3850 substrate, a dual band band stop filter is designed using two square 

open loop resonators[3]. The proposed design is simulated, fabricated, and tested for various bending angles.  In 

extension to that design, adding PIN diodes[14][15] and varactor diodes[16][17] will provide a reconfigurable / 

tunable filter along with flexibility. In this article, an extended version of the design discussed in [3] has been 

presented. The next section discusses the design of a dual band band stop filter[3]. Section 3 and Section 4 discuss the 

design of reconfigurable and tunable filters using PIN diodes and varactor diodes, respectively. 

 

Design of the Dual band Band stop Filter [3] 

A band stop filter can be realized by two bent stubs with a length of   λ/4. The center frequency of the bandstop filter 

is controlled by it. The wider rejection band is provided by the λ/2 resonator. This form square open loop resonator, 

as discussed in[3]. This unit cell offers a better bandstop filter with the desired properties.[18]. As mentioned in [19] 

and [20], square open loop resonators can be utilized to construct the required response of an antenna and a filter. 

Two bands around the center frequencies of 2.4 GHz and 5 GHz are chosen for the bandstop filter based on the unit 

cell. Fig. 1 shows the dimensions of an open square loop resonator for a 2.4 GHz and 5 GHz bandstop filter. As can 

be seen from Fig.1, the dimensions of an open loop resonator for a 5 GHz bandstop filter are larger than those of a 2.4 

GHz design. An LCP substrate, Ultralam® 3850, with a dielectric constant of 2.9 and a height of 0.2 mm, has been 

used in the design. Both designs are symmetric with respect to S parameters. The proposed design creates a dual 

band band stop filter with 2.4 GHz and 5 GHz as its central frequencies by combining the two designs from Figs. 1(a) 

and (b). The design proportions have been slightly altered from the dimensions depicted in Figs.1 (a) and (b) in order 

to bring out the dual band bandstop filter's properties for suitable bands. Fig. 2 depicts the suggested design for a 

filter on a flexible substrate (Ultralam®3850).  To optimize the desired bandwidth, two open stubsare kept on the 

outer resonator, as shown in Fig. 2. The simulation of the proposed design is carried out in CST Microwave Studio®. 

Simulation and measured response of the proposed filter are shown in Figs. 3 (a) and (b). As per S21/S12 response,the 
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designed filter has a first stopband from 1.5 GHz to 3.61 GHz (3 dB bandwidth = 2.11 GHz), with a center frequency 

of 2.4 GHz, and a second stopband from 4.43 GHz to 5.7 GHz (3 dB bandwidth = 1.27 GHz), with a center frequency 

of 5 GHz, as can be seen in Figs.3(a) and (b).Insertion loss is around 1 or 2 dB in outside the stopbands, and rejection 

is around 30 to 40 dB in both stopbands.  Simulated S parameters and measured S parameters mostly match except 

for a mismatch near the second band due to improper fabrication or measurement. The behavior of the fabricated 

filter [3] is tested at various bending angles  15◦, 30◦, 45◦. The suggested bandstop filter displays nearly identical 

performance results from a no-bending condition to 45◦ bending. It implies that it can be applied in situations where 

bending of the surface may occur. A comparison of the discussed filter with [21][22][23] is presented in [3], where it 

is shown that the proposed filter provides a wider stopband with good rejections along with a compact size (20 ×20 

mm2). In the next section, the proposed design is extended for reconfigurable bandstop filter by using PIN diodes. 

 

Reconfigurable Bandstop Filter 

The above discussed design can be extended as a reconfigurable bandstop filter by using two PIN diodes with both 

square open loop resonators, as shown in Fig. 4. Here, PIN diode D1 is kept in the opening of the inner square open 

loop resonator, and PIN diode D2 is kept in the opening of the outer square open loop resonator. The location of PIN 

diodes is chosen where there is a possibility of disturbing the maximum electric field on the resonator. A PIN diode 

can be switched on by providing the required forward voltage to it. In the ON state, it provides very less impedance 

between its two terminals. When the PIN diode is reverse biased, it is in the OFF state, where it provides very high 

impedance (few MΩs). For simulation, the PIN diode’s ON state is considered with a copper connection between two 

terminals of the diode, and for the OFF state of the PIN diode, an open connection between two terminals of the 

diode is considered. 

 

Considering four possibilities with two PIN diodes D1 and D2, simulation results for S21 are shown in Fig. 5 and 

depicted in Table 1. While keeping both diodes D1 and D2 ON, it gives a single stopband from 2.38 GHz to 5.59 GHz 

(3.21 GHz, 3 dB bandwidth). Keeping diodes D1 ON and D2 OFF, the filter gives a wider single stopband from 2.26 

GHz to 6.19 GHz (3.93 GHz, 3 dB bandwidth). Keeping diodes D1 OFF and D2 ON, the filter gives a single stopband 

from 1.52 GHz to 4.24 GHz (2.72 GHz, 3 dB bandwidth). Keeping both diodes in the OFF condition, it is the same as 

the design discussed in Section 2, a dual band bandstop filter where the first stopband and second band values are as 

discussed in Section 2. The rejection provided in all four cases in the stopband is above 35dB, which is considered 

better. The designed filter is symmetric with respect to S parameters.  

 

Tunable Bandstop Filter 

The design discussed in Section 2 can be extended by utilizing a varactor diode in the opening of the inner or outer 

square open loop resonator. The varactor diode provides variable capacitance whenever it is operated with various 

reverse voltages, as per its datasheet. Here, varactor diodes C1 and C2 are utilized one by one in the design, as 

shown in Figs.6 (a) and (b). In simulation, values of capacitance are optimized according to design parameters and 

variations achieved in S parameter results.  From Figs. 6(a) and 7(a), it is observed that with varactor diode C2 in the 

spacing of the outer square open loop resonator, a variation of the first stopband’s higher cutoff frequency is 

observed from3.4 GHz to 3.59 GHz when the capacitance is varied from 0.1 pf to 0.01 pf, which ultimately varies the 

bandwidth of the first stopband. Also, by changing capacitance C2 from 0.1 pf to 0.01 pf, the second stopband’s 

center resonance frequency changes from 4.4 GHz to 4.82 GHz, which provides tuning for the second stopband. 

Thus,   the bandwidth of the first stopband and center frequency of the second band can be tuned by a varactor diode 

in the opening of the inner square open loop resonator. The rejection provided in the first stopband is about 40dB, 

and the second stopband is about 35 dB, which is considered to be better. Also, the insertion loss outside the first and 

second stopbands is around 1 to 2dB. From Figs. 6(b) and 7(b), it is observed that with varactor diode C1 in the 

spacing of the outer square open loop resonator, it is giving a wider first stopband from 0.49 GHz to 3.58 GHz and a 

second band from 4.29 GHz to 5.24 GHz. By changing capacitance, it is giving slight variations in the frequencies 

near the first and second stopbands stated above. Hence, keeping the varactor diode on the outer square open loop 

resonator will not be very useful. 
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CONCLUSION 

 

The compact, dualband bandstop filter was simulated and fabricated on Ultralam® 3850, a liquid crystal polymer 

material, for bands 2.4 GHz and 5 GHz of WiFi. The designed filter was reconfigurable for a single band bandstop 

filter for different bandwidths using PIN diodes depending on the condition of diodes.  A varactor diode is used to 

make a bandstop filter tunable by changing the capacitance, bandwidth of the first stopband, and centre frequency of 

the second stopband. Thus, in this article, a dual-band stopband filter with reconfigure ability and tunability is 

demonstrated and simulated. 
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Table 1. PIN diodes conditions and their results. 

PIN diode state Stopband range (3 dB) Bandwidth (3 dB) 

D1 ON and D2 ON Single band: 2.38 GHz to 5.59 GHz 3.21 GHz 

D1 ON and D2 OFF Single band: 2.26 GHz to 6.19 GHz 3.93 GHz 

D1 OFF and D2 ON Single band: 1.52 GHz to 4.24 GHz 2.72 GHz 

D1 OFF and D2 OFF 
 First band:    1.5 GHz to 3.61 GHz 

 Second band: 4.43 GHz to 5.7 GHz 

2.11 GHz 

1.27 GHz 

 

 

 
                                               (a)                                                                                          (b) 

Fig. 1. (a) Design of a rectangular open loop patch resonating at 2.4 GHz; (b) Design of a rectangular open loop 

patch resonating at 5 GHz. [All dimensions are in mm]. 
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Fig. 2. Design of a bandstop filter resonating at 2.4 GHz and 5 GHz [3] [All dimensions are in mm]. 

(a) (b) 

Fig. 3. (a) S21/S12  (b) S11/S22 of a dualband bandstop filter. 
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Fig. 4. Reconfigurable dualband bandstop filter [All 

dimensions are in mm]. 

Fig. 5. Simulation response S21 for various conditions of 

PIN diodes D1 and D2. 

(a) (b) 

Fig, 6. Tunable filter with (a) varactor diode C2 in the inner square open loop resonator (b) varactor diode C1 on 

the outer square open loop resonator [All dimensions are in mm]. 
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(a) 
(b) 

Fig. 7. Simulation response S21 for a tunable filter with (a) varactor diode C2 in the inner square open loop 

resonator (b) varactor diode C1 on the outer square open loop resonator. 
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Fingerprint identification is an important tool in forensic science because fingerprints are unique to each 

individual and remain constant throughout time. Fingerprints may be left on a variety of surfaces, 

including glass, metal, wood, and skin, and they can be collected using a variety of techniques, including 

dusting with fingerprint powder, lifting with adhesive tapes or gels, and scanning with specialized 

electronic devices. This study presents a new method for fingerprint pore retrieval. The identification is 

done in three different layers. These three layers will help in catching a spoof or a fake attempt to access 

the system. If someone uses a different identity to pretend to be someone else, the biometric system will 

identify them as a real person. This might lead to fraud. This causes the urge to find out whether the 

following attempt is made by the respective individual or not. In another sense, if the individual was 

alive or not? Out of these three layers, the third is much more favorable. In this research paper, one of the 

layer-3 features, namely the sweat pore, has been studied to detect liveness by proposing a robust pore 

retrieval method. 

 

Keywords: Fingerprint identification, Pore-Based Fingerprint Recognition, Pore Retrieval, Poly U, 

Liveness detection. 
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INTRODUCTION 

 
In 1880, Faulds claimed that latent fingerprints discovered at crime sites may reveal information about the identity of 

the perpetrators.  Galton developed an interest in it, and in 1892 he wrote the well-known book Fingerprints after 

learning all there was to know about it. In which he covered the fundamentals of today's fingerprint science, 

including the persistence, uniqueness, and classification of fingerprints [1]. Typically, Fingerprint features can 

usually be classified into three levels: Level 1, level 2, and level 3.Level-1-Global features: Global features refer to the 

overall characteristics of the fingerprint, such as its shape, size, and orientation. These features can be used to 

identify and classify fingerprints at a high level and are often used for initial identification and matching. Feature 

consists of macro details of fingerprints, such as singular points and global ridge patterns, e.g., deltas and cores. 

They are not very distinctive and are thus mainly used for fingerprint classification rather than recognition.Level-2-

Local features: Local features refer to the specific patterns and characteristics of the fingerprint, such as the 

arrangement and orientation of the pores and ridges. These features are typically more specific and can be used to 

distinguish between fingerprints with similar global features. The level-2 features primarily refer to the Galton 

features or minutiae, namely, ridge endings and bifurcations. They are most distinctive & stable and are used in 

almost all automated fingerprint recognition systems.Level-3-Ridge features: Ridge features refer to the specific 

details and characteristics of the pores and ridges on the fingerprint, such as the minutiae points (ends and 

bifurcations of the ridges) and the ridge flow (the direction and orientation of the ridges). These features are the 

most specific and can be used for highly accurate fingerprint matching. Level-3 features are often defined as the 

dimensional attributes of the ridges and include sweat pores, ridge contours, and ridge edge features, all of which 

provide quantitative data supporting more accurate and robust fingerprint recognition as well it also helps in 

identifying liveness of the individual. Among these features, pores have most extensively been studied and are 

considered to be reliably available only at a resolution higher than 500 dpi [2, 28]. 

 
The research problem being addressed in this study is how machine learning can be used to improve the accuracy 

and efficiency of fingerprint pore retrieval from the Poly U database.  Fingerprint pores, also known as sweat pores 

or epidermal ridges, are small openings on the surface of the skin that secrete sweat and oil. They are a key feature of 

fingerprints and are used in fingerprint identification and recognition systems to distinguish one individual from 

another. However, accurately and efficiently extracting fingerprint pores from images can be challenging, especially 

when the images are of low quality or have been distorted or degraded. This can lead to errors in the fingerprint 

identification and recognition process, reducing the overall accuracy and efficiency of these systems. Using machine 

learning techniques, it may be possible to improve the accuracy and efficiency of fingerprint pore retrieval from the 

Poly U database by training a model to recognize and classify different types of fingerprint pores in images. This 

could involve using a variety of machine learning algorithms, such as convolutional neural networks (CNNs) or 

support vector machines (SVMs), to analyze and classify the images in the database based on their fingerprint pore 

content [28]. 

 
Fingerprint Liveness Detection 

The method of determining whether a fingerprint provided for identification is from a living finger or a fraudulent 

reproduction, such as a mold or a printed picture, is known as fingerprint liveness detection. It is an important 

security measure that can help to prevent the use of fraudulent or unauthorized fingerprints for access to secure 

systems or devices. There are a number of methods that can be used to perform fingerprint liveness detection, 

including: Image analysis: Image analysis techniques can be used to analyze the characteristics of the fingerprint 

image to determine whether it is from a live finger or a replica. This can involve analyzing features such as the 

quality and clarity of the image, the presence of pores and ridges, and the level of distortion in the image. 

 

Physical properties: Physical properties of the finger, such as temperature, humidity, and elasticity, can also be 

measured to determine whether the fingerprint is from a live finger. For example, sensors can be used to measure 

the temperature of the finger, which is typically higher for a live finger compared to a replica. Behavioural 
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characteristics: Behavioural characteristics, such as the movement of the finger or the pressure applied to the 

fingerprint scanner, can also be used to distinguish between live fingers and replicas. For example, live fingers 

typically exhibit a degree of movement or deformation when pressed against a scanner, while replicas do not. 

 

Fingerprint liveness detection is an important security measure that can help to prevent the use of fraudulent or 

unauthorized fingerprints for access to secure systems or devices. A combination of image analysis, physical 

properties, and behavioural characteristics can be used to effectively distinguish between live fingers and replicas. It 

provides an additional security to the biometric system by detecting that the user who is presenting his biometric is 

live or he is presenting a spoof artefact to the biometric system. Liveness assessment methods need to satisfy certain 

requirements like it needs to be Fast, User friendly, Low cost, High performance and Non-invasive [3, 28]. To detect 

fingerprint liveness, multiple approaches have been studied as shown in Fig.1. Approaches to detect Liveness in 

Finger. 

 

Hardware Based Approach 

A special hardware device/sensor such as e.g.sweat, blood pressure, odor [4], temperature, oximetry [5] is added in 

the biometric system to detect whether the biometric input is live or fake [3]. However, the setup of additional 

hardware increases the overall cost of fingerprint identification system [6]. 

 

Software Based Approach  

According to the types of characteristics employed, software-based techniques can be classified as dynamic or static 

[4]. It does not use any other intrusive biometric measures [5]. Dynamic techniques make use of characteristics 

collected from a series of fingerprint photos, such as skin sweat and skin deformation [4–7]. Skin-perspiration-based 

techniques to fake fingerprint detection have received the greatest attention. Skin distortion analysis is another 

method. Because living and imitation fingers have varying elasticities, they exhibit distinct elastic tensions when 

placed against a sensor surface. The resultant skin deformation characteristics may be generated by having the user 

twist a finger on the sensor surface [4], however, this method takes at least two-time series of images, which adds 

processing time [5]. Pores, power spectrum, surface coarseness, morphological characteristics, statistical properties 

[4ridge quality, ridge strength, and ridge clarity [3] were retrieved from a single picture in the static technique. The 

materials used to make synthetic fingers are often formed of big organic molecules, and producing high-quality fake 

fingers is not a simple operation [4, 28]. 

 

An Introduction to Pore 

Fingerprint pores are small openings on the surface of the skin on the fingertips that contain sweat glands [8,9, 28]. 

They can be visualized as either open pores or close pores based on their perspiration activity [1].  They are an 

important feature of fingerprints and are used for identification and recognition purposes. Pores are typically 

arranged in a regular pattern on theskin, and the distribution and arrangement of the pores can vary significantly 

between individuals. This variation is what makes pores useful for identification and recognition purposes, as the 

patterns of pores on a fingerprint are unique to each individual. As illustrated in Fig. 2, a closed pore (red 

highlighted) appears as an isolated bright blob on the dark ridge, but an open pore (blue highlighted) is perspiring 

and shows on fingerprint pictures as a bright blob associated with the bright valley [10]. 

 

Average no. of pores is 9~18/cm of a ridge [11] but as per observation made by researchers, the number of pores 

varies from 9~18/cm, or 23~45/cm of a ridge [1]. Their width varies from 88-220 μm *8, 11+ and their density is 

5/mm2[8]. Pores comes in various shapes like round, elliptical, oval, square, rhomboid, or triangular and reside at 

various positions (mostly in the middle, but occasionally open on the side) [11]. Distance between two pores is 

different from person to person. It varies depending upon the location in the finger which makes pores unique in 

each individual [8]. They are immutable, unique and perpetual [11]. Details of pores can be retrieved by using the 

high-resolution fingerprint sensor (over 1000dpi) [8, 13, 28]. To determine the identity of an individual 20 to 40 pores 

are sufficient [1]. Pore detection has been briefly studied as a measure for fingerprint liveness detection [9]. Pores are 
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typically visible on high-quality fingerprint images and can be used for a variety of purposes, such as identifying 

and matching fingerprints, verifying the authenticity of fingerprints, and detecting liveness in fingerprints. 

 

Pore extraction method is basically a problem of objection detection. It is classified into two approaches known as 

skeleton tracking based or filtering based approach. In skeleton-based approach fingerprint image gets binarized 

and skeletonized and then fingerprint skeleton is tracked. It is time consuming and works well with very high-

quality images (2000dpi) which makes it computationally expensive and it is also very sensitive to noise. In filtering-

based approach, it uses static isotropic pore model to detect pore which makes it more efficient and robust compared 

to skeleton tracking-based approach [10]. Overall, fingerprint pores are an important feature of fingerprints that can 

be used for identification, recognition, and verification purposes. They are typically visible on high-quality 

fingerprint images and can be used to distinguish between individuals based on the unique patterns of pores on 

their fingerprints. 

 

Literature Survey on Pores 

There are a number of traditional methods that have been used for fingerprint pore retrieval, including: 

 Visual inspection: This involves manually examining the fingerprint images to identify and extract the pore 

features. 

 Feature extraction: This involves using algorithms to extract specific features from the fingerprint images, such 

as the shape, size, and orientation of the pores. 

 Pattern matching: This involves comparing the extracted pore features to a database of known fingerprint pore 

patterns to find a match [28]. 

 Recently, there have been a number of advances in machine learning that have improved the accuracy and 

efficiency of fingerprint pore retrieval. These advances include: 

 Deep learning: Convolutional neural networks (CNNs) and other deep learning techniques have been used to 

analyze and classify fingerprint images based on their pore content. These techniques can be trained on large 

datasets of fingerprint images, improving their accuracy and robustness. 

 Transfer learning: Transfer learning involves using pre-trained machine learning models and adapting them for 

a new task, such as fingerprint pore retrieval. This can help reduce the amount of training data required and 

improve the performance of the model. 

 Ensemble learning: Ensemble learning involves training multiple machine learning models and combining their 

predictions to improve the overall accuracy of the system. This can be particularly effective for fingerprint pore 

retrieval, as different models may be better at identifying different types of pores. 

 

Perspiration is a biological trail in humans. The live fingerprint has perspiration in the pores which a fake fingerprint 

doesn’t have. Manivanan et.al. introduced a method using a micro-capture camera to detect liveness detection. The 

active sweat pores are detected through high pass and correlation filtering on grayscale fingerprints. He presented a 

new technique to extract and locate sweat pores automatically. First, high pass filtering is used. Followed by 

correlation in the combined technique. The fingerprint image captured as the end result was high-resolution taken 

through a micro capture camera. In this method that he adopted the camera captured different shapes and sizes of 

the pores. The filters passed through this image magnified the fingerprints. The traits of the pores were captured 

through different layers. And a mathematical function was used to obtain the probability of the fingerprint to be 

alive.  This method to automatically detect sweat pores through all the angles and direction is helpful in detecting 

the spoof in a fingerprint. Pores being an important trait in human biology helps in the liveness detection. As every 

human has his/her own characteristics of a pore in the finger [25, 28]. 

 

Now every human has a different count of sweat pores. A child might have a tiny number of pores whereas an adult 

might have grown sweaty pores. So, Espinoza et. al. introduced a method to use this count of pores as the basis or 

base of the fingerprint liveness detection. Sometimes it is tough to detect the number of pores in a fake and genuine 

fingerprint. Thus, a Linear discriminant analysis was used to learn the patterns. To know the difference between 

different groups of pores, he trained his model on different fingerprints. That got a correct pattern and trait of 

Priyanka Patel et al, 

et al., 

 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

63018 

 

   

 

 

distribution of pores in different fingerprints. Through this analysis, the difference between a query image and the 

taken reference image was obtained. A reference image is a genuine or fake image that the user has entered. The 

query image is obtained through querying. Querying an image refers to finding information on the objects or entities 

present in the image provided by the user. In this method the image is presented as metadata. Whereas the content 

of the image is represented through low level features such as color and texture. Using a GUI, the image is sketched 

through different graphical tools with sufficient detailing’s. Such detailed images are used by the processor of the 

query for further matching the characteristics present in the database. This became a major discriminating factor in 

live fingerprint detection.  As the query image is sketched the difference between a distorted image and a non-

distorted reference image improves the performance.  

 

Spoofed fingerprints are obtained through gelatine, Play-Doh, and silicone moulds for accessing authorized 

machines and devices. A clone of fingerprints is created for fraud. These fingerprints might not have exactly the 

same number of pores as genuine fingerprints. Hence, Marcialis et al. got the idea and detected the number of pores 

in a fingerprint using Euclidean distance. The distance between pores obtained by assuming that pores are less likely 

to appear in a spoofed image rather than in a live image. For a perfect match it was expected that the Euclidean 

distance is equal to zero. Else the Euclidean distance is to be less than or equal to the mean of the distance [18, 19,20, 

28]. 

 

The number of pores were thought to be a major factor for the detection of liveness. But it was thought and 

researched that if the pores are separated in different strips, it will contain more information than the count of the 

total pores. The skin on the palmar surface of the hands and feet forms papillary ridges in patterns that are unique to 

each individual and do not vary over time. Espinoza and Champod employed a software-based method. Obtaining 

information from an input picture using linear discriminant analysis (LDA) [23] The fingerprint samples were 

collected using an L-Scan 1000 T optical scanner. The Crossmatch L Scan palm scanner range is designed to address 

the demand for small, high-resolution, rapid-capture live scan devices for criminal identification, forensic analysis, 

and enrollment. L Scan palm scanners, which can quickly capture upper, lower, and writer's palms, flats, and rolls, 

completely meet the FBI NGI criteria. By utilizing patented Flex Flat and Flex Roll capabilities, fingerprint photos are 

recorded regardless of platen location. The patented Auto acquisition technology provides the rapid acquisition of 

high-quality photos for error-free biometric data gathering, eliminating the guesswork and a broad variety of 

potential reprint difficulties [21, 22, 28]. Both L Scan models, which are available in 500 ppi or 1000 ppi resolution, 

deliver superior image quality and provide real-time image preview when using our SDK or enrolment software. 

Both L Scan models, which are available in 500 ppi or 1000 ppi resolution, deliver superior image quality and 

provide real-time image preview when using our SDK or enrolment software. The scanners are user-friendly, with 

an intuitive, integrated display and programmable buttons to help users navigate the biometric capture process. 

 

Choi et. al. went on to use these sweat pores and the discovery of distance between them for a new approach in 

fingerprint detection. The small pores in live fingers perform physiological thermoregulation. It was found during 

studies that the normal body temperatures range differently. So, Physiological Thermoregulation means the pores 

maintain the internal body temperature. It stabilizes the body temperature to normal in certain conditions. Pores go 

through heat transfer in order to maintain such temperature. Hence, leading to latent fingerprints, with a smudgy 

and blurry image. In a forward research, sweat ducts helped in absorption of these sweats and to take out the 

unnecessary elementary content. These glands are present under the skinny layer. The cells under these glands and 

different layers of skin appear as pores to us. The fingertip pores are the primary source for the sweating process. 

These pores produce a certain amount of fluid that is active and that helps in detecting liveness of a person [24, 25, 

28].  

 

Spatial distribution is done to observe your object with different variations. In the beginning the characteristics or 

properties of an image were extracted through mean, variance or distance. But in spatial arrangement we change the 

coordinates so that the image is shifted to a different arrangement. Hence, in modern day techniques, we shift the 

image to few coordinates to get the clear properties(outcomes) through specific arrangement in pixels. For personal 
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identification, Roddy and Stosz statistically discriminated against the power of pore. This helped in validating 

effective pore configuration. Suppose, to investigate the spatial distribution of pores; consider a fingerprint. In the 

fingerprint the sweat glands are distributed through distance d in a unit cell structure. When measured from 

different arrangements these pores have similar behaviour. Homogenous means throughout the skin the pores will 

be of same size, shape, and biological behaviour. The sweat glands are homogeneous and isotropic.  In such a case, it 

was presented that the pores are to be equally spaced. That creates a certainty of creating an error. If all pores are 

similar to each other than each group of pores will match perfectly. Neglecting all the rotational effects. According to 

first order approximation, it was assumed that pores' primary function is heat transfer. First order approximation in 

simple terms means a mathematical formula that fits all kinds of data to give the best output possible. This causes 

the fingerprint to be a smoky and blurry image. This causes issues in the second layer of detecting liveness in 

fingerprints [26, 27, 28]. 

 

The inter distance between the pores were calculated to improve the spoof detection for fingers. The distance 

between pore was calculated on the basis of their number, size and shape. 

a. Pores were present in very close lengths. A minimum of twelve pores were present in a 1cm length of the ridge. 

b. Then the ridge length was considered, with pores in groups. Two or more groups of pores were found closely 

packed with each other in 1cm of length. 

c. The other type of spacing contained 8 to 11 pores in a centimetre of length with a comparatively bigger gap. 

d. Another configuration of pores contained a chain-like structure with no interspacing between them.  

 

The majority of the pores on a ridge were discovered to be one behind the other, forming a row with almost uniform 

space, but other types of arrangements were also observed where pores were lying side by side. The side on the 

ridge's periphery with very little space between However, the earlier arrangement has been found to be more 

common. A less common type of pore arrangement was also discovered. It was observed that where pores were 

interconnected with no interspacing and formed a chain-like pattern When connected pores are open, this 

arrangement becomes more visible. Lying on the ridge's periphery, in this case, the ridge resembles a cross stitch. 

Stosz and Alyea used minutiae and pores to identify a person. Another automated fingerprint detection algorithm 

from all the information regarding the pores. Detection through live scanned images is presented. The fingerprint 

was divided into different strips. The position of these pores in different arrangements provide useful information 

for an individual. A developed multilevel verification technique is based on ridge and pore features. The main 

advantage of these systems over the systems that use only ridge information. For persistent information about the 

fingerprint an optical or electronic method is used. For which a high-resolution image is needed. Making it unlikely 

that the scanned fingerprints contain adequate data. That is consistent for use in authentication. A system that gives 

secure access to a computer. This gives a level of feasibility of the system used.  This system was as such, it has low 

false rejection and zero false accept of error rates. The results came out positive after preliminary testing the 

verification prototype.  

 

Comparing fingerprint fragments is a common task in forensic science. After extensive analysis of a fingerprint 

fragment, it is possible to determine the identity based on the ridge shape, even if no level 2 features are present, a 

scenario where a minutiae-based automated system would fail. We hypothesize that the undistorted fragment of a 

partially distorted fingerprint contains at least the same amount of distinctive information as the entire fingerprint. 

We also anticipate that using level 3 features will improve recognition accuracy, particularly when comparing 

fragmentary fingerprints. Kryszczuk analysed this contribution of pores through fragmentary fingerprint 

recognition. He found that the smaller the fingerprint, the greater the benefit [28].   

 

A set of algorithms for extracting the structure of pore networks were brought to light. This algorithm had high 

resolution three-dimensional synchrotron microtomography pictures. Pictures of unconsolidated porous medium 

systems. These techniques are based on three-dimensional skeletonization. That reduces pore space to networks of 

nodes that are linked through routes. To depict the network’s pore-bodies and pore-throats, dilation algorithms 

were devised to construct inscribed spheres on the nodes and routes of the medial axis. The final result is a 
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physically realistic pore network structure. That includes a three-dimensional spatial distribution with x,y and z 

coordinates of pore bodies. Along with dimensions of pore-throats, pore-body size distribution, connection and 

pore-throat size distribution. This study looked at numerous glass bead systems along with natural marine sand. 

The size of the media ranged from 0.123 to 1.0 mm, while the volume of the pictures ranged from 7.7 to 108.9mm^3.  

The porosity, specific surface area and representative elementary volume were computed for recovering the pore 

network structure. Examination of the spatial correlation of pore-body sizes in the network, through semi 

variograms and integral scale concepts. The effect of resolution on the computed attribute was also studied. 

Microtomography is a powerful technology for non-destructively extracting the structure of numerous systems. The 

quality of the datasets is determined by photon energy, photon flux, sample size, kind of sample, and sample size 

‘features. The results revealed that the devised pore network structure extraction approach is suitable to both ideal 

and natural points media systems. The influence of resolution on the qualification of network structure and its 

attributes varies depending on the feature size and the properties being computed. To identify the degree of 

inaccuracy associated with a system photographed at a certain resolution, a complete sensitive study should be 

performed. 

 

The authors provide the results of a pore-network analysis of high-resolution synchrotron microtomographic images 

of the Fontainebleau and Berea Sandstones. The grayscale pictures of the rocks are divided into constituent phases, 

and the geometry of the pore network is analysed. The network is made up of pores at grain corners that serve as 

connectors for extended throats that run along grain edges. According to our findings, when porosity increases, so 

does the number of pores, their median coordination number, and the fraction of connected pore space. When total 

porosity rises, however, throat breadth and length decrease. Throat breadth and length, on the other hand, decrease 

as overall porosity increases. The number of coordinating pores in each sample is directly proportional to the radius 

of the pores, and the length of the throats is also positively connected to the radius of the throats. The observed 

permeability increases with the total connected porosity of the samples, while the modelled permeability varies with 

flow direction for each sample. In all samples, the dimensionless coefficient of variation of neck lengths is nearly 

constant, hovering around an average value of 0.64. The coefficient of variation of throat radii is frequently greater 

than the coefficient of variation of pore radius. Jain et al. employ a fingerprint identification method that incorporates 

characteristics from all three levels[10]. 

 

Hong et al. utilize fingerprint enhancement methods, whereas Jain et al. use wavelet transform and Gabor filters to 

improve fingerprints so that pores may be extracted, but Zhao et al. use an anisotropic filter that is tailored to each 

block, making Zhao's approach superior to Jain's [14]. Derakhshani et al. observes perspiration patterns only in live 

fingerprint sequences acquired in between 0 to 5 seconds [8]. Fingerprint scanners are vulnerable to spoofing with 

artificial materials or, in the worst-case scenario, dismembered fingers. For use in fingerprint scanners, an anti-

spoofing method based on liveness detection has been developed. This method quantifies a specific temporal 

perspiration pattern found in live claimant fingerprints. The improved perspiration detection algorithm presented 

here improves on our previous work by incorporating other fingerprint scanner technologies, employing a larger, 

more diverse data set, and operating within a shorter time window. Several classification methods were tried to 

distinguish between live and spoof fingerprint images. Fingerprint images from 33 live subjects, 33 spoofs made 

with dental material and Play-Doh, and fourteen cadaver fingers were included in the dataset. Each method 

performed differently depending on the scanner and time window. 

 

Labati et al. use a specially designed and trained CNN to estimate and refine the centroid of each pore with the 

accuracy of a touch-based sensor, a touchless sensor, or a latent print. Obtaining pore coordinates from 

heterogeneous fingerprint pictures collected with diverse instruments [15]. They are particularly interested in touch-

based, touchless, and latent image-based approaches. We present a strategy based on convolutional neural networks 

(CNN) to develop resilience to various forms of noise. The method's steps are as follows: 

 Preprocessing: Preprocessing the fingerprint images can help to remove noise and artifacts and improve the 

quality of the images. This may involve techniques such as image denoising, image enhancement, and image 

normalization. 
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 Data augmentation: Data augmentation involves generating additional training data by applying 

transformations to the existing training data. This can help to improve the robustness of the CNN to various 

types of noise by providing the model with more diverse and representative training data. Create pores map 

and calculate pores coordination’s. 

 Feature extraction: Carefully selecting and extracting relevant and discriminative features from the fingerprint 

images can help to improve the robustness of the CNN to noise. This may involve techniques such as principal 

component analysis (PCA) or linear discriminant analysis (LDA) to identify the most relevant features. Obtain 

features from the immediate vicinity of the estimated pores. 

 Regularization: Regularization techniques, such as weight decay or dropout, can help to prevent overfitting and 

improve the generalization of the CNN to new, unseen data. This can help to improve the robustness of the 

model to various types of noise. 

 Ensemble learning: Ensemble learning involves training multiple models and combining their predictions to 

improve the overall performance of the system. This can help to improve the robustness of the CNN to noise by 

leveraging the strengths of multiple models. 

 

Rather than analyzing the entire group, P Johnson et al. discovered small pores. The perspiration activity of each 

pore was then evaluated. The datasets LivDet 2011 and 2013 were used to generate the results. This reduced the 

average classification error to about 12%, which is inapplicable at the same time. The Liveness Detection (LivDet) 

competitions use a standardized testing protocol and a large number of spoof and live tests to compare software-

based fingerprint liveness detection and artifact detection algorithms (Part 1), as well as fingerprint systems with 

liveness detection or artifact detection capabilities (Part 2). To compete, all academic and industrial institutions must 

have a solution for either software-based or system-based fingerprint liveness detection. The LivDet competitions, 

which were held in 2009, 2011, 2013, and 2015, have proven to be an important source of information about the 

current state of the art in liveness detection schemes. There has been a noticeable increase in the number of 

participants in LivDet competitions, as well as a noticeable decrease in error rates across competitions. 

 

Sometimes the data collected by the standard verification system can be a bit different or missed by the hardware 

algorithm. In many cases it would have accepted a false print. In order to prevent liveness detection is done. It helps 

getting additional information gathered above and beyond the machine. We can also monitor the data processed by 

the machines every day. This data can be used to authenticate the fingerprint obtained through the verification 

system. Security is obtained in these systems by employing either hardware or software-based systems with the 

authentication programs.  In this field of automation many different sensors are being built for liveness detection. 

Many hardware-based systems use sensors that measure outside of the fingerprint image itself.  There are many 

software-based systems that use image processing algorithms. They collect information directly from the collected 

fingerprint. These systems then categorize images as real or fake.  

 

Database 

The Poly U High Resolution Fingerprint database is a collection of fingerprint images that was created as part of a 

research project at the Hong Kong Polytechnic University (Poly U). The database is intended to be used for the 

development and evaluation of fingerprint recognition algorithms. It consists of a set of high-resolution fingerprint 

images that were captured using a specialized fingerprint scanner. The database includes images of both rolled and 

flat fingerprints, and it covers a wide range of variations in fingerprint quality, including fingerprints that are 

damaged, distorted, or degraded due to age, wear, or other factors. The Poly U High Resolution Fingerprint 

database is a widely used benchmark in the field of fingerprint recognition research, and it has been used in many 

published studies. 

 

Retrieval of Pores 

Pseudo code to retrieve close pore is given below. 

1. Select any fingerprint image from database. 

2. If selected image is RGB then convert it into binary image 
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3. Identify the edges from binary images with the help of edge function.  

4. Use bwareaopen() to removes all connected objects that have fewer than 30 pixels from the binary image.  

5. Apply xor operation between step no. 3 and 4 to retrieve pores as well as small ridges. 

6. If the output image detects small ridge borders, then clear it and also fill the holes of output image, so that close 

pores can be retrieved.  

7. Apply xor operation between step no. 5 and 6 to retrieve close pores.  

8. Calculate number of pores from step no. 7 output, 

i. If the number of pores are less than 40 then don’t consider input image and ask user to retry. 

ii. Else circle pores and show them with respect to fingerprint image. 

9. Generate scatter plot by considering pores (x, y) coordinates. 

 

Input image on which above written pseudocode will get executed is shown in Fig.4 & 5 from which you can see the 

presence of different sizes and shapes of pores. And after executing pseudocode retrieved pores can be seen in Fig.4 

highlighted with red filled circle. Stepwise output of above written pseudocode is shown in Fig.5. In step-9, scatter 

plot is retrieved during execution so that distance and angle between each pore can provide additional knowledge in 

identifying an individual. Researchers employed the Hong Kong Polytechnique University (PolyU) High-

Resolution Fingerprint Database to put the suggested pore retrieval method to the test. Each finger in this database 

was recorded using a custom-built sensor with a resolution of 1200 dpi and a size of 320 × 240 pixels. Because of non-

linear distortion, rotation, and translation, the database employed here is extremely difficult to work with. Figure 6 

depicts some of the photos from the PolyU HRF DBI training set. Table 1 contains size of database and count of 

fingerprint images which are capable enough to take part in liveness detection having pore count greater or equal to 

40. 

 

Analysis 

To find some concluding remarks, one experiment has been carried out. Accordingly, the original image as shown in 

Fig.7(a) is provided as an input image and retrieved 98 pores as shown in Fig.7(b)(Note: stepwise output is shown in 

Fig.5) filled with red color. Here Fig.7(c) has 3 highlighted circles which states manually added pores. We provided 

it as an input image and retrieved 55 pores as shown in Fig.7(d). pores which were not retrieve from updated image 

is shown in Fig.7(b) and in Fig. 7(c) with orange outlined circle. One of the key benefits of using CNNs for 

fingerprint pore retrieval is their ability to learn from large datasets of annotated fingerprint images and 

automatically extract and classify the pores. This can significantly reduce the time and effort required for manual 

annotation and can lead to more accurate and robust models. However, there are also some limitations and 

challenges associated with using CNNs for this task. One of the main challenges is the availability and quality of the 

training data, as the performance of the CNNs will depend on the diversity and representativeness of the data. 

Ensuring that the training data is of high quality and represents the types of images that the models will encounter 

in real-world scenarios is crucial for the accuracy and robustness of the models. 

 

CONCLUSION 
 
The proposed pore retrieval method can be an effective and efficient approach that can achieve high levels of 

accuracy and robustness. However, the specific performance of the CNNs on the Poly U dataset for liveness 

detection of fingerprints will depend on a variety of factors, such as the quality and diversity of the training data, the 

choice of CNN architecture and training algorithms, and the evaluation metrics and methods used., we can retrieve 

pores but after adding manual pores what makes this un-identification of pores in the same method is still 

questionable. But if we focus on only pore count then it cannot always help you because as per literature 20 to 40 

pores are enough for liveness detection and as per Espinoza et al. change in pore count results in liveness detection. 

But in this approach change in pore count is due to manual alteration in original image but it does not allow other 

objects to get selected apart from pores which allows average classification error rates as not applicable measure. It is 

important to carefully consider these factors and to address any limitations and challenges that may arise when 
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using CNNs for this task. Additionally, it is important to compare the performance of the CNNs with other methods 

and techniques and to consider the specific requirements and constraints of the liveness detection task when 

selecting the most appropriate approach. 
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Table 1: Database with Pore Count 

 

PolyU DB 

  Size of dataset >=40 pores 

Training Dataset DB1 208 93 

Training Dataset DB2 1480 1362 

Testing Dataset Test 1480 1362 

 

 

Figure 1: Fingerprint Liveness Detection 
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Figure 2 Example of Close & Open Pores Figure 3 Flow of the Pore Retrieval 

  
Figure 4 Input Fingerprint Figure 5 Result of Retrieval of Fingerprint Pores 

  

Figure 4 Execution of Pore retrieval pseudocode Figure 7 Samples of PolyU HRF DB1 training Dataset 

    
(a)  (b)  (c)  (d)  

Figure 5 (a) Original Image (b) Output of Original Image (98 pores retrieved filled with red color) (c) Manually 

added three additional pores in Original Image, highlighted with different color called it as an Updated Image 

(d) Output of Updated Image (55 pores. 
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In Power system voltage ,frequency and current are main parameters of supply. If any changes in all any 

parameters then pollution are created in power system. This problem may damage or distroy the power 

supply system. This types of pollution created by main use of power electronics circuit in the power 

system. The Harmonics are produce by electronics devices. The Shunt active filter with P-Q theory to 

reduce the harmonics level in both balance as well unbalance 3 phase three wire system. All the analysis 

is done on simulation software tool. 

 

Keywords: P-Q Theory , Shunt Filter , Total Harmonics Distortion , FFT analysis, Voltage controller 

 

INTRODUCTION 

 
Harmonics refer to the distortion of sinusoidal frequency waveforms that are integer multiples of the fundamental 

frequency. Fundamental frequency is a desired frequency that generate in at 50Hz AC power system. Harmonics are 

created when nonlinear loads draw current from power supply in a unsinusoidal manner. 

Harmonics consider following points: 

Effect of Harmonics 

Voltage Distortion: Harmonics lead to voltage distortion, that result irregular sinusoidal waveform. This cause issue 

with power electronics tool and may lead to malfunctioning or failure.[1] 

Increased Currents :Harmonics currrents can significantly higher than fundamental current, leading to extra stress 

on conductors, x, mers and other system components. 
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Power Quality problem and overheating : Harmonics can affect negatively on over all power system and lead to 

low P.F. ,voltage unbalance and effect of performance of electrical instruments. Due to harmonics increase heating in 

equipment and reduce the life of instruments.[3] 

 

Total Harmonics Distortion : This measure harmonics content in current or voltage in power system. It present ratio 

of total sum of harmonics components to power of fundamental frequency. Total Harmonics distortion present 

percentage and commonly used assess the level of distortion in power system. 

 

Harmonics Reduction : Reduction of harmonics and their problem by use of passive filters. But the passive filters 

some draw back. So implementation of Active filters in latest era.[8] 

 

Research Method: The Active filter are used to reduction of Harmonics pollution in power system. The 

simulation/Matlab software  is used for the research methodology. 

Shunt Active Filters 

The Series and shunt active filters are more efficient then passive filters. The basic diagram of shunt active filters are 

shown below figure 1 : 

In basic block of shunt filter ha important component and control system. The main function of shunt active filter to 

reduce the harmonics current generated by nonlinear loads. 

In shunt active filter first current is sensed by current transformers and then sensed current is fed to a current 

controllers VSC. The first block calculate the active and reactive power of the nonlinear load by use of P-Q Theory. 

The second block measure the behavior of  active filters. In P-Q theory using of clerk transformation transform abc to 

αβ0 co ordinates. The dc voltage regulator determine the extreme amount of active power. The active power p loss is 

added to the compensating active power with together reactive power. 

In  Power circuit of shunt active filter has a 3 phase VSC made by IGBTs and diode. The PWM current controller 

forces the VSC to role of controller current source. 

Calculation of reference current for compensator 

The reference current of compensator in αβ domain wich calculate :*5+ 

 

iα iβ =1∆Vα Vβ Vβ Vα p q                                 .................(1) 

 

In a-b-c domain currents become: 

ica icb icc =√231 0 -12 -√32 -12 √32 iα iβ       .....................(2) 

 

The detail of reference current calculation are given in below block diagram 2: 

In below block diagram the clerk transformation is convert abc to αβ0 then given to p-q theory they convert in p-q 

form. The p-q and Ploss according require add then reference compensating current is generated that inverse clerk 

transformation convert αβ compensating current in to abc compensating current. 

 

Simulation Figure of Shunt Active Filter 

Above figure:3 is a simulation of the shunt active filter in 3∅ three wire system. The THDv and THDi are produce 

when nonlinear load is connected. The nonlinear load is a three phase full wave rectifier. The all results are shown in 

below FFT analysis. 

 

Simulation Results Analysis 

The research FFT analysis of the 3∅ system has been carried out by simulation. The components rating used in 

simulation are given below table:1 The Unbalance waveform in waveform 1 and Phase A with filter and without 

filter waveform are given below FFT analysis. Also Filter and DC voltage waveform are given below waveform 4 

and 5. The shunt active filter work on balance and unbalance three phase three wire system. The results shown in 

above waveform are only unbalance supply system. The FFT analysis carried out on Phase A, Phase B and Phase C. 

Here shown only Phase A FFT analysis. From this results when unbalance three phase supply is connect to the 
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nonlinear load the THDi without filter in Phase a is 27.47%,phase B is 29.38 and phase c is 31.41%. When connect 

with the filter THDi is Phase A is 4.55%,phase B is 4.60% and phase c is 4.57%.The results shown in Phase A in 

waveform figure 2 and 3. 

 

CONCLUSION 
 

This Research conclude that when balance as well unbalance 3∅ supply connect with nonlinear load the THDi 

without filter in Phase A is 27.47% ,phase B 29.38% and phase C 31.41 %. Then connect to the filter the THDi in phase 

A 4.55%,phase B 4.60% and phase C 4.57%.so conclude that using shunt active filter with p-q theory is capable to 

mitigate the THD in current balance and unbalance three phase three wire supply system. that level is below 5% well 

defined by power quality standard. 
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Table:1 Simulation Parameters Rating 

Name Symbol Value 

AC Voltage source Phase A,B,C 300V,325V,350V 

Frequency F 50Hz 

Load RL 50Ω/1mH 

DC capacitor Cdc 2200µF 

Inductor of filter Lf 1mH 
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Figure: 1 Basic diagram of shunt active filters. Figure:2 Reference current calculation for constant 

instantaneous supply power control strategy 

 

 

Figure: 3 Simulation of Shunt active filter Waveform: 1 Unbalance supply voltage 

  
Waveform:2 Phase A  Without Filter Waveform:3 Phase A with filter 
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Waveform:4 Filter current Waveform:5 DC voltage 
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Solvents play a significant role in environmentally sustainable frameworks. In order to be considered a 

greener medium, these solvents have meet a wide range of criteria, such as availability, quasi-

degradability, composability, ignitability and affordability, along with other factors. Regrettably, the 

current selection of sustainable solvents is limited. In this study, the authors aimed to investigate a novel 

category of ionic fluids known as Deep Eutectic Solvents (DES), which have gained considerable 

attention in the scientific community. DES typically consists of two or three cost-effective and non-toxic 

constituents that have the ability to self-assemble, commonly through hydrogen bonding interactions. 

This self-assembly results in the formation of an eutectic mixture, which exhibits a melting point lower 

than that of each individual component. The aforementioned DESs exhibit comparable physicochemical 

properties to conventionally utilised ionic liquids while also offering significant cost advantages and 
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environmental sustainability. Deep Eutectic solvents (DESs) are increasingly gaining traction across 

various academic disciplines due to their numerous advantageous features. This article presents a 

comprehensive examination of the categorization of deep eutectic solvents, along with an analysis of 

their physical and chemical properties, encompassing the properties of ionic conductivity, polarity, 

velocity, density, and surface tension. Furthermore, numerous domains have identified promising 

prospects for the future utilisation of these solvents. 

 

Keywords: Deep eutectic solvents, Hydrogen bond acceptor, Hydrogen bond donor, Physicochemical 

properties, Green Solvents. 

 

INTRODUCTION 

 
In the last 20 years, there has been a lot of interest in room-temperature ionic liquids, first in the fields of material 

chemistry, catalysis, and electrochemistry, and more recently in biomass processing[1,2]. Mostly, ionic liquids can be 

put into two groups: those made from eutectic mixtures of halides and aromatic ions, and those made with specific 

types of ions [3]. Scientists have recently getting interested in Deep eutectic solvents (DESs). DESs are alternative to 

ionic liquids that were first proposed in 2003 as a way to deal with the growing need for natural solvents and the 

high cost of ionic liquids [4]. These DESs are easily made by combining two innocuous chemicals that could form a 

eutectic mixture; often, these materials are cheap, renewable, and biodegradable [5, 6]. Because of this feature, DES 

always have a lower melting point than all of its components put together. Most DESs have a low melting point, 

which means that they turn into liquids at temperatures below 150 °C. It's important to remember that most of them 

are liquids at temperatures between 0 and 70 °C [7, 8]. Choline Chloride (ChCl) is a common component of several 

DESs. Easily retrieved from biomass or generated from geological deposits (million metric tonnes), Choline Chlorine 

is a cheap, sustainable, quasi-ammonium sulphate salt with a very high atom efficiency [9]. Choline chloride (ChCl) 

can swiftly generate a DES when used in conjunction with a number of other safe hydrogen bond donors. Despite 

the fact that ChCl (the ionic species from which most DESs are derived) is a key ingredient, DESs are not ILs [10–12]. 

Researchers provided broad criteria for defining DESs in 2007 [13]. To distinguish between various eutectics, deep 

eutectic solvents were categorized into four kinds based on their general formula. Cat+XzY is a Lewis base, often a 

halide anion, and Cat+ may be ammonium, phosphonium, or sulfonium. Y stands for a Lewis or Bronsted acid, and z 

stands for the quantity of times one molecule of Y binds to its anion counterpart [14]. In DES, the hydroxyl group 

between molecules is really quite persistent. The relationship and formulation of each component have a significant 

impact on the chemical and physical properties of the solvent (such as ionic conductivity, polarity, density, viscosity, 

surface tension, etc.). Modifying the structure and makeup of HBD or HBA and their ratios enables tailoring such 

properties for use in a number of significant industries, including chemical synthesis, electrodynamics, biofuel 

catalysis transformation, biofuel generation, extraction, isolation, and gas absorption. Thus, it is essential to 

comprehend the interconnections between DES component components in order to effectively design and synthesize 

solvents for specific uses. Improved workplace use of DESs will be feasible only after a deep inspection of the 

"structure-function" link of DESs systems, as well as the influence of DESs characteristics and structure. 

 

Physicochemical properties of DESs 

DESs can be functionalized in the same way that ILs can, by combining and balancing quaternary ammonium salts 

with other donors of chemical bonds (HBD). After that, DESs can be made to fit specific uses by changing their 

melting point, viscosity, conductivity, and pH values, among other physical and chemical properties. These enable 

DESs to more effectively serve the needs of the application. Because of the potential applications of the results, a 

considerable amount of time and energy has indeed been expended in the research of the chemical and physical 

properties of DES. In the following, the physicochemical characteristics of DESs that are regarded as the most 

significant will be thoroughly investigated. 
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Viscosity 

When two solids that can join together on their own through hydrogen bonds and make new water molecules that 

can put together to make a DES. A fluid's viscosity is a measure of its internal friction, or how much it struggles to 

move. Due to their higher viscosity compared to organic solvents, working with DESs in these processes can be hard 

in a number of ways. The capacity of a liquid to transfer material inside itself has a major impact on its viscosity and, 

by extension, on the chemical processes that take place in the liquid. Many different models have been used in an 

effort to better understand the flow properties of DESs and map them experimentally. The two most common ways 

to talk about DESs are the Arrhenius model and the VFT model. The hydroxyl group, van der Waals interactions, 

and surface tension all have a big effect on the viscosity of binary eutectic mixtures. Table 1 lists the viscosity 

characteristics of typical DESs at various temperatures. It is clear that the characteristics of HBD have a significant 

impact on the viscosity of ChCl-based DESs. ChCl/EG (1:2) DES, for example, has the lowest viscosity of DES 

formulations (36 cP at 20 °C). Still, DESs with derived sugars (like xylitol and sorbitol) as HBDs had high viscosities 

(for example, 12730 cP at 30 °C for ChCl and sorbitol) because they had a stronger 3D intramolecular hydrogen 

network. Surprisingly, as the ChCl/glycerol stoichiometric ratio tends to go up, the viscosity of a ChCl/glycerol DES 

tends to go down. For example, at 20 °C, the viscosity values of ChCl-glycerol solutions with a 1:3 molar ratio were 

450 cP, and a 1:2 molar ratio was 376 cP. Glycerol has a lot of hydrogen bonds between its molecules, which gives it a 

lot of cohesive energy. When ChCl was added, this network of hydrogen bonds broke down a lot, which made the 

viscosity of glycerol drop by a huge amount [21]. 

 

Freezing Point 

To generate deep eutectic solvents (DESs), it is necessary to combine two solid materials that possess the ability to 

undergo self-association through hydrogen bonding, resulting in the formation of a novel liquid phase. In many 

instances, the freezing point of a novel phase tends to be lower in comparison to the freezing points of its constituent 

components. A eutectic mixture was prepared by combining ChCl and urea in a molar ratio of 1:2, resulting in a 

point of freezing of 12 °C. The observed temperature is significantly below the individual freezing points of the 

components, which are 302 and 133 °C, respectively. Moreover, the halide anion exhibits an interaction with urea, a 

compound that facilitates hydrogen bonding, resulting in a significant reduction in the freezing point. All differential 

scanning calorimeters (DSCs) have documented freezing points that are lower than 150 °C. Despite their ability to 

function as a limited and partially effective solvent in various scenarios, it is advisable to use deep eutectic solvents 

(DESs) with a freezing point below 50 °C. Various types of DES have been identified, and their respective freezing 

points are documented in Table 2 within the scientific literature. Several compounds, such as urea and 2,2,2-

trifluoroacetamide, have the ability to form a liquid deep eutectic solvent (DES) with ChCl at room temperature due 

to the strong hydrogen bonding interactions they exhibit with ChCl. This observation highlights the significance of 

selecting appropriate hydrogen bond donors (HBDs) in the development of a desiccant material that effectively 

lowers the freezing point of choline chloride (ChCl). 

 
Ionic Conductivity 

Due to its high density, the ionic conductivity of DES is typically observed to be low, measuring above 2 mS/cm at 

ambient temperature. Table 6 displays the ionic conductivities of various deep eutectic solvents (DESs) as a function 

of temperature. When the temperature goes up, the viscosity of deep eutectic solvents (DESs) goes down. This makes 

the DESs conduct electricity better than they did before. Consequently, the conductive properties of a deep eutectic 

solvent (DES) can also be approximated by employing an equation similar to the Arrhenius equation. The impact of 

organic salt concentration in HBD on the conductivity of DESs suggests a plausible correlation with their thickness. 

[26]. An increased concentration of ChCl in deep eutectic solvents (DES) leads to an elevated level of conductivity. 

The ChCl-glycerol deep eutectic solvent (DES) exhibits a conductivity value of 0.85 millisiemens per centimetre (mS 

cm1) upon increasing the molar fraction of ChCl to 25%. The ChCl/glycerol-based deep eutectic solvents (DESs) 

exhibit comparable viscosity (>400 cP) and conductivity (>1 mS/cm) to that of an ionic liquid (IL) when exposed to 

higher levels of salinity. [27] 
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Density 

In the realm of chemistry, density stands as the fundamental physical characteristic. Specific gravity metres are 

capable of being utilised to measure the value. The densities of various frequently used DESs are listed below; you'll 

notice that the overwhelming majority of these compounds are denser than water. The density of DESs varies when 

one adjusts the mole ratios and characteristics of the various components. Densities of hydroxyl-produced DESs 

Caused considerable increases as more hydroxyl radicals were introduced, but fell as aromatic groups were 

included. As the alkyl chain structure of the DESs component is extended, the densities decrease too [34]. Density 

decreases with increasing temperature. This is because the mole fraction of DES increases as a consequence of 

heating, leading to a decline in density [35, 36]. At low temperatures, the average pore size gets smaller, which makes 

the molar volume of DESs smaller and makes them denser [37]. The number of moles of organic salt and HBD also 

has an impact on DES densities. Fig. 3 depicts the density of a glycerol/ChCl DES as a function of the molar content. 

The density of DES is reduced when ChCl is mixed with glycerol [38]. It might be hard to get good experimental 

estimates of DES density as a function of temperature. Thus, technological advances that could provide these data as 

precisely as possible were prioritised for research. Using a modified version of the Rackett equation, Spencer and 

Danner reported that researchers could predict DES density with an accuracy of 1.9%. [39]. 

 
Surface Tension 

Even though the properties of interfaces are important for understanding how mass moves, many studies have 

correctly found the parameters of DESs' surface tension. Solvents have surface tension because their component 

molecules are clustered together. The stalagmometer is used to measure the surface tension of the given liquid. 

Research suggests that DESs have a surface tension that is equivalent to imidazolium-based ILs but higher than that 

of molecular solvents [46–48]. The main things that affect DES's surface tension are its hydrogen bonds, its ionic 

nature, and its molecular weight. The hydrogen bond in the cation, which can form more h-bonds, causes the surface 

tension to be higher [49–51]. DESs made from glucose have a higher surface tension than those made from carboxylic 

acids because they have more hydroxyl. Temperature causes a big drop in surface tension because molecules with 

more kinetic energy and less cohesion are less likely to stick together. This makes the bonds between molecules 

weaker [52, 53]. Even though the strength of the interactions between molecules has a big effect on how DESs are 

made, surface tension is thought to act like viscosity. No matter what the first step was, the surface tension of 

ChCl/glycerol DESs got better as the temperature went up. As the concentration of ChCl goes up in the 

ChCl/glycerol DES, the surface tension goes down for the same reason that the viscosity goes down. There are more 

signs that adding ChCl to glycerol messes up the huge structure of hydrogen atoms in glycerol [54–55]. 

 
Polarity 

Polarity has a big effect on how quickly DESs dissolve and how well they mix with other solvents. The standard 

method is to use solvatochromic variables, which look at the UV-vis bands to figure out the polarity of the solvent 

[60]. In general, the intensity of the interaction among molecules increases as the polarisation of the molecule does. It 

involves the chemical composition primarily. DESs that are made from carbohydrates are much more polar than 

short-chain alcohols like ethanol and 2-propanol and certain polar solvents like dimethylformamide (DMF) and 

dimethyl sulfoxide (DMS) [61-62]. Moreover, researchers analysed ChCl-glycerol DESs with differing mole ratios 

and reported that the polarities decreased with increasing ChCl content [63]. When temperature increases, the 

hydrogen-bonding network that lends DES their polarity starts to break down, and the polarity of the DESs 

decreases significantly [64]. It is also obvious that the water added changes the polarity of eutectic mixtures. Liu and 

his team found that when a small amount of a moderator is added to DES, the hydrogen bonds between its parts 

break. This makes the molecule very polar. [65]. 

 

CONCLUSION 
 

From the above review, researcher team observed that DESs and traditional ILs have many of the same rheological 

Based on the aforementioned review, it was observed by the research team that both deep eutectic solvents (DESs) 
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and traditional ionic liquids (ILs) exhibit similar rheological characteristics, including rigidity, its thickness, and 

conductance. It is also possible to generate enterprise deep eutectic solvents (DESs) through the modification of the 

the quaternary ammonium salts and the hydrogen-bond donor, analogous to the manner in which the physical and 

chemical characteristics of ionic liquids (ILs) can be altered indefinitely. However, it is important to note that deep 

eutectic solvents (DESs) possess several notable advantages over ionic liquids (ILs). Firstly, DESs can be easily 

synthesised with a particle efficiency of 100%. Secondly, DESs are considerably more cost-effective due to their 

ability to be generated from readily accessible chemicals. Lastly, DESs, especially those derived from ChCl and 

regenerating chemicals, exhibit low cytotoxicity. The significant financial and environmental advantages associated 

with DESs undoubtedly offer novel opportunities for the advancement of various types of ionic fluids. Furthermore, 

it is important to emphasise that although the chemical components of deep eutectic solvents (DESs) possess 

reactivity, their reactivity is significantly diminished through auto-association facilitated by hydrogen bonding. This 

reduction in reactivity allows for their application in various fields of study. While it is evident that DESs cannot 

fully substitute ILs in all environmental uses, scholars remain optimistic that the amalgamation of affordability and 

minimal environmental footprint will contribute to the future commercial viability of this emerging medium. 
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Table 1: Viscosities of common DESs at different temperatures 

Hydrogen Bond Accepter Hydrogen bond donor Molar ratio Temperature (°C) Viscosities (cP) Ref. 

Choline Chloride (ChCl) 

Urea 1:2 25 750 15 

Glycerol 1:3 20 450 16 

Glycerol 1:2 20 259 15 

Malonicacid 1:2 25 1124 15 

Sorbitol 1:1 30 12730 17 

Imidazole 3:7 70 15 18 

ZnCl2 1:2 25 85000 19 

EG 1:2 25 37 15 

EG 1:2 20 36 16 

CF3CONH2 1:2 40 77 20 

1,4-Butanediol 1:3 20 140 16 

Xylitol 1:1 30 5230 17 

 
Table 2: Freezing point of common DESs 

Hydrogen Bond Accepter Hydrogen bond donor Molar ratio Freezing point (° C) Ref. 

Choline Chloride (ChCl) 

Acetamide 1:2 51 22 

1,3-Dimethylurea 1:2 70 22 

Citricacid 1:1 69 23 

Benzoic acid 1:1 95 23 

Adipicacid 1:1 85 23 

Oxalicacid 1:1 34 23 

Ethyleneglycol 1:2 -66 24 

2,2,2-Trifluoroacetamide 1:2.5 -45 24 

Caffieicacid 1:0.5 67 25 

Subericacid 1:1 93 25 

 
Table 3: Ionic conductivity of common DESs at 25 ° C 

Hydrogen Bond Accepter Hydrogen bond donor Molar ratio mS/cm Ref. 

Choline Chloride (ChCl) 

Glycerol 1:2 1.02 28 

Triethyleneglycol 1:2 1.41 29 

Phenol 1:3 3.14 30 

Xylitol 1:1 1.15 31 

Malonicacid 1:1 0.91 32 

Levulinicacid 1:2 0.81 33 

 
Table 4: Densities of common DESs at 25 °C 

Hydrogen Bond Accepter Hydrogen bond donor Molar ratio Density 

(g cm-3) 

Ref. 

ChCl Urea 1:2 1.198 40 
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Glycerol 1: 2 1.18 41 

Glycerol 1: 3 1.20 41 

Levulinic acid 1:2 1.138 42 

EG 1: 3 1.12 43 

Oxalic acid 1:1 1.300 44 

Triethyleneglycol 1:2 1.128 45 

 

Table 5: Surface Tension of common DESs at 25 °C 

Hydrogen Bond Accepter Hydrogen bond donor Molar ratio γ (mN·m−1) Ref. 

ChCl 

Ethylene glycol 1:2 48.91 56 

Malonic acid 1 :1 65.98 57 

Urea 1: 2 52.0 58 

Ethanolamine 1:7 49.18 59 

 

 

 
Fig 1. Chloride-based DES viscosity with varying HBD 

components 

Fig 2. Molar composition dependency of the 

glycerol/ChCl DES densities (Reproduced with 

permission from ref. 11 . Copyright (2011) Royal 

Society of Chemistry.) 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Jigesh Mehta et al., 

et al., 

 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

63041 

 

   

 

 

Yashoda  

 

A Comprehensive Review of Machine Learning Techniques for Cloud 

Computing Environments: Harnessing Scalability and Cost-

Effectiveness  

 
Anjuman Ranavadiya1*, Disha R. Patel1 and Nimesh Vaidya2  

 
1Assistant Professor, IT Department, Grow More Faculty of Engineering, Himatnagar, 383001, Gujarat, 

India.  
2Assistant Professor, PG Coordinator, Swaminarayan University, Kalol, 382725, Gujarat, India 

 

Received: 15 Feb 2023                             Revised: 25 Apr  2023                                   Accepted: 18 Aug 2023 

 

*Address for Correspondence 

Anjuman Ranavadiya 

Assistant Professor,  

IT Department,  

Grow More Faculty of Engineering,  

Himatnagar, 383001,  

Gujarat, India.  

 
 This is an Open Access Journal / article distributed under the terms of the Creative Commons Attribution License 

(CC BY-NC-ND 3.0) which permits unrestricted use, distribution, and reproduction in any medium, provided the 

original work is properly cited. All rights reserved. 
 

 

Organizations are increasingly relying on machine learning (ML) to derive valuable insights from their 

data. AWS cloud computing environments offer a cost-effective and scalable platform for ML model 

development and deployment. This review explores a range of ML techniques applicable in AWS, 

including supervised, unsupervised, reinforcement, and deep learning. We illustrate how these 

techniques can be effectively implemented within AWS, utilizing services such as Amazon Tensor flow, 

AWS Deep Learning AMIs, and Amazon Rekognition, highlighting their distinctive features and benefits. 

Additionally, we delve into the challenges of using ML in AWS, particularly pertaining to data security 

and privacy concerns, while proposing potential solutions. Lastly, we discuss future research directions 

and opportunities for ML in AWS cloud computing environments. This review provides a 

comprehensive overview of ML techniques, their applications in AWS, and insights into the current state 

and future prospects of ML in the cloud. 

 

Keywords: ML techniques, Cloud Computing Environments, Cloud computing, Scalability, Cost-

effectiveness, Future Research Directions. 
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INTRODUCTION 

 
Machine learning (ML) is a subfield of artificial intelligence (AI) that focuses on the development of algorithms and 

statistical models that enable computer systems to automatically learn and improve from experience without being 

explicitly programmed. ML algorithms can analyze large datasets and identify patterns, trends, and anomalies that 

may not be immediately apparent to human analysts. With ML, organizations can gain a better understanding of 

their data, make more informed decisions, and automate various tasks. Cloud computing is the delivery of 

computing services, including storage, computing power, and software applications, over the internet. Instead of 

relying on physical servers and hardware, cloud computing services are accessed through a network of remote 

servers hosted on the internet. Cloud computing services can be used to store and process large amounts of data, 

build and deploy applications, and run complex workloads at scale. 

 

Amazon Web Services (AWS) is a cloud computing platform that provides a wide range of services, including 

storage, computing, networking, and analytics. AWS provides a scalable and cost-effective platform for building and 

deploying ML models. AWS offers pre-built ML services, such as Amazon tensor flow, which can help organizations 

build, train, and deploy ML models quickly and easily. AWS also offers tools for managing and optimizing the cost 

of compute resources, making it easier for organizations to control their ML-related expenses. By combining machine 

learning and cloud computing by AWS, organizations can take advantage of the scalability and flexibility of cloud 

computing to build and deploy machine learning models at scale. With AWS's pre-built ML services and tools for 

cost optimization, organizations can build and deploy machine learning models more quickly and cost-effectively 

than would be possible with traditional on premise infrastructure. Machine learning (ML) is a subfield of artificial 

intelligence (AI) that focuses on the development of algorithms and statistical models that enable computer systems 

to automatically learn and improve from experience without being explicitly programmed. With the exponential 

growth of data in recent years, organizations are turning to machine learning as a way to extract valuable insights 

from their data. ML algorithms can be used to analyze large datasets and identify patterns, trends, and anomalies 

that may not be immediately apparent to human analysts. By leveraging the power of ML, organizations can gain a 

better understanding of their customers, improve their operations, and make more informed decisions. For example, 

ML algorithms can be used to: 

 

 Predict customer behavior: By analyzing customer data, ML algorithms can identify patterns and trends that can 

be used to predict future behavior. This information can be used to tailor marketing campaigns, improve 

customer retention, and increase revenue. 

 Optimize operations: ML algorithms can be used to optimize processes and identify bottlenecks in operations. 

This can help organizations reduce costs, improve efficiency, and increase productivity. 

 Fraud detection: ML algorithms can be used to detect and prevent fraud in financial transactions. By analyzing 

large datasets, ML algorithms can identify patterns of fraudulent activity and alert organizations to potential 

risks. 

 Machine learning has become an essential tool for organizations that want to stay competitive in today's data-

driven world. By leveraging the power of ML, organizations can gain insights that can help them make better 

decisions, improve their operations, and ultimately achieve their business goals. 

 AWS (Amazon Web Services) is a cloud computing platform that offers various services, including storage, 

computing, networking, and analytics. It provides several advantages for machine learning (ML) applications: 

 

Scalability: AWS allows for easy scalability of ML models, enabling users to adjust resources based on demand. 

Auto-scaling features and the ability to scale up or down as needed ensure efficient resource utilization. 

Cost-effectiveness: AWS follows a pay-as-you-go pricing model, allowing users to pay only for the resources they 

use. This eliminates the need for upfront hardware investments and offers cost optimization tools, such as spot 

instances, to further reduce expenses. 
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Pre-built ML services: AWS provides pre-built ML services like Amazon tensor flow, which simplifies the process of 

building, training, and deploying ML models. These services are designed for ease of use, making it accessible to 

users with varying levels of ML expertise. 

Integration with other services: AWS offers a wide range of services, including data storage and analytics, that can 

be seamlessly integrated with ML models. This enables the creation of end-to-end ML pipelines, encompassing 

everything from data ingestion to model deployment. 

 

AWS's powerful and flexible platform, along with its scalability, cost-effectiveness, pre-built ML services, and 

integration capabilities, make it an appealing choice for organizations seeking to leverage ML effectively. By 

harnessing the advantages of AWS, businesses can accelerate their ML initiatives and drive innovation. 
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processing and model training. It discusses 

encryption mechanisms, federated learning 

approaches, and secure data sharing 

methods in AWS, enabling the 

development of privacy-preserving ML 

models. 

Advances the field by 

providing solutions and 

techniques to ensure 

secure and privacy-

preserving machine 

learning in AWS cloud 

computing 

environments. 

 

Scalable 

Deployment of 

Machine Learning 

Models on AWS 

Fargate 

 

 

Liu, C. & 

Wu, J. 
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Focusing on the efficient deployment of 

machine learning models, this paper 

presents a scalable approach using AWS 

Fargate. It discusses containerization, 

model packaging, and scalable deployment 

strategies, enabling the seamless 

deployment and management of ML 

models in AWS cloud environments. 

Contributes to the 

development of scalable 

strategies for deploying 

machine learning models 

on AWS cloud using 

Fargate, enhancing the 

efficiency of model 

deployment. 

Optimization 

Techniques for 

Cost-Effective 

Machine Learning 

Workflows in 

AWS Cloud 

 

 

Wang, S. & 

Zhang, J. 

 

 

 

 

 

 

20

23 

 

 

 

 

 

 

 

This paper explores optimization 

techniques to reduce the costs associated 

with machine learning workflows in AWS 

cloud. It covers cost analysis, resource 

allocation strategies, and workflow 

optimization approaches, enabling the 

design of cost-effective and efficient ML 

workflows in AWS cloud computing 

environments. 

Offers insights and 

strategies for optimizing 

machine learning 

workflows in AWS 

cloud, reducing costs and 

improving resource 

utilization. 

 

 

Exploring Server Chen, L. & 20 Investigating server less architectures, this Contributes to the 
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less Architectures 

for Real-Time 

Machine Learning 

Inference in AWS 

Cloud 

 

 

 

Li, W. 
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paper explores their feasibility and 

effectiveness for real-time machine learning 

inference in AWS cloud. It discusses the 

benefits of server less computing, presents 

architectural designs, and demonstrates its 

applicability in real-time ML inference 

tasks, enhancing scalability and cost-

efficiency. 

exploration and adoption 

of server less 

architectures for real-

time machine learning 

inference in AWS cloud, 

improving scalability and 

cost-effectiveness. 

 

Research Gap, Scope, Advantage & Disadvantages of the Study 

Research gap: Research gap in machine learning in AWS cloud computing environments include optimizing models 

for specific cloud environments, assessing the impact of pre-built services on model performance, securing sensitive 

data, and minimizing costs. Addressing these gaps is crucial for enhancing the effectiveness and efficiency of 

machine learning applications in the cloud. 

 

Scope: The scope of the covers a wide range of machine learning techniques that can be used in AWS cloud 

computing environments. This includes supervised learning, unsupervised learning, and reinforcement learning. 

The topic also covers the pre-built machine learning services offered by AWS, as well as best practices for building 

and deploying machine learning models in AWS cloud computing environments. 

 

Advantages& Dis-advantages: Using machine learning in AWS cloud computing environments offers advantages 

such as scalability, cost-effectiveness, pre-built services like Amazon Tensor flow, and seamless integration with 

other services. However, it requires expertise in both machine learning and cloud computing, data security 

measures, and limited control over infrastructure customization. 

Objectives and Aim of the Study 

The objectives of this study are to review machine learning techniques in AWS cloud computing environments, 

evaluate the benefits and limitations of using AWS for machine learning, explore pre-built ML services, investigate 

integration with other AWS services, and discuss best practices for building and deploying ML models in the cloud. 

 

RESULTS AND DISCUSSION 
 

Various ML Techniques that can be used in AWS Cloud Computing Environments  

In AWS cloud computing environments, various machine learning techniques can be utilized, including supervised 

learning, unsupervised learning, reinforcement learning, deep learning, transfer learning, online learning, and semi-

supervised learning. These techniques find applications in image and speech recognition, natural language 

processing, predictive maintenance, fraud detection, personalized recommendations, and more. 

 

Key Concepts Of Supervised, Unsupervised, And Reinforcement Learning, As Well As Deep Learning With 

Examples Of How These Techniques Can Be Applied In AWS 

In AWS, supervised learning, unsupervised learning, reinforcement learning, and deep learning are used to create 

intelligent applications. Amazon Rekognition applies deep learning for image and video analysis. Amazon Tensor 

flow provides algorithms for unsupervised learning tasks like clustering and anomaly detection. AWS RoboMaker 

facilitates the development of robotics applications using reinforcement learning. Deep learning in AWS is used for 

image recognition and natural language processing. AWS offers a suite of services and tools to support machine 

learning applications such as object identification, data clustering, autonomous agent training, and speech 

processing. 
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Discuss popular AWS services for ML, such as Amazon Tensor flow, AWS Deep Learning AMIs, and Amazon 

Rekognition, and their features and benefits.   

Some popular AWS services for ML include Amazon Tensor flow, AWS Deep Learning AMIs, and Amazon 

Rekognition. Amazon Tensor flow is a fully-managed service that enables developers and data scientists to build, 

train, and deploy ML models at scale. It offers features such as automatic model tuning, pre-built algorithms, and 

integration with Jupyter notebooks, making it easier to develop and deploy ML models. AWS Deep Learning AMIs 

provide pre-configured virtual machine images with popular deep learning frameworks and libraries, simplifying 

the setup of a deep learning environment. It allows researchers and developers to quickly start working on ML 

projects without the hassle of manual installations. Amazon Rekognition is a service that utilizes deep learning 

technology for image and video analysis. It offers features like object detection, facial analysis, and text recognition, 

enabling developers to extract meaningful information from images and videos. These services provide a range of 

capabilities for ML development and analysis, offering convenience, scalability, and integration with other AWS 

services. 

 

Explore challenges in using ML in AWS, such as data security and privacy concerns, and how these challenges 

can be addressed 

Using machine learning (ML) in AWS offers benefits like improved decision-making and automation, but challenges 

such as data security, privacy, explainability, and scalability must be addressed. ML algorithms rely on sensitive 

data, and AWS provides encryption, access control, and monitoring tools to ensure data security. Privacy features 

like data masking and anonymization aid compliance with regulations. Explainability is addressed through 

interpretability and fairness assessment. Scalability is tackled through auto-scaling and optimization of ML 

workflows. By implementing AWS's security, privacy, explainability, and scaling features, users can ensure robust, 

compliant ML systems. 

 

Discuss future directions and opportunities for research in ML in AWS cloud computing environments 

ML in AWS cloud computing environments offers research opportunities in federated learning, edge computing, 

explainable AI, AutoML, and quantum computing. Federated learning enables collaborative model training without 

sharing data, with potential applications in healthcare, finance, and energy. Edge computing deploys ML on devices 

near data sources, reducing latency and privacy risks, applicable to autonomous vehicles and smart cities. 

Explainable AI aims for transparent and interpretable models, benefiting domains like healthcare and finance. 

AutoML automates model development and can improve efficiency in NLP, computer vision, and recommendation 

systems. Quantum computing has potential for quantum algorithms in ML and ML models on quantum hardware, 

impacting fields like drug discovery. These research areas offer exciting possibilities in AWS, requiring 

interdisciplinary collaboration to address challenges and harness their potential. The resulting insights and 

technologies can profoundly impact society and industry. 

 

CONCLUSION 
 

Based on the review of research papers related to machine learning applications in AWS cloud computing 

environments, it can be concluded that AWS provides a scalable and cost-effective platform for building, training, 

and deploying machine learning models. The use of machine learning in the cloud can bring numerous benefits, such 

as improved accuracy, better performance, and faster processing times. However, selecting the appropriate machine 

learning algorithms and models, as well as evaluating and optimizing their performance, is critical for achieving the 

best results. The papers reviewed also highlighted the importance of data privacy and security in machine learning 

applications in the cloud, and the need for specialized expertise in building and deploying machine learning models 

in AWS. Organizations must carefully consider these challenges and implement appropriate measures to address 

them. The reviewed papers demonstrate the growing importance of machine learning in AWS cloud computing 

environments and its potential to revolutionize various industries. By leveraging the power of machine learning in 

the cloud, organizations can gain valuable insights from their data and make data-driven decisions, ultimately 

leading to better business outcomes. 
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In the present study, newly developed double basin solar still is connected with an evacuated tube and 

the absorber plate of the upper basin is made corrugated to enhance the heat transfer. The double basin 

solar still developed here has been extensively tested in the local environment of Ahmedabad (23.0225° 

N, 72.57° E), Gujarat from May, 2022 to June, 2022. Gravel and pebbles have been used as heat storage 

materials to increase distillate output. In the upper basin of the developed double basin solar still, using 

gravel and pebble as heat storage material, distillate outputs of 4.905 and 3.655 liters are obtained, 

respectively. Total distillate output in both basins 8.540 liters and 7.685 liters respectively; Available with 

gravel and pebbles. Life cycle cost analysis shows an expected payback period of 108 days. An annual 

cost per liter of distillate output obtained is Rs. 0.407 for the developed solar still. 

 

Keywords: Double Basin Solar Still, Evacuated Tubes, Distillate Output, Heat Storage Materials, Payback 

Period. 

 

INTRODUCTION 

 
Due to urbanization and industrialization, the availability of fresh water is being a key problem around the globe. 

Earth's almost 2/3rd part is covered with water. Most of it is stored in the sea or in glaciers, and only a small amount 

of fresh potable water is available for humans. This small amount is enough for all the species living on the earth to 

satisfy their needs. But due to urbanization & industrial growth the need of fresh water increases greatly. [1-2] solar 

desalination provides a great solution for getting potable water, but a major issue with it is lower productivity. The 

distillate output produced of solar stills can be improved by various integrations like evacuated tubes, flat plate 

collectors, parabolic troughs, photovoltaic panels, fins, heat storage materials, and design modifications (multi basin, 
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multi wick, stepped basin, double slope, hemispherical, pyramid, and corrugated absorber). [3-32]. the main problem 

with solar is its lower productivity. A double or multi-basin arrangement improves distillate output and makes it 

commercially viable. Al-Karaghouli et al. [33] have analyzed the performance of solar stills with & without insulation 

at the sides. It has been seen that DBSS gives 40% higher production with respect to solar still with single basin. For a 

solar still with double basin, the highest daily distillate output obtained was 3.9 liters/m2 and 3.13 liters/m2 with & 

without insulation respectively. For a solar still with single basin, the highest distillate yield obtained was 2.84 

liters/m2 and 2.455 liters/m2 with and without insulation. Bapeshvarroa et al. [34] analyzed a double-basin solar still 

with cooling of condensing cover of upper basin by flowing water over it. A numerical model was developed and 

analyzed. Dutt et al. [35] analyzed transient behavior of DBSS using dye. A numerical model was developed and 

analyzed; it has been found numerically that a DBSS using dye gives a higher output. The daily distillate 

productivity of solar still with double basins improves by 2 liters/m2 by adding dye as compared to not adding dye. 

Patrick Gnanaraj et al. [36] fabricated and examined DBSS with different modifications, like a reflector with a FPC 

and a mini solar pond. The performance of DBSS with external modification was compared with that of single basin 

solar still. The daily distillate productivity for a DBSS integrated with a reflector and FPC was found to be 5650 

milliliters, and with a mini solar pond, 6249 milliliters. The daily distillate output for a DBSS with no modifications 

was 4333 milliliters, and it was 2745 milliliters for a single-basin solar still. Modi et al. [37] fabricated and examined a 

DBSS piled with black cotton wick and jute cloth for local climate conditions, experiments were performed for water 

depths of 20 cm and 10 cm. It was found that jute cloth at a water depth of 10 cm and 20 cm gives 18.03% and 21.46% 

higher daily productivity, respectively, with respect to black cotton wick. Panchal [38] has reviewed the performance 

of a novel DBSS assisted with vacuum tubes in the lower basin. Performance was evaluated at different water depth 

of 30 mm, 40 mm, and 50 mm, respectively. Higher distillate was obtained with a lower depth of water. The highest 

productivity of 11.064 liters was obtained at 0.03 m. Panchal [39] has integrated evacuated tubes with a DBSS and 

tested it. He has evaluated the performance of a developed solar still with black granite gravel. It was seen that the 

integration of evacuated tubes alone and evacuated tubes and black granite gravel increases productivity by 56% and 

65%, likewise. Panchal et al. [40] fabricated a double-basin solar desalination unit assisted with evacuated tubes in the 

lower basin as and mild still fins were integrated to increase productivity. Productivity increased by 25% due to the 

incorporation of solid fins.   

 

 Rajaseenivasan et al. [41] developed solar stills with single and double basin. They have compared the performance 

of a both the stills for different water depths with mild still pieces and wick material. They have found higher 

distillate productivity at a lower water depth in the basin. He discovered that for single basin daily distillate output 

with cotton waste, black cotton, jute fabric, and mild still trashes as storage material was 1650 milliliters, 1850 

milliliters, 1775 milliliters, 1940 milliliters, respectively. For solar still with double basin daily distillate output with 

cotton waste, black cotton, jute fabric, and mild still trashes as storage material were 3065 milliliters, 3510 milliliters, 

3320 milliliters, and 3580 milliliters, respectively.   Rajaseenivasan et al. [42] carried out performance analysis for a 

solar still with double basin with cotton waste, jute fabric, black cotton fabric, and mild still trashes in the basin. 

Exergy efficiency was found with cotton waste, black cotton cloth, jute cloth, and mild still pieces in basins of 1.013%, 

1.282%, 1.314%, and 1.412%, respectively, for a single basin solar still and 1.538%, 1.659%, 1.954%, and 2.072%, 

respectively, for a solar still with double basin. Raj Kamal et al. [43] has evaluated experimentally the performance 

solar stills with single and double basin with heat storage material and an external heater. Daily distillate output 

solar still with single and double basin was obtained 6720 milliliters and 5780 milliliters, each with an external 

heater. Sodha et al. [44] carried out numerical and performance analysis of a solar still with double basin. It was 

found that a solar still  with double basin gives 36% higher distillate output with regard  solar still with single basin 

for the same basin area. G.N. Tiwari [45] has presented a transient analysis of a solar still with double basin. For 

higher distillate, he has connected a flat plate collector with the lower basin. For a higher temperature difference 

across the condensing cover and basin, water produces a better yield. Water is flowed over condensing cover to 

lower the temperature of condensing cover. Yadav [46] has presented a parametric study of solar still with double 

basin. He has obtained accurate expressions for temperature and other parameters by taking energy balances at 

various components of a solar still with double basin. Yadav [47] has developed a transient model of solar still with 
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double basin integrated with flat-plate collection. Analytical results were matched with numerical results and 

agreement was observed. 
Experimental Setup 

Figure 1 a&b depicts photo graph and perspective view   of newly developed double basin solar still with evacuated 

tube collector. The setup was fabricated with a two-millimeter-thick galvanized iron sheet. The total area of the basin 

assembly is 1.365 x 0.75 square meters.5 mm thick toughened glass is used as the condensing cover of the upper 

basin. The condensing cover is placed at an angle of 23 ° which is exactly the latitude of the experimental work site 

and inclined towards the south direction so that maximum benefit of solar intensity can be taken. Condensing glass 

cover is placed over the basin and properly sealed with silicone sealant to prevent vapor leaks. The solar still is 

insulated with 5 cm thick polyurethane foam to prevent heat loss from the sides and bottom. Polyurethane foam has 

a thermal conductivity of 0.024 watts per square meter making it an excellent heat insulating material. On either side 

of the solar still, there are jars to collect the condensate from the upper and lower basins. A corrugated absorber plate 

made of galvanized iron is inserted between the upper and lower basins to act as a condensing cover for the lower 

basins.16 vacuum tubes having outer diameter 52 mm, inner diameter 48 mm and length 1.8 m are attached to the 

lower basin. A selective sputtered aluminum nickel aluminum coating is applied to the inside of the vacuum tube as 

it has an absorbance of 93% and an emittance of 6%.The ends of the concentric tubes are fused together in the 

vacuum tube and air is evacuated from the annulus space to reduce conductive and convective heat loss. So that the 

end of the vacuum tube does not break, it is secured in a plastic cap and connected to the frame. The open end of the 

vacuum tube is fitted securely with a rubber gasket into a hole made in the lower basin of the double basin solar still. 

The vacuum tube is tilted at an angle of 45 ° to get the maximum benefit of the solar intensity. 

 

In the case of the double basin solar still developed here, the solar radiation passes through the toughened glass 

cover and reaches the saline/brackish water in the upper basin. The sun's radiation heats the water in the basin 

causing it to evaporate. The resulting vapor condenses on the inside of the glass cover. Condensed water particles 

due to the gradient collect in the distillate trough from where they are collected in the jar. Evacuated tubes connected 

to the lower basin absorb solar radiation and heat the water inside. Then the hot water reaches the lower basin by 

thermo siphon (natural convection) effect, the resulting vapor condenses downwards inside the corrugated 

condensing cover of the lower basin which collects in two distillate channels placed in the lower basin. The latent 

heat of vaporization helps to heat the water in the upper basin which is already heated by the solar intensity. A 

higher distillate output is obtained as a result. Although a small amount of heat passing from the lower basin to the 

upper basin is dissipated to the atmosphere through insulation, the distillate output of the upper basin increases 

significantly. The distillate output obtained in a double basin solar still is equal to the sum of the distillate output 

obtained from the upper and lower basins. 

 

RESULTS AND DISCUSSION 
 

Various heat storage materials such as gravels and pebbles were added to the upper basin to increase the distillate 

output in the developed double basin solar still connected with evacuated tubes. Extensive experiments were 

conducted in Ahmedabad Gujarat environment from May 2022 to June 2022 from 7 am to 6 pm. For the experiment, 

10 kg of gravel and pebbles were added to the upper basin.. During the experiment, hourly water temperature of 

upper basin, water temperature of lower basin, temperature of condensing glass cover of upper basin, temperature 

of condensing cover of lower basin, ambient temperature, solar intensity, distillate output were recorded. 

 

Hourly variation in ambient temperature and solar intensity 

Figure 2 shows hourly change in ambient temperature and solar intensity. Ambient temperature depends on solar 

intensity as shown in figure. Solar intensity increases from morning to noon and then gradually; it decreases. A 

maximum solar intensity of 905 watts per square meter was recorded at 1 PM on the day of observation, 16 May 

2023. The maximum ambient temperature observed on the day of observation is 45° C recorded at 2 pm. The time lag 

observed in the increase in ambient temperature relative to solar intensity is due to the thermal capacity of the 
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ambient air. The slope of the solar still is kept at 23° same as the latitude of the local site and the slope of the 

evacuated tube is kept at 45 °. So that the maximum benefit of the incident solar radiation can be obtained in the 

summer season. Since the difference in relative solar intensity on the still and the collector is minimal, the solar 

intensity on the still is recorded here. Solar intensity increases from morning to noon and then gradually; it 

decreases. A maximum solar intensity of 905 watts per square meter was recorded at 1 PM on the day of observation, 

16 May 2023. The maximum ambient temperature observed on the day of observation is 45° C recorded at 2 pm. The 

time lag observed in the increase in ambient temperature relative to solar intensity is due to the thermal capacity of 

the ambient air. The slope of the solar still is kept at 23° same as the latitude of the local site and the slope of the 

evacuated tube is kept at 45 °. So that the maximum benefit of the incident solar radiation can be obtained in the 

summer season. Since the difference in relative solar intensity on the still and the collector is minimal, the solar 

intensity on the still is recorded here. 

 

Hourly Change in Upper and Lower Basin Water Temperature 

Figure 3 shows the hourly variation in water temperature in the upper basin and lower basin. The double basin solar 

developed here has an evacuated tube collector attached to the lower basin of still while heat storage material has 

been added to increase productivity in the upper basin. The slope of the condensing glass cover of the upper basin is 

kept at 23 ° of the latitude of Ahmedabad of the existing site to make maximum use of the sun's intensity, while the 

slope of the evacuated tube collector connected to the lower basin is kept at 45 °.During summer experimental work 

days the evacuated tubes connected to the lower basin receive more solar intensity due to its steeper gradient and 

hence the water temperature of the lower basin is higher. The maximum recorded water temperatures of 86°C and 

80°C for upper and lower basin with gravel as heat storage material in upper basin. While maximum water 

temperatures for upper and lower basin with pebbles was recorded 89°C and 87°C respectively. 

 

Hourly Change in Temperature of Upper and Lower Basin Condensing Cover 

Figure 4 shows the hourly variation in temperature of the condensing cover of the upper and lower basins. 

Maximum condensing cover temperature with gravel is 73 ° C and 83 ° C recorded for upper basin and lower basin 

respectively on 15 May 2022 at 3 PM. Similarly, the maximum condensing cover temperature with pebbles is 66 ° C 

and 81 ° C for Upper Basin and Lower Basin respectively on 21 May 2022 at 3 pm. The difference between the 

temperature of the condensing cover and the temperature of the basin water affects the rate of evaporation, as the 

difference is greater, the rate of evaporation is higher. Therefore, for greater productivity, the temperature of the 

condensing cover should be as low as possible and the temperature of the basin water should be as high as possible. 

The addition of heat storage material to the upper basin not only increases the temperature of the basin water and 

the condensing cover, but also increases the difference between them, resulting in greater productivity. 

 

Hourly Variation of Cumulative Distillate Yield of Upper Basin with Heat Absorbing Material in Upper Basin 

Figure 5 depicts the hourly cumulative yield for different water quantities in upper and lower basin of evacuated 

tube collector connected double basin solar still when gravels or pebbles are added as heat storage material in the 

upper basin. As the day progresses, the condensing cover with gravels and pebbles in the upper basin and the 

temperature of the basin water increases. A higher distillate yield is obtained by increasing the rate of evaporation 

due to lower mass inertia with less water content. In the developed double basin solar still upper basin with gravels 

added as heat storage material the distillate output of the upper basin is recorded as 4345 milliliters, 4850 milliliters 

and 5040 milliliters respectively for 30 liters, 23 liters and 16 liters of water. Similarly adding pebbles in the upper 

basin gives distillate output of 3395 milliliters, 3655 milliliters and 4080 milliliters for 30 liters, 23 liters and 16 liters of 

water respectively. 

 

Cumulative Hourly Distillate Output from Upper and Lower Basins with Heat Storage Material 

Figure 6 depicts the hourly cumulative distillate output from the upper and lower basins adding heat storage 

material to the upper basin. The cumulative hourly distillate output from the upper and lower basin with gravel in 

the upper basin is 8540 milliliters, 7280 milliliters and 6980 milliliters respectively for 16 liters, 23 liters, 30 liters in the 

upper basin and 44 liters, 51 liters, 58 liters of water in the lower basin on experimental days from 7.00 AM to 6.00 
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PM. Whereas hourly distillate output with pebbles in the basin is 6360 milliliters, 6025 milliliters, and 5505 milliliters. 

16 liters, 23 liters, 30 liters in the upper basin and 44 liters, 51 liters, 58 liters of water in the lower basin in lower basin 

respectively. Adding gravels to the upper basin yields higher distillate output than pebbles because the heat capacity 

of gravels is higher than that of pebbles. Table 1 shows characteristics of heat storage material.  

 

Economic Analysis of a Modified Double Basin Solar Still with Energy-Absorbing Material 

It is always desirable that a developed setup is economical. Because of that, an economic analysis for the developed 

double basin solar still was conducted. Annual cost of developed still was calculated as shown in Table 2. For the 

calculation of annual cost principal cost, depreciation, sinking fund factor, capital recovery factor interest on invested 

value was taken in to account. For analysis 20 years of average life span of still was considered. Table 3 shows the 

payback period of a developed solar still with heat storage material. The payback period was calculated using 

various cost components, like fabrication price, operating price, maintenance price, feed water price, and subsidies 

provided by the government. Payback period of 109 days was obtained with developed double basin solar still. 

 

Experimental Uncertainty 

Errors in measured parameters by different instruments are shown in Table 4. Errors of different instruments used in 

measurement. Uncertainty analysis for solar still area, solar still flow area, temperature different and Distillate 

output was calculated and shown in Table 5. Suppose a set of measurement is made in order to measure ‚n‛ number 

of experimental variables. These measurements are then used to calculate some required results of experiment (Z). 

ThusZ = Z(X1 , X2, X3 , …… . . Xn ). Let Uz be the uncertainty in the results andU1, U2, U3, … … … Un  be the uncertainty in 

the independent variables. The uncertainty in results is calculated according to the equation, 

𝐔𝐳 =   
𝛛𝐙

𝛛𝐗𝟏
𝐔𝟏 

𝟐
+  

𝛛𝐙

𝛛𝐗𝟐
𝐔𝟐 

𝟐
+  … … . . +  

𝛛𝐙

𝛛𝐗𝐧
𝐔𝐧 

𝟐
 

𝟏

𝟐

               < < (1) 

In uncertainty calculation the different parameters like, area of solar still, solar still flow area,  temperature 

difference, distillate output, efficiency are calculated. 

 

Solar still area 

A = L × W = 1.365 × 0.74 = 1     ,
∆𝐀

∆𝐋
= 𝐖 = 𝟎. 𝟕𝟒         ,

∆𝐀

∆𝐖
= 𝐋 = 𝟏. 𝟑𝟔𝟓        

∆𝐀 =   
∆𝐀

∆𝐋
× 𝛅𝐋 

𝟐

+  
∆𝐀

∆𝐖
× 𝛅𝐖 

𝟐

 

𝟏
𝟐

=   𝟎. 𝟕𝟒 × 𝟎. 𝟎𝟎𝟏 𝟐 +  𝟏. 𝟑𝟔𝟓 × 𝟎. 𝟎𝟎𝟏 𝟐 
𝟏
𝟐 = 𝟎. 𝟎𝟎𝟏𝟓𝟓          

∆𝐀

𝐀
=

𝟎.𝟎𝟎𝟏𝟓𝟓

𝟏
× 𝟏𝟎𝟎 = 𝟎. 𝟏𝟓𝟓 %                 < < (2) 

Solar still flow area 

AF = D × W = 0.02 × 0.74 = 0.0148,  
∆𝐀𝐅

∆𝐖
= 𝐃 = 𝟎. 𝟎𝟐, 

∆𝐀𝐅

∆𝐃
= 𝐖 = 𝟎. 𝟕𝟒 

∆𝐀 =   
∆𝐀

∆𝐃
× 𝛅𝐃 

𝟐

+  
∆𝐀

∆𝐖
× 𝛅𝐖 

𝟐

 

𝟏
𝟐

=   𝟎. 𝟕𝟒 × 𝟎. 𝟎𝟎𝟏 𝟐 +  𝟎. 𝟎𝟐 × 𝟎. 𝟎𝟎𝟏 𝟐 
𝟏
𝟐 = 𝟎. 𝟎𝟎𝟎𝟕𝟒 
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𝐀
=
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𝟏𝟎.𝟎𝟏𝟒𝟖
× 𝟏𝟎𝟎 = 𝟓 %                 < < (3) 

Temperature Difference 

∆𝐓 = 𝐓𝐞 − 𝐓𝐜 = 𝟏𝟎𝟎 + 𝟏𝟎𝟎 = 𝟐𝟎𝟎    , 
∆(∆𝐓)

∆𝐓𝐞
= 𝟏 − 𝐓𝐜 = 𝟏 − 𝟏𝟎𝟎 = −𝟗𝟗    ,

∆(∆𝐓)

∆𝐓𝐜
= 𝐓𝐞 − 𝟏 = 𝟏𝟎𝟎 − 𝟏 = 𝟗𝟗         
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∆ ∆𝐓 

∆𝐓𝐞
× 𝛅𝐓𝐞 

𝟐
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𝟏
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𝟏
𝟐 = 𝟏𝟒 

∆(∆𝐓)
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=
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            < < (5) 

It depend on temperature difference only  

The uncertainty in the out will be 7.0% 

Radiation 

Measurement error in Radiation (I) is 0.025. So it is 2.5%. 

CONCLUSION 

 
 Evacuated tube coupled double basin solar still with black gravel as heat storage material gives 1.23 times 

more output as compared to pebbles. 

 Lower water depth (water quantity) in upper basin yields higher output with heat storage material. 

 Cumulative   distillate output of 5040 and 4080 ml was obtained from upper basin alone respectively with 

gravels and pebbles as heat storage material in upper basin for 16 liter Water quantities in upper basin. 

 Cumulative distillate output of 8540ml and 6360 ml was obtained from combined upper and lower basin 

respectively with gravel and pebbles as heat storage material. 

 Payback period of the novel double-basin solar still with evacuated tubes was found to be 109 days from life 

cycle cost analysis. 

 Annual cost per liter per square meter was obtained as Rs.0.400728. 

 

Scope of Future Work 

 More energy storage material can be tested with developed solar cells for better yield. 

 Phase-change material can also be tested with developed solar stills. 

 To improve distillate yield, lower basin fins can be incorporated. 

 Further evaluation of performance through energy and exergy analysis can be carried out. 
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Table 1.Characteristics of Heat Storage material 

Materials 
Density 

(lit./m3) 

Thermal Conductivity 

(W/m K) 

Specific Heat Capacity 

(J/lit. K) 

Black Stone 3070 2.06-2.90 880 

Pebble Stone 3300 2.4-2.6 712 
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Table 2.Economical Analysis 

Particulars  

Principal price (P) ₹.10,800 

Salvage Price(S) (10% of principle price) ₹.1080 

Still’s life (n) 15 Years 

Rate of Interest (i) 0.1 

Capital recovery factor(CRF = i(1 +i)n/((1 + i)n − 1)) 0.131474 

Sinking fund factor (SFF = i/((1 + i)n − 1)) 0.031474 

Annual first price = (CRF × P) ₹. 1419.9 

Annual salvage price (SFF × P) ₹. 339.9 

Annual maintenance price(₹. 0.15 × annual cost) ₹. 212.9 

Annual price/m2 = annual first price+ annual maintenance price − annual salvage price ₹. 1292.9 

Annual distillate productivity of solar still (average distillate output × 365) (assuming average distillate 

productivity= 8.84 L ) 
3226.6 

Annual price of distilled water per liter = annual price per square meter/annual  distillate productivity) ₹. 0.4007 

 

Table 3.Payback Period 

Particulars  

Fabrication Price (A) ₹. 10,800 

Operating Price (B) ₹.  5/day 

Maintenance Price (C) ₹.  5/day 

Price of Feed Water (D) ₹. 1/day 

Price of Distilled water per liter (E) ₹. 12 

Annual distillate productivity 8.84 liter/day 

Price of water produced per day  (F) ₹. 106.08 

Subsidized Price (4%) ₹. 432 

Net Profit= F -B- C-D ₹. 95.08 

Pay Back period=(Investment-Subsidized Price)/Net profit 109 Days 

 

Table 4.Errors of different instruments used in measurement 

Sr. No. Device name Parameter Symbol Unit Max. Value Error 

01 Temperature Data Logger Temperature T °C 0 to 100 0.1 

02 Solar Power Meter Intensity measurement I W/m2 0-1400 1 

03 Measure tap Solar still dimensions 

L 

W 

D 

M 

1 

1 

0.02 

0.001 

 

Table 5.Uncertainity Analysis 

Sr. No. Result Symbol % Uncertainty 

1 Solar Still area A 0.155 

2 Solar still flow area AF 5.0 

3 Temperature difference T 7 

4 Output m 7 

5 Radiation I 2.5 

 

 
 

Kamlesh Pansal and Bharat Ramani 

 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

63057 

 

   

 

 

Table 6 Comparison of double-basin solar stills with different modifications 

Sr. 

No. 

Researcher Type of Modification or Attachment Maximum Daily Distillate 

output produced  

1 Al-Karaghouli and 

W.E. Alnaser (2004) 

With  and without side and bottom insulation 3.91 l/m2 and 3.13 l/m2 

respectively. 

2 Joe Patrick Gnanaraj.et 

al.(2017) 

With double basin integrated with reflector, reflector 

& Flat Plate Collector, reflector and Mini solar pond 

4.33 l/m2, 5.65 l/m2, 6.249 

l/m2 respectively. 

3 Hitesh Panchal (2018) With vacuum tubes and energy absorbing material 

like lime stone, granite, pebbles 

10.50 l/m2,10.20 l/m2,9.7 

l/m2 respectively 

4 Rajkamal et al.(2020) With electric heater 6.72 l/m2 

5 Present study With corrugated absorber, evacuated tube collector 

and heat storage material 

11.60 l/m2. 

 

 

(a) 

 

(b) 

Figure 1. (a) Photograph of newly developed double basin solar still (b) perspective view 

  

Figure 2 Hourly variation in ambient temperature and 

solar intensity 

Figure 3 Hourly variation of basin water temperature 

with heat storage material in upper basin. 
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Figure.4 Hourly variation of condensing cover 

temperature with heat storage material in upper basin. 

Figure 5 Hourly variation of cumulative distillate 

productivity of upper basin with various heat storage 

materials. 

 
Figure 6 Hourly variation of cumulative total distillate output with heat storage materials. 
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Considering this transformation, a scientometric analysis of the global literature on urban livelihood was 

conducted in this study. The bibliographic data was gathered through the Web of Science database for 

2013 to 2022, and a total of 1961 publications were retrieved. VOS viewer and Bibliometrix R 

visualization software were used to analyze data and create network maps. The findings revealed the 

number of papers, the highest number of articles found in 2022 with 351. Among published articles, co-

authors' contribution is more significant than that of single authors. Furthermore, the USA was the 

leading country, with 587 publications on urban livelihood. With 16 publications on urban livelihood, 

Shackleton CM. was the most prolific author. These findings would benefit researchers worldwide, as 

scientometric mapping is an exciting method that provides a comprehensive overview of a scientific 

issue and insights for future research. 
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INTRODUCTION 
 

Urban livelihood refers to earning a living available to people in urban areas. Urban areas are characterized by high 

population density, modern infrastructure, and various economic activities. People living in urban areas can engage 

in multiple forms of livelihood, including formal employment, self-employment, and informal work. Formal 

employment in urban areas can include working in offices, factories, retail stores, and other businesses. Self-

employment can include owning a small business or operating as a freelancer or independent contractor. Informal 

work can consist of street vending, domestic work, and other forms of work that are not regulated by formal labour 

laws. In many urban areas, access to education and specialized skills training can help people find better-paying jobs 

and improve their livelihoods. Urban areas can also offer greater access to healthcare, social services, and other 

resources to improve people's quality of life. However, urban livelihoods can also be challenging, as the cost of living 

in urban areas can be high, and competition for jobs can be intense. Moreover, many urban areas have the 

inadequate infrastructure, high levels of pollution, and other environmental challenges that can affect people's health 

and well-being. Scientific research platform databases can be utilized to obtain high-quality scientific results. 

Databases such as Web of Science, Scopus, Emerald, and CNKI are widely used worldwide because they provide 

quick access to literature and good tracking of academic frontiers. A well-known and respected large-scale, 

comprehensive, multidisciplinary, and core journal citation index database is Web of Science. It has a solid 

reputation in scientific, technological, and educational circles worldwide, with citation index databases like SCIE and 

SSCI, JCR Journal Citation Reports, and ESI Basic Scientific Indicators. More than 8700 authoritative, high-impact 

academic journals worldwide covering the natural sciences, engineering, technology, biomedicine, social sciences, 

arts, and humanities, among other subjects, are available in the Web of Science core collection database. 

 

Bibliometrics is a quantitative analysis technique that uses mathematical and statistical methods to quantify the 

interactions and effects of publications in particular study disciplines. It helps researchers to express knowledge 

structures in the research domain, map out detailed knowledge maps, and use statistical and mathematical 

techniques to investigate its features. It offers a macro-overview of scholarly research and accurately identifies 

significant authors, journals, organizations, and countries. It also functions as a potent instrument to examine the 

subject of knowledge and reveal its knowledge structure. CiteSpace, VOSviewer, and Bibexcel are three software 

programmes for measuring and evaluating scientific literature data that have been used widely in global information 

science due to their advantages in theory and practice. Therefore, the research results of using bibliometric analysis 

to study urban livelihood are scarce, and no research has explored the dynamic evolutionary path of the research 

theme in the field of urban livelihood. In view of this, this paper takes the literature on urban expansion in the core 

collection database of Web of Science as the research object and uses the scientific analysis tool Bibliometrix and VOS 

viewer to visually analyze the themes of urban livelihood research and its evolutionary path from 2013 to 2022. 

 

Objectives 

 How many publications are produced per year on urban livelihood? 

 What Is the collaboration between and affiliations countries on this issue? 

 What are the journals that publish the most in this area? 

 What are the most relevant author’s keywords to urban livelihood? 

 

LITERATURE REVIEW 
 

Several researchers have reviewed studies on urban land and land management (Kim et al., 2020; Hanaček & 

Rodríguez-Labajos, 2018) and performed bibliometric analyses of land use, land consolidation, land cover, and other 

related research by using large-scale data sets and bibliometric methods (Xie, Zhang, Zeng, et al., 2020; Xu et al., 

2022), with valuable results. However, so far, relevant studies on urban land management are scarce, and most 

studies in land management have focused on rural land, specific countries or regions, or a single disciplinary 

perspective (Xianchun & Zhuoran, 2012; Xiandong et al., 2022). 
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METHODOLOGY 

 
The bibliographic data for the present study were collected on 23 February 2023, from the Web of Science (WoS) Core 

Collection database, including indices of SCIE, SSCI, and A&HCI, provided by Clarivate within the indexed 

timespan from 2013 to 2022. Using the topic keyword ‚urban livelihood‛ (the topic keywords are generated by 

Clarivate from the title, abstract, author keywords, and Keywords Plus). The search was set to all languages and all 

documents type. The researcher obtained a total of 1961 publications in the (WoS). Each document’s full record and 

cited references are exported for the bibliometric analysis. The downloaded data were saved in plain text format. The 

scientific analysis Bibliometrix and VOS viewer tools to visually analyze the themes of urban livelihood research 

 

RESULTS 
 

Finding of the Annual Publication Volume 

As shown in Table 1, from 2013 to 2022, 1961 articles have been published in this specific field of urban livelihood. 

The number of published research reports in urban livelihood areas generally increased during the study period. The 

period from 2013 to 2022 was the development period, in which the number of published articles increased steadily. 

The literature on urban livelihood grew slowly from 2013 to 2016. It can be seen that the largest number of articles 

was found in 2022 with 351 articles (17.90%), while in 2013 found the lowest number of articles with 96 (4.90%) 

during the study period. 

 

Active Authors 

Highly cited authors serve as role models for researchers in this subject and indicate the pinnacles of local or national 

knowledge innovation. High citation counts indicate that the study findings of the authors were, at least temporarily, 

extensively acknowledged, inherited, and developed by other scholars. Table 2 shows 10 active authors in this field, 

including statistical data on the number of documents published per year by each and total citations each year. A 

total of 6314 authors contributed to the field of urban livelihood during the studied period, with Pradhan, Shackleton 

CM, Turner S, and Gibbs A being the first three authors, publishing 16, 9, and 8 articles, respectively. The importance 

of authors and the impact of all research contributions are frequently assessed using the h-index. Shackleton CM has 

the largest received score found citations and h-index. 

Active Sources 

From the journals referenced in this paper, urban livelihood was mainly published on Sustainability, and a total of 

105 articles were published from 632 journals (see Table 3). The top five journals were Sustainability, Land Use 

Policy, World Development, Journal of Rural Studies, and Land, which included more than 256 publications. From 

the content of the articles published in the journals, the research in urban livelihood mainly focused on landscape, 

economy and environmental pollution, followed by geography. Journal of Rural Studies has the largest number of 

citations found with 744 from 35 publications, but it has ranked fourth among the top ten journals. 

Active Affiliations 

Since 2013, 1574 institutions have engaged in the study of urban livelihood. Table 4 details the top 10 high-yield 

institutions according to the number of publications, of which three are from South Africa. The University of 

Witwatersrand ranked first in the number of papers (38), the second was the University of Ghana (33), and third 

were the National University of Singapore and the University of Copenhagen (27). Table 4 shows South Africa was 

the dominant country, but the seven countries found single institutions.  

Active Countries 

Researchers have published papers from 113 countries (counting only the corresponding author’s country) since 

2013, and this number reaches 113 if co-authors are considered. Table 5 depicts the countries with the highest result 
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based on the frequency distribution of the corresponding author’s affiliation country. The USA is leading with 587 

papers, followed by China (457 papers) and the United Kingdom (408 papers). 

The Figure 1 shows that the number of collaborators with China is 44 and the total link strength is 269. The main 

partners of were USA, China, and England and Germany. Five clusters of the countries of co-authorship were 

obtained by bibliometric analysis using the VOS viewer tool. The top three clusters represent the research fields of 

urban livelihood which are shown in the colour of red, green and blue. The two biggest nodes of countries include 

the USA and England. 

 

Author’s Keyword Analysis 

Table 5 shows that the network map of the trend topics according to the author keywords used from 2013 to 2022. 

The size of the circles indicates how frequently the terms appear. The separation between the two circles shows the 

link between them.A keyword co-occurrence analysis (Figure 1) using the VOS viewer tool provides a co-occurrence 

network picture of the keyword universe and a much deeper understanding of the interaction dynamics of the field 

of urban livelihood.The keyword co-occurrence network in this study described five clusters. The largest nodes were 

Livelihoods, Poverty, Urbanization, and Urban with 155, 106, and 102 occurrences used by the authors found during 

the study period. 

 

CONCLUSION 
 

Urban livelihood refers to earning a livelihood in a city or town. Urban livelihoods are characterized by a diverse 

range of activities, including formal employment in industries, services, and government and everyday work in the 

informal sector.A total of 1961 papers from our present study that were indexed in the WoS core database and 

discussed urban livelihood were examined. These results provide a rich source of information on the intellectual 

structure of the chosen domain of urban livelihood. Using the bibliometrix R-package and VOS viewer, the 

bibliometric analysis results allowed for network analysis, co-authorship of countries and keyword analysis.Overall, 

113 countries around the world contributed to the field of urban livelihood. Among them, South Africa and China 

published the most outstanding research papers. Based on journal, Sustainability has most produced the research 

output. More and more scholarly papers are being produced as the pandemic spreads. It is especially crucial to 

assess the quality of such a large number of research articles and gather valuable data.These findings would benefit 

researchers worldwide, as scientometric mapping is an exciting method that provides a comprehensive overview of 

a scientific issue and insights for future research. 
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Table 1: Annual Output of Urban Livelihood Studies in Web of Science from 2013 to 2022 

Year Articles % 

2013 96 4.90 

2014 108 5.51 

2015 125 6.37 

2016 167 8.52 
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2017 142 7.24 

2018 204 10.40 

2019 202 10.30 

2020 258 13.16 

2021 308 15.71 

2022 351 17.90 

Total 1961 100.00 

 

Table 2: Top 10 Active Authors in Urban Livelihood Research 

Rank Author Publications Citations h-index 

1 Shackleton CM 16 407 11 

2 Turner S 9 86 4 

3 Gibbs A 8 286 7 

4 Jewkes R 7 285 7 

5 Nagendra H 7 102 5 

6 Parry L 7 120 4 

7 Amankwaa EF 6 116 5 

8 Esson J 6 87 5 

9 Gough KY 6 87 5 

10 Nasi R 6 121 5 

 

Table 3: Top 20 Journals of Urban Livelihood Papers 

Rank Sources Publications Citations 

1 Sustainability 105 663 

2 Land Use Policy 43 595 

3 World Development 38 598 

4 Journal of Rural Studies 35 744 

5 Land 35 205 

6 Geoforum 31 446 

7 Habitat International 30 666 

8 Environment Development and Sustainability 30 193 

9 Environment and Urbanization 23 462 

10 International Journal of Disaster Risk Reduction 20 235 

 

Table 4: Top 10 Institutions in the Field of Urban Livelihood 

Rank Affiliation Articles Country 

1 University of Witwatersrand 38 South Africa 

2 University of Ghana 33 Ghana 

3 National University of Singapore 27 Singapore 

4 University of Copenhagen 27 Denmark 

5 Rhodes University 26 South Africa 
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6 Wageningen University & Research 26 Netherlands 

7 University of Cape Town 23 South Africa 

8 University of Oxford 20 England 

9 McGill University 19 Canada 

10 Pennsylvania State University 19 USA 

 

Table 5: Top 10 Countries with the Highest Number of Papers 

Rank Country Frequency 

1 USA 587 

2 China 457 

3 UK 408 

4 South Africa 225 

5 India 218 

6 Germany 181 

7 Australia 161 

8 Canada 131 

9 Netherlands 118 

10 Brazil 99 

 

Table 6: Top 10 Author’s Keyword Analysis 

Rank Words Occurrences 

1 Livelihoods 155 

2 Poverty 106 

3 Urbanization 106 

4 Urban 102 

5 City 96 

6 Management 90 

7 Climate-Change 89 

8 Migration 89 

9 Policy 80 

10 Impact 74 
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Figure 1: Co-authorship Map of Top 50 Countries in Urban Livelihood Research 

 

 
Figure 2: Top 10 Author’s Keyword Analysis 
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In this paper, we introduce the Taylor series as an accessible and valuable mathematical tool for solving nonlinear 

equations. Specifically, we propose the utilization of the Taylor series method to find solutions for systems of 

equations of the Lane-Emden type. Comparing it with the exact solution reveals a significant improvement in 

convergence speed, demonstrating the method's effectiveness and ease of implementation. 
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INTRODUCTION 

 
Poisson's equation is an elliptic partial differential equation that finds extensive application in theoretical physics. It 

plays a crucial role in various scenarios, such as determining the potential field resulting from an electric charge or a 

mass density distribution. By solving Poisson's equation, one can effectively calculate the forces associated with the 

given charge or mass density distribution. In the realm of Astrophysics, the Lane-Emden equation, a dimensionless 

form of Poisson's equation, aids in obtaining the gravitational potential of a Newtonian self-gravitating, spherically 

polytrophic field. This equation proves particularly valuable for analysing gravitational interactions within 

astrophysical systems. The Lane-Emden equation plays a vital role in the fields of chemistry, physics, and astronomy 

[1-4]. According to the report, the Lane–Emden equation can be used to model a reaction–diffusion process, and its 

analytical solution has the potential to optimize the process [5]. However, due to its singular nature, finding an 

analytical solution for this equation can be challenging. Nevertheless, there exist several analytical methods for 
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addressing singular boundary value problems [6–11]. Even the Adomian Decomposition Method (ADM), which is a 

very effective approach for solving broad classes of nonlinear partial and ordinary differential equations with 

important applications in different fields of applied mathematics, engineering, physics, and biology, is not very 

effective in solving the Lane-Emden type system of equations due to its singular behaviour at the origin. It involves 

finding a corresponding Volterra integral form for the given system and is subject to a complicated n-fold 

integration, which makes it a little difficult to solve Lane-Emden type equations.In this study, we apply the Taylor 

series method to solve the general Lane-Emden type of differential equations, which are commonly used for 

modelling and addressing various physical and astrophysical problems. 

 

Therefore, our proposal is to employ the Taylor Series Expansion technique as a solution method for the Lane-

Emden type system of equations. This highly effective technique enables the equation to be solved without the need 

for intricate ADM procedures, relying solely on the utilization of initial conditions. 

 

Taylor Series Solution 

In this paper, we consider the following system of Lane–Emden type equations, 

𝑢′′ +
λ1

𝑥
𝑢′ + 𝑓1 𝑢, 𝑣 = 0<<<<<<<<<<<<<<<<<<<<<..<<...(eq. 1) 

𝑣′′ +
λ2

𝑥
𝑣′ + 𝑓2 𝑢, 𝑣 = 0<<<<<<<<<<<<<<<<<<<<..<<<...(eq. 2) 

Subject to initial conditions 

𝑢 0 = 𝛼          ;      𝑣 0 = 0 

𝑢′  0 = 𝛽          ;      𝑣′ 0 = 0 

Multiplying (eq. 1) and (eq. 2) with x, we get 

𝑥𝑢′′ + λ1𝑢′ + 𝑥𝑓1 𝑢, 𝑣 = 0<<<<<<<<<<<<<<<<<<..<..<<<.(eq. 3) 

𝑥𝑣 ′′ + λ2𝑣′ + 𝑥𝑓2 𝑢, 𝑣 = 0<<<<<<<<<<<<<<<<<<<<<<<.(eq. 4) 

Differentiating (eq. 3) and (eq. 4) with respect to x, we get 

𝑥𝑢′′′ +  1 + λ1 𝑢′′ + 𝑥𝑓1
′ 𝑢, 𝑣 + 𝑓1 𝑢, 𝑣 = 0<<<<<<<<<<<<<<<..(eq. 5) 

𝑥𝑣′′′ +  1 + λ2 v′′ + xf2
′  u, v + f2 u, v = 0<<<<<<<<<<<..<<<.<..(eq. 6) 

Substituting x for 0 in (eq. 5) and (eq. 6), we get 

 1 + λ1 𝑢′′ 0 + 𝑓1 𝑢, 𝑣 = 0<<<<<<<<<...<<<<<<<<<<<.<..(eq. 7) 

 1 + λ2 𝑣′′ 0 + 𝑓2 𝑢, 𝑣 = 0<<<<<<..<<<<<<<<<<<<<<<<(eq. 8) 

Hence, we get 

𝑢′′  0 = −
𝑓1 𝑢, 𝑣 

1 + λ1
 

𝑣′′ 0 = −
𝑓2 𝑢, 𝑣 

1 + λ2
 

Differentiating (eq. 5) and (eq. 6) with respect to x, we get 

𝑥𝑢′𝑣 +  2 + 𝜆1 𝑢′′′ + 𝑥𝑓1
′′ 𝑢, 𝑣 + 2𝑓1

′ 𝑢, 𝑣 = 0<<<<<.<<<<...<.<<<..(eq. 9) 

𝑥𝑢′𝑣 +  2 + λ2 𝑣′′′ + 𝑥𝑓2
′′ 𝑢, 𝑣 + 2𝑓2

′ 𝑢, 𝑣 = 0<<<<<<<<<..<..<..<..(eq. 10) 

Substituting x for 0 in (eq. 9) and (eq. 10), we get 

 2 + λ1 𝑢′′′ 0 + 2𝑓1
′ 𝑢, 𝑣 = 0<<<<<<<<.<<..<<<<<<....<<<..(eq. 11) 

 2 + λ2 𝑣′′′ 0  + 2𝑓2
′ 𝑢, 𝑣 = 0<<<<<<<<<.<..<<<<..<<.<<<.(eq. 12) 

Which yields us 

𝑢′′′ 0 = −
2𝑓1

′ 𝑢, 𝑣 

2 + λ1
 

𝑣′′′ 0 = −
2𝑓2

′ 𝑢, 𝑣 

2 + λ2
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Differentiating (eq. 9) and (eq. 10) with respect to x, we get 

𝑥𝑢𝑣 +  3 + λ1 𝑢′𝑣 + 𝑥𝑓1
′′′ 𝑢, 𝑣 + 2𝑓1

′′ 𝑢, 𝑣 = 0<<<<<.<<.<.<<<<<.(eq. 13) 

𝑥𝑣𝑣 +  3 + λ2  𝑢′𝑣 + 𝑥𝑓2
′′′ 𝑢, 𝑣 + 2𝑓2

′′ 𝑢, 𝑣 = 0<<<<<<.<<.<<<<<..(eq. 14) 

Substituting x for 0 in (eq. 11) and (eq. 12), we get 

 3 + λ1 𝑢′𝑣 0 + 2𝑓1
′′ 𝑢, 𝑣 = 0<<<<<<<<<<<<<<<.<<<<<...(eq. 15) 

 3 + λ2 𝑢′𝑣 0 + 2𝑓2
′′ 𝑢, 𝑣 = 0<<<<<<<<<<..<<<<.<<<<.<<(eq. 16) 

Which yields us 

𝑢′𝑣 0 = −
3𝑓1

′′ 𝑢, 𝑣 

3 + λ1
 

𝑢′𝑣 0 = −
3𝑓2

′′ 𝑢, 𝑣 

3 + λ2
 

Repeating this process of differentiation and substitution (k+1) times, we get 

𝑥𝑢𝑘+1′ +  𝑘 − 1 + λ1 𝑢𝑘′ + 𝑥𝑓1
𝑘−1′ 𝑢, 𝑣 + 2f1

k−2′ 𝑢, 𝑣 = 0<<<<<.<<<(eq. 17) 

𝑥𝑣𝑘+1′ +  𝑘 − 1 + λ2 𝑣𝑘′ + 𝑥𝑓2
𝑘−1′ 𝑢, 𝑣 + 2𝑓2

𝑘−2′ 𝑢, 𝑣 = 0<<<<<<<<(eq. 18) 

 

Which yields us, 

𝑢𝑘 ′ 0 = −
 𝑘 − 1 𝑓1

𝑘−2′ 𝑢, 𝑣 

 𝑘 − 1 + λ1 
 

𝑣𝑘 ′ 0 = −
 𝑘 − 1 𝑓2

𝑘−2′ 𝑢, 𝑣 

 𝑘 − 1 + λ2 
 

 

Using Taylor series expansion- Maclaurin series general formula 

𝑓 𝑥 =  𝑓𝑛 ′  0 
𝑥𝑛

𝑛!

∞

𝑛=0

 

 

Thus the functions u and v can be expanded as 

𝑢 𝑥 = 𝑢 0 +
𝑥

1!
𝑢′ 0 +

𝑥2

2!
𝑢′′ 0 +

𝑥3

3!
𝑢′′′ 0 +

𝑥4

4!
𝑢′𝑣 0 + ⋯ 

𝑣 𝑥 = 𝑣 0 +
𝑥

1!
𝑣′ 0 +

𝑥2

2!
𝑣′′ 0 +

x3

3!
𝑣′′′ 0 +

𝑥4

4!
𝑣′𝑣 0 + ⋯ 

 

Which yields us 

𝑢 𝑥 = 𝛼 +  0 +  
𝑥2

2!
𝑢′′ 0 +  

𝑥3

3!
𝑢′′′ 0 + 

𝑥4

4!
𝑢′𝑣 0 + ⋯ 

𝑣 𝑥 = 𝛽 +  0 + 
𝑥2

2!
𝑣′′ 0 + 

𝑥3

3!
𝑣′′′ 0 + 

𝑥4

4!
𝑣′𝑣 0 + ⋯ 

Which can be simplified as, 

𝒖 𝒙 = 𝜶 +  
𝒙𝒏

𝒏!

∞

𝒏=𝟐

 𝟏 − 𝒏  𝒇𝒏′
 𝒖, 𝒗  

 𝒏 − 𝟏 + 𝛌𝟏 
 

 

𝒗 𝒙 = 𝜷 +  
𝒙𝒏

𝒏!

∞

𝒏=𝟐

 𝟏 − 𝒏  𝒇𝒏′ 𝒖, 𝒗  

 𝒏 − 𝟏 + 𝛌𝟐 
 

Example: 

𝑢′′ +
1

𝑥
𝑢′ − 8 𝑒𝑢 − 2𝑒2𝑣 = 0 <<<<<<<<<<<<<..<<<...<<(eq. 1) 
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𝑣′′ +
2

𝑥
𝑣′ + 2 𝑒𝑣 − 2𝑒𝑢 = 0  <<<<<<<<<<<<<<.<.<<<...(eq. 2) 

 

Subject to the initial conditions 

𝑢 0 = 0        ;         𝑣 0 = 0 

𝑢′ 0 = 0        ;       𝑣′ 0 = 0 

 

Multiplying (eq. 1) and (eq. 2) with x, we get 

𝑥𝑢′′ + 𝑢′ − 8𝑥 𝑒𝑢 − 2𝑒2𝑣 = 0 <<<<<<<<...<<...<<.<<<<<<<...(eq. 3) 

𝑥𝑣′′ + 2𝑣′ + 2𝑥 𝑒𝑣 − 2𝑒𝑢 = 0 <<<<<<<<<<...<..<<<<<<<<<.(eq. 4) 

 

differentiating (eq. 3) and (eq. 4) with respect to x, we get 

𝑥𝑢′′′ + 2𝑢′′ − 8 𝑒𝑢 − 2𝑒2𝑣 − 8𝑥 𝑒𝑢𝑢′ − 4𝑒2𝑣𝑣′ = 0<<<<<<<<<<<<.(eq. 5) 

𝑥𝑣′′′ + 3𝑣′′ + 2 𝑒𝑣 − 2𝑒𝑢 + 2𝑥 𝑒𝑣𝑣′ − 2𝑒𝑢𝑢′ = 0<<<<<<...<<...<<<..(eq. 6) 

 

Substituting x for 0 in (eq. 5) and (eq. 6), we get 

2𝑢′′ 0 − 8 𝑒0 − 2𝑒0 = 0<<<<<<<<<<<<<<<<<<<<<<<..(eq. 7) 

3𝑣′′(0) + 2 𝑒0 − 2𝑒0 = 0<<<<<<<<<<<<<<<<<<<<<<<..(eq. 8) 

(eq. 7) and (eq. 8) yields us 

𝑢′′(0)= − 4      ;      𝑣′′ 0 = −2 

 

Differentiating (eq. 5) and (eq. 6) with respect to x, we get 

𝑥𝑢′𝑣 + 3𝑢′′′ − 16 𝑒𝑢𝑢′ − 4𝑒2𝑣𝑣′ − 8𝑥  𝑒𝑢 𝑢′ 
2

+ 𝑒𝑢𝑢′′ − 8𝑒2𝑣 𝑣′ 
2

− 4𝑒2𝑣𝑣 =

0<<<<<<<<<<<<<<<<<<<<<<<<<<<...<<...<<<....(eq. 9) 

𝑥𝑣′𝑣 + 4𝑣′′′ + 4 𝑒𝑣𝑣′ + 2𝑒𝑢𝑢′ + 2𝑥  𝑒𝑣 𝑣′ 
2

+ 𝑒𝑣𝑣′′ + 2𝑒𝑢 𝑢′ 
2
 + 2𝑒𝑢𝑢′′ = 0..(eq. 10) 

 

Substituting x for 0 in (eq. 9) and (eq. 10), we get 

3𝑢′′′(0) =  0<<<<<<<<<<<<<<<<<<<<<<<<<<<<.(eq. 11) 

4𝑣′′′(0) =  0<<<<<<<<<<<<<<<<<<<<<.<<<<<<<(eq. 12) 

(eq. 11) and (eq. 12) yields us 

 

𝑢′′′  0 = 0   ;     𝑣′′′  0 = 0 

 

Differentiating (eq. 9) and (eq. 10) with respect to x, we get 

𝑥𝑒𝑣 + 4𝑢′𝑣 − 24  𝑒𝑢 𝑢′ 
2

+ 𝑒𝑢𝑢′′ − 8𝑒2𝑣 𝑣′ 
2

− 4𝑒2𝑣𝑣 ′′ − 8𝑥  𝑒𝑢 𝑢′ 
3

+ 𝑢′′ + 𝑒𝑢𝑢′′′ − 16𝑒2𝑣 𝑣′ 
3

− 24𝑒2𝑣𝑣′𝑣′′ −

4𝑒2𝑣𝑣′′′=0<<<<<<<<<<<.<<<<<(eq. 13) 

𝑥𝑒𝑣 + 5𝑣′𝑣 + 6  𝑒𝑣 𝑣′ 
2

+ 𝑒𝑣𝑣′′ + 2𝑒𝑢 𝑢′ 
2
 + 2𝑒𝑢𝑢′′ + 2𝑥  𝑒𝑣 𝑣′ 

3
+ 3𝑒𝑣𝑣′𝑣′′ + 𝑒𝑣𝑣′′′ + 2𝑒𝑢 𝑢′ 

3
+ 6𝑒𝑢𝑢′𝑢′′ +

2𝑒𝑢𝑢′′′=0<<<<<<<<<<<<<<<(eq. 14) 

 

Substituting x for 0 in (eq. 13) and (eq. 14), we get 

4𝑢′𝑣 0 − 24 𝑒0𝑢′′ 0 − 4𝑒0𝑣′′ 0  = 0<<<<<<<<<<<<<<.<<.(eq. 15) 

5𝑣′𝑣 0 + 6 𝑒0𝑣′′ 0 + 2𝑒0𝑢′′ 0  = 0<<<<<<<<<<<<<<<<<(eq. 16) 
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Which yields us, 

𝑢′𝑣 0 = 24      ;    𝑣′𝑣 0 = 12 

 

Using Taylor series expansion- Maclaurin series general formula 

𝑓 𝑥 =  𝑓𝑛 ′
 0 

𝑥𝑛

𝑛!

∞

𝑛=0

 

 

Thus the functions u and v can be expanded as 

𝑢 𝑥 =  𝑢 0 + 
𝑥

1!
𝑢′ 0 +  

𝑥2

2!
𝑢′′ 0 + 

𝑥3

3!
𝑢′′′ 0 + 

𝑥4

4!
𝑢′𝑣 0 + ⋯ 

𝑣 𝑥 =  𝑣 0 + 
𝑥

1!
𝑣′ 0 + 

𝑥2

2!
𝑣′′ 0 +

x3

3!
𝑣 ′′′ 0 + 

𝑥4

4!
𝑣′𝑣 0 + ⋯ 

 

Which yields us 

𝑢 𝑥 =  0 + x 0 +
𝑥2

2!
 -4 +

x3

3!
(0) +

𝑥4

4!
 24 + ⋯ 

𝑣 𝑥 =  0 + x 0 +
𝑥2

2!
 -2 +

x3

3!
(0) +

𝑥4

4!
 12 + ⋯ 

Hence, we get 

𝑢 𝑥 = −2𝑥2 + 𝑥4 + ⋯ 

𝑣 𝑥 = −𝑥2 +
𝑥4

2
+ ⋯ 

 

By comparing this expansion with standard expansions, we get 

𝑙𝑛 1 + 𝑥2 = 𝑥2 −
1

2
𝑥4 +

1

3
𝑥6 −

1

4
𝑥8 +

1

5
𝑥10 … 

 

𝒖 𝒙 = −𝟐𝒍𝒏 𝟏 + 𝒙𝟐  

𝒗 𝒙 = −𝒍𝒏 𝟏 + 𝒙𝟐  

CONCLUSION 
 

This paper proposes a straightforward approach to tackling the Lane–Emden equation, which can be extended to 

encompass various differential equations with initial conditions and fractional calculus [13, 14]. In comparison to 

other analytical methods, the Taylor series method offers a simple solution process and yields accurate results. One 

notable advantage of employing the Taylor series method is its ability to avoid generating redundant terms, ensuring 

convergence towards the exact solution. 
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Polymer nanocomposites containing metal oxide nanomaterials constitutes new class of polymeric 

materials finds many applications. Matrix mixing of polymer and metal oxide responses the additional 

properties in the composite polymer in comparison with plain polymer.The present experimental results 

are reporting the synthesis of nickel titanate (NiTiO3) nanomaterials bycombustion reaction route using 

polymer as a fuel. Dispersion of NiTiO3 in To Poly (vinyl alcohol)(PVA) matrix yields poly (vinyl 

chloride) nanocomposite (PVA/NiTiO3) by solvent casting method. Prepared products like NiTiO3 and 

PVA/NiTiO3 composite materials are well characterised for its structure, morphology and bonding by use 

of X-ray diffraction (XRD), Scanning Electron microscope (SEM) and Fourier transfer infrared (FT-IR) 

tools respectively. Size of the particles and morphology are well studied by TEM study. 

Thermogravimetric (TGA) analysis is carried out for the prepared composite sample to know its thermal 

behaviour. 

 

Keywords:NiTiO3, PEG, PVA, PVA/NiTiO3, FT-IR, XRD, TEM, TGA 
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INTRODUCTION 

 

Recent researchers are attracted much for the bimetallic oxide materials containing titanium metal due to its 

various applications especially in field of electronics. [1-2],these oxide materials constitute special structural 

arrangements leads designed materials for specified applications. Particle size of the oxide materials are counts for 

its applicable oriented propertiesas well asits stability[3].The development of special properties in the oxide 

materials is due its structural response and also its stability. Bimetallic oxides containing titanium metal play a vital 

role and integratethe science and technology in terms of its applications. Nickel titanate oxide materials are known 

for photorefractive, semi-conductive and ferroelectric properties. Hence it finds more applications in the field of 

electronics [4-5]. It has been studied extensively for more and suitable applications to solve the societal 

applications.In addition, this material is renaming as a microwave ceramic owing to its dielectric response in the 

microwave spectrum. Further, the catalytic activity and dynamic efficiency of nickel titanate oxide have been 

researched in solving environmental issues [6-7]. 

 

Nickel titanate oxide was successfully synthesized various methods in which combustion method finds simplicity 

and yields desirable product. This method also finds a simple way to control particles size [8]. The ceramics 

materials have exhibited high density, uniform grain growth and homogeneous. Polymers may be considered as a 

fuel for the combustion reaction leads phase formed product. Self-propagating combustion reaction takes place in 

presence of a polymer fuel [9-10]. Inorganic nanoscale bimetallic oxides dispersed in the matrix of polymeric 

materials constitute new class of materials leads various applications [11]. Polymer nanocomposite formed by 

dispersion of nickel titanate in polymer matrix constitutes new designed composite materialsfor specialised 

applications[12]. Dispersion of nanosized NiTiO3 inPoly(vinyl alcohol) formspolymer composite material 

showsenhanced thermal stability and are easy to produce.  It also shows good chemical and physical properties 

which responses broad applications in various fields [13].The incorporation of NiTiO3 into the poly(vinyl alcohol) 

matrix has significantly enhanced the properties and applicationsin comparisonwith pure PVA. Recently 

membranes based on PVA have received considerable attention by the researchers due to its non-toxicity, good 

film-forming ability, low cost, good mechanical strength and chemical stability. [14-17]. Present investigation is the 

synthesis of NiTiO3-PVA composite materials by self-propagating combustion route. Further, incorporation of 

NiTiO3 into the PVA matrix has been carried out by solvent casting method. Various characterisation and 

properties of the said materials is undertaken. 

 

MATERIALS AND METHODS 
 

Analytical grade (AR grade) chemicals are used in the research experimentand werereceived from Sigma Aldrich. 

Combustion method was used for the preparation of nickel titanate and solvent casting method was adopted for 

the synthesis of PVA/NiTiO3 nanocomposite film. 

 

Synthesis of NiO and TiO2nanoparticles 

Usually Metal salts are used for the synthesis of respective metal oxides by combustion route. Nickel salt like nickel 

chloridewasgrinded with PEG in the weight ratio 1:5 and grounded well in separate mortar. Furtherproduct was 

grinded well for proper mixed product andis transferred into china dish. The reaction mixture was initially heated 

in airatmosphere to complete the carbonaceousflame leads tonoon sooty flame.This pre product was 

transferredinto a silica crucible and is ignited at 1000°C in muffle furnace.  Combustion reaction shows the melting 

of PEG, then frothed and finally formsa crystalline nickeloxide sample. Cool the product to room temperature gives 

oxide residue as nickeloxide sample.  Similar procedure is used for the synthesis of Titanium dioxide(TiO2) by use 

of titanium salt [18-21].  
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Synthesis of Nickel titanate 

Weigh accuratelynickeloxide, titanium oxide and PEG in the ratio 1:1:5 and grounded well in a pestle and mortar 

for through mixing. The resulting mixture isignited in a specialised chaina dish in an open atmosphere to form pre 

product. Initially it burns with carbonaceous fumes and after sometimesit completes evolution of such fumes. 

Further, this pre product is burnt completely in a silica crucible at 1200°C. Combustion process showingthat, 

initially PEG melted, then frothed and finally yieldsnickel titanate as a final product [22]. The obtained final 

product is as given in figure 1 and its synthetic scheme is given in scheme-1. The possible reaction involved is given 

below 

 

Synthesis of PVA/NiTiO3 composite film 

2g of PVA polymer is dissolved in 15ml water solvent stir the solution to form jelly solution. 0.1g of as prepared 

nickel titanate was mixed thoroughly by constant stirring and was poured into the petridish uniformly, cooled 

under room temperature until solvent evaporated to form fine oxide dispersed PVA/NiTiO3 composite which was 

well characterized by characterisation techniques. 

 

RESULTS AND DISCUSSION 
 

XRD Study 

The structural confirmation of the combustion derived NiTiO3nanoparticles and its PVA nanocomposite film 

samples were carried out by X-ray diffraction (XRD) study.XRD pattern of NiTiO3 nanomaterials sample is given in 

figure 2. The pattern shows various Bragg’s reflections due to crystalline nature with rhombohedral structure. 

Obtainedd-spacing values of the sample matches well with33-960JCPDS file of NiTiO3 nanomaterials.  Comparison 

of the observed and literature XRD data clearly indicating that, the sample confirms the formation of NiTiO3  phase. 

The crystallinity and phase formation of the synthesized PVA/NiTiO3 sample were again examined by XRD 

analysis. XRD pattern of solvent casted PVA/ CaTiO3 nanocompoiste film sample is given in figure 3. The said 

pattern shows the limited Bragg’s reflections due to the reduction of crystallinity as compared to pure oxide. This 

change is due masked oxide materials in the poly (vinyl alcohol) matrix. Further, the traced crystallinity in the PVA 

is due to matrixes of  NiTiO3 nanomaterial. The appearance of NiTiO3  reflections in the PVA composite sample 

(peaks are indexed) and slightly shift in the reflections confirms the formation of PVA/ NiTiO3  nanocompoiste.  

 

FT-IR Study 

As formed nanocomposite was well confirmed by the appearance of vibrations in infrared spectrum. Figure-4 

shows FT-IR spectrum of as prepared PVA/NiTiO3 nanocompoiste sample. A broad band at 3300 cm-1 may be due 

the presence moisture content in the sample. Bands in the region 1000-1200cm-1 are due to the plane bending 

vibration of C-H mode. The band at 850 cm-1 originates out of plane C-H bending vibration. The spectrum of the 

polymer composites shows a peak at 550cm-1 which are attributed due to the presence of nickel titanate sample in 

the poly (vinyl) nanocomposite [23].  

 

SEM Study 

Surface morphology of the polymer nanocomposite samples were well studied by SEM analysis. The SEM image of 

as prepared PVA/NiTiO3 nanocomposite film is given in figure 5.The image is reflecting the spherical particles due 

to the presence of crystalline nature of the composite sample and also observed the self-assembly of different 

shaped particles in the image. Further, most of the particle grouping with self-doping can also observed in the 

composite image. Possibly some particles masked in the PVA matrix which may reduce the crystallinity of 

dispersed oxide sample also increases the crystallinity of the amorphous PVA. 
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TEM Study 

Transmission electron microscope is used to study the particle morphology and particle size of the 

PVA/NiTiO3nanocomposite film and is given in figure-6.The image showing the semi crystalline morphology with 

well-defined irregular particles and are within the nano range (100nm). Most of the nickel titanate nanomaterials 

are damasked and well dispersed in poly (vinyl alcohol) matrix. Some particles are masked in polyvinyl alcohol 

matrix which reduces the crystallinity of the pure oxide sample. Polymer streaks with bimetallic oxide sample 

further confirms the formation of nanocomposite film. 

 

Thermal Study 

Thermal behavior of the as synthesized polymer composite was studied by thermo- gravimetric analysis (TGA). 

Figure 7 shows the TGA trace of as prepared PVA/NiTiO3 nanocompoiste film. The thermal trace shows the 

degradation of PVA occurs at 300°C with the initial weight loss at lesser temperature indicates the release of water 

moiety of the sample. Weight loss occurring around 300°C to 550oC is due to the decomposition of the polymer 

sample due to strong interaction between nickel titanate and poly (vinyl alcohol). 

 

CONCLUSIONS 

 
PVA-NiTiO3 nanocomposite was prepared successfully by solvent catting method and developed crystallinity in 

plain PVA was confirmed by XRD tool. Interaction between oxide nanomaterials and PVA was well studied by FT-

IR tool instrumentation. TEM and SEM study reviles the applicable morphology and particle size of the prepared 

sample. Thermal stability of the composite film is confirmed by thermal gravimetric technique. 
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Figure 1: Optical image of combustion derived 

NiTiO3 

Figure 2: XRD pattern of NiTiO3 nanoparticles 

 

 
 

Figure 3: XRD pattern of PVA/ NiTiO3  nanocomposite Figure 4: FT-IR of PVA/ NiTiO3  nanocomposite film 

  
Figure 5: SEM image of PVA/ NiTiO3 

nanocomposite film 

Figure 6: TEM image of PVA/ NiTiO3   

nanocomposite film 

Anadure Anilkumar  et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

63079 

 

   

 

 

 

 
Figure 7: TGA image of PVA/ NiTiO3  

nanocomposite film 

Scheme 1: Synthesis of NiTiO3  nanoparticles 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Anadure Anilkumar  et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

63080 

 

   

 

 

Yashoda  

 

Overview of Viruses and their Pandemic Impact during 20th Century 

 
Galanki Vasantha1*, Sirisha Konda2  and Dakamarri Ravikiran2  

 
1Associate Professor, Vignan Institute of Pharmaceutical Technology, Vishakapatnam, Andhra Pradesh, 

India  
2M. Pharmacy II Year, Vignan Institute of Pharmaceutical Technology, Vishakapatnam, Andhra Pradesh, 

India. 

 

Received: 03 Mar 2023                             Revised: 10 July 2023                                   Accepted: 09 Sep 2023 

 

*Address for Correspondence 

Galanki Vasantha 

Associate Professor, 

Vignan Institute of Pharmaceutical Technology,  

Vishakapatnam, Andhra Pradesh, India  

E.Mail: drvasanthaniper@gmail.com 

 
This is an Open Access Journal / article distributed under the terms of the Creative Commons Attribution License 

(CC BY-NC-ND 3.0) which permits unrestricted use, distribution, and reproduction in any medium, provided the 

original work is properly cited. All rights reserved. 
 

 

Kyasanur  Forest  Disease   is  generally  known  as  Monkey  fever,  this  is  a  unique  disease  that  

araised  in the  western  ghats  of  India.  The  pathogen  for  this  fever is  KFD virus,  an  Arbovirus 

belongs  to  Flaviviridae  family. Machupo virus  is  the  causative  agent  for  Bolivian  Hemorrhagic  

Fever  and  it  belongs to  the  family  of  Arenaviridae.   Crimean -Congo  Hemorrhagic  Fever  is  one  of  

the  fastest  spread  tick borne  infections  of  human beings,  spreaded  from  west   China  to  south   

Asia  to  Europe  and  African  countries. Mainly  2  epidemics   had  led  to  the  identification  of  these  

viruses.  Initial outbreak  was  seen  in  Korean  War  that  occurred  in  between  1950-1953. Marburg 

virus  was  1st identified in Aug, 1967.   Marburg  virus  was  named   with  the city where  most  of   the  

infections  were   reported. Rabies  belongs  to   the  Lyssavirus  genus  and  Rhabdoviridae  family.  It  is  

fatal  and neurological  infection that effects  all  the  warm  blooded  organisms. The  human  

immunodeficiency  virus (HIV)  causes  a  medical  illness  in  human beings called  as  acquired  

immunodeficiency  syndrome.  Smallpox  infection   is  unique  to  humans,  which  is  caused  by  a  

poxvirus.  It is  among  the  high  fatal diseases.  Influenza viruses   are  the  main  pathogens  which  are  

responsible  for  respiratory  tract  infections  in  humans,  birds, and   all  other  mammals. Rota In  the  

world  the  most  common  diarrheal  pathogen  that  affects  children  is  rotavirus. 
 

Keywords: Machupo,  Marburg, Rabies  , human, Influenza, viruses.    
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INTRODUCTION 

 
Viruses come under submicroscopic  infectious  pathogenic  agents.  The  replication  of Viruses  takes  place  only  

inside  the  cells  of  living  organisms  known  as  hosts[1]. The genome  of  these  microbes  consists  of  a  segment  

DNA/RNA surrounded  by  a  protein coat. Nucleic  acid  present is  DNA/ RNA  type[2]. The virus  cannot  replicate  

on  its  own;  it  has  to  infect  a  host  cell  to  make  its  replicas.  In this  process  they  cause  damage  and  death  of  

the  host  cell.  Viruses can infect all organisms,  including  animals,  plants  and  microorganisms.  Viruses  can  be  

found everywhere  where  life  exists  and  probably  these  are  the  first  living  cells  that  have evolved[3].  They  

does  not  possess  its  own  metabolism  so  it  definitely  depends  upon  host  to  produce  their  replicas.  Virus   are  

smaller  than  bacteria  and  displays  a  huge  diversity of  their  morphologies.  Fully  completed  virus  is  called as   

Virion  and  it  is  encapped  with  a  protein  coat  of   known  as Capsid[4].  Virus  is  a cellular  in  nature  and  they  

use  hosts  to  make their copies [5].They  utilize  the  main   pathway mechanisms  of   hosts  for  its  replication,  

these are  very  tough  to  kill  by  using   drugs, without  any  unwanted  effects  on  the host cell.  The best  possible   

medical  path  for  treating  the  infections  of  virus  is  by  vaccinations. It  is  also  necessary  to  know  the  

molecular structures,  cell functions  and  its biology. These  are  also  useful  for  studying   genetics  and  its  

molecular  mechanisms  like  replication  of DNA,  translation,  processing of RNA,  transcription,  transportation  of  

proteins and its immunological studies[6]. 

 

KYASANUR FOREST VIRUS 

 

INTRODUCTION  

Kyasanur  Forest  Disease   is  generally  known  as  Monkey  fever,  this  is  a  unique  disease  that  araised  in the  

western  ghats  of  India.  The  pathogen  for  this  fever is  KFD virus,  an  Arbovirus belongs  to  Flaviviridae  

family[7] .This  is  highly contaginous and  it is  a  tick borne virus. This virus is  responsible  for  human and animal 

illness. There  is  a  chance  that  this  virus  can  be transmitted  through  faecal  matter  but  mainly  by  tick  bites.  

Causative  organism  for  this  virus  transmission  is  H. Spinigera,  a   multi  host   species  of  tick  common  in  

India  and  Sri Lankan countries[8]. 

 

CHARACTERISTICS 

The  genome  is  a  positive  sense,  single   stranded  RNA.  This  is  spherical  in  nature  and about  40–65nm. Virus  

is  encapsulated  with  a  regular  polyhedron  nucleocapsid.  The  genomic  is   same  as  cellular  mRNA  except   a  

poly–adenylated  tail.  The  origin  for  its  multiplication  is  cytoplasm  of  infected  host  cells [9]. The   genome  of  

the  virus  has  10774  nucleotides  which  are  single  stranded  and   positive  sense RNA. They  are  surrounded  

with  a  single  polyprotein  that  is  cleaved  into  three structural   and  seven  non-structural   proteins[10]. 

 

TRANSMISSION 

Transmission is  mainly  by  the  infected  tick  bites.  Direct  animal  to  human  transmission  is possible. It  is  also  

spreads  by  the  infected  animals  to  humans  through  their  bites,  flesh,  body fluids  and  also  by  excreta. 

 

SYMPTOMS 

● This  ispresymptomatic  for  about  2  to  7  days  after  the tick  bite. 

● The  clinical  symptoms  included  are  high  fever, chills,  sore  throat, frontal headache,  muscle  aches  and   

severe  prostration[11]. 

● Other  symptoms  are  myalgia,  headache,  Vomiting,  diarrhea[12],  gastrointestinal and  lymphoid  lesions[13]. 

● Red  eyes,  Bloody  nose,  joint  pain,  intestinal  hemorrhage,  skin  petechiae  are also  seen  in  the  infected  

patients. 
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MACHUPO VIRUS 

 

INTRODUCTION 

This   virus  is  the  causative  agent  for  Bolivian  Hemorrhagic  Fever[14]  and  it  belongs to  the  family  of  

Arenaviridae[15].  BHF  is  initially  identified   in  humans  of  northeast  Bolivia  during  an  outbreak  which  lasted  

from  1959  to 1963.  Machupo virus has a mortality rate of 25–35%.  The  main  reservoir  and  vector  for  this  virus  

is  a  rodent  known  as   Calomyscallosus[16]. 

 

CHARACTERISTICS 

The  genome  includes  2  negative  stranded  RNA  segments  encodes with  4  virulent  proteins:  a  huge  RNA 

dependent  RNA  polymerase, a  matrix  protein ,  a  RNA-binding  nucleoprotein  and glycoprotein  precursor.  The  

entire  genome  is  encapsulated with  nucleoprotein  subunits  and  these  are  surrounded   by  a bi-lipid  layer  and  

with  matured  viral  glycoproteins  that  forms  the  Virion[17]. 

(A) Genomic  structure  and  the  stages  of  transcription  and  replication process of  the  infection  cycle. 

(B) Linear map (Machupovirus  L  protein).  

 

TRANSMISSION 

This  virus  can  be  transmitted  by  various  routes,  mainly  carried  by  air  so  this transmission  is  mainly  

aerosolized. Transmission is by direct or indirect  contact  with  the  infected  person.  The  infection  can  also  be  

spread  by  the  contamination   of  food   with  the  infected  virus  particles. 

 

SYMPTOMS 

The  symptoms  that  are  seen  in  the  patients  are  as  follows[18]. Initially  after  1  to 5  of  infection: high  fever,  

leukopenia, nausea,  thrombocytopenia,  increased  protein  count  in  urine,  headache,  fatigue,  myalgia,  cough  

and  dehydration  are  seen. Within  10  days  of  infection  chills,  low  blood  pressure, mucosal  bleeds,  petechiae,  

tremors,  muscle  pains,  confusion  and  coma  are  seen. 

 

CRIMEAN CONGO VIRUS 

INTRODUCTION 

Crimean -Congo  Hemorrhagic  Fever  is  one  of  the  fastest  spread  tick borne  infections  of  human beings,  

spreaded  from  west   China  to  south   Asia  to  Europe  and  African  countries. This  virus   was  primarily  

discovered  in   Crimean  region  of  the  former Soviet  Union,  1944[19].  During   1944  to  1945,  a  huge  endemic   

was  occurred  with  a  mortality  rate  of  10  percent  in  the  region  of  Crimean Peninsula [20]. 

 

CHARACTERISTICS 

This virus falls under   Bunyaviridae  family  with  full  of  tick  borne virus [21].  These  virions  are  spherical  in  

shape  and  it  is  approximately  100  nm  in diameter.  The  genome  is  a  negative sense  and  single  stranded  RNA  

with   three  segments  designed  as   small,  medium  and  large  with  respective   on  their  size[22]. 

 

TRANSMISSION 

The  transmission  of  this  virus  takes  place  by  infected  tick  bites,  infected animal  blood  and  excreta.  

Transmission  is  by  both  wild  and  domestic animals  which  are  infected  by  the  virus[23]. 

 

SYMPTOMS 

Common  symptoms  are  malaise,  myalgia,  and  often  gastrointestinal  distress[24]. Disseminated  intravascular  

coagulopathy,  shock,  and  Multi-organ  failure  are  reported[25]. Liver  failure,  internal  bleeding,  rashes,  nose  

and  gum  bleeds  are  also  seen  in  severe  cases.     
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HANTAVIRUS 

INTRODUCTION 

Mainly  2  epidemics   had  led  to  the  identification  of  these  viruses.  Initial outbreak  was  seen  in  Korean  War  

that  occurred  in  between  1950-1953. Approximately  over  3000  US  troops  were  infected  with  this  virus.  And  

the  next  epidemic  was  seen  in   US, 1993. This   was  primarily  named  as  Four  corners  disease,  now  it is  

referred  to  as Hantavirus  Pulmonary  Syndrome  or  Hantavirus  Cardio-pulmonary  Syndrome.  Hantaviruses 

belong to the family of Bunyaviridae [26]. Murid rodents  are  the  natural  reservoirs  for  this  virus. 

 

CHARACTERISTICS 

The   viruses  are  encapsulated  with   genome  of  3  single stranded  RNA  segments  that  are  designed  as  large,  

medium  and  small.  The  genomes  of  these  viruses  are  surrounded  with  a  negative  complementary  senses[27]. 

 

TRANSMISSION 

In  contrast  to  other  Bunyaviridae  family  viruses,  the  transmission  is  not  by  an  arthropod  vectors,  this  is  

carried  to  humans  by  an  infected  rodents  or  by insectivore  hosts  or  by  the  infected  bats [28]. 

 

SYMPTOMS 

 

➔ The  early  symptoms  that  are  seen  in  the  infected  persons  are  weakness,  nausea,  and  muscle  aches.  The  

muscle  aches  are  seen  mainly  in  the  areas  like especially   muscles,  thighs, back, knees and  shoulders.  

Headaches,  dizziness,  chills,  stomach  issues,  vomiting,  diarrhea,  and abdominal  pain  are  also  seen.  

➔ Late Symptoms  are  seen  after  4-10  days  of  infection.  These  symptoms  include nausea,  vomiting,  dry  

cough,  headache,  shortness  of  breath  and  sensation in  lungs [29]. 

 

MARBURG 

INTRODUCTION 

This  virus  was  1st identified in Aug, 1967.   Marburg  virus  was  named   with  the city where  most  of   the  

infections  were   reported.  The  1st  isolation  of  this  virus  takes  place  in  that  city.  Until  1976  this  virus  was  

not  a well  known  species  of  filoviridae family.  Ebola  was  primarily  identified  in  African  country [30]. The  

two  viruses  marburg  and ebola,  were placed  together  in  a  new   classified  family  named as Filoviridae. 

Marburg  virus  is  the  pathogen  that  causes  Marburg  virus  disease  in  humans,  and  it  has  a  mortality of 23-

90%.  The mortality rate depends on the outbreak and its  spreadability. 

 

CHARACTERISTICS 

The  genome  of  this  virus  is  enveloped  with  a  non-segmented  negative stranded  RNA with  19.1kb  length  and  

it  codes  for  7  structural  proteins [31]. Virus  nuclear  capsid  is  made up  of,  RNA  and  its 4  proteins: 

Nucleoprotein,  VP35,  viral  protein  VP30  and   catalytic  subunit  of  polymerase-L.  The  two   protein matrixes  

VP24  and  VP40,  are situated between  nuclear  capsid  and  envelope, that  encoates  with  surface  protein[32]. 

 

TRANSMISSION 

The  marburg  virus  is  mainly  transmitted  by  the  bats  which  have  this  virus  in  their  body.  Through  the  

infected  animal  bites  and  their  contamination  the  spreading  of  this  virus  takes  place.  The  pathogenesis  of  

this  virus  in  humans  and  its  transmission  were  shown  in  the  following  diagram [33].     

 

SYMPTOMS 

Initially  the  symptoms  begin  after  2  to  21  days  of  infection  and  they  are  same  as  flu  that  include  fever,  

fatigue,  joint pains,  chills,  sore throat  and  myalgia.  Within 2  to 5  day  of  the  infection  most  of  the  patients   can  

suffer  with  pain  in  abdomen, vomiting,   diarrhea,  nausea,  and  lethargy[34].  From  5 -7  days  the  effect  of  the  

infection  will  increase,  and  this   include  a  rash  that  spreads from   torso  to  limbs.  Other  symptoms  like  
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conjunctivitis,  fever,  and  also   mucosal  bleeds,  petechiae, blood  stools,  vomiting  and   venipuncture  site  

bleeding  are  also  seen  in  the  infected  patients [35]. 

 

RABIES 

INTRODUCTION 

Rabies  belongs  to   the  Lyssavirus  genus  and  Rhabdoviridae  family.  It  is  fatal  and neurological  infection that 

effects  all  the  warm  blooded  organisms.  Mostly  this  infection  spreaded  all  over  the  globe  except  in  Australia  

and  Antarctica.  Mainly  the  Rabies  was  fatal  in mammals  because  it  involves  the  involvement  function  of  the  

nervous  system [36]. Recovery  from  this  disease  was  very  low  after  the  person  got  infected  with  the 

virus[37]. 

 

CHARACTERISTICS 

Genome  of  this  virus  is  encapsulated with  a  single  strand  negative  sense  RNA[38], that    encodes with  5  

genes  with  a  highly  conserved order.  They code for Nucleoprotein,  Phosphoprotein,  Matrix  protein,  

Glycoprotein,  and  a RNA  polymerase. The   rhabdoviruses  have 2  main  morphological  components known  as  

helical  ribonucleoprotein  core  and  the  envelopes  that  were  surrounded[39]. 

 

TRANSMISSION 

Rabies  is  mainly  transmitted  by  the  bite  of  a  rabid  animal.  Transmission  takes place  mainly  from  the  

exposed  saliva  of  an  infected  animal.  Transmission  is  either due  to  the  bite  of  animal  to  animal  or  from  

animal  to  man [40].  A  non-bite  route  of exposure  is  also  possible  by  the  inhalation  of  this  virus. 

 

SYMPTOMS 

Clinically,  the  disease  presents  in  2  forms  either  in  furious  (encephalitic)  form  or  in paralytic  (dumb)  form  of  

rabies.  Mostly  two-thirds  of  the  patients  who  are  infected show  the  furious  form[41].  The  symptoms  that  are  

seen  are  headache,  heat,  low  appetite,  weakness,  fatigue,  nausea,  vomiting,  diarrhea,  cough,  runny  nose,  

agression,  photosensitivity,  cramps,  fear,  salivation,  limb  paralysis  and  hydrophobia.   

 

HIV 

INTRODUCTION 

The  human  immunodeficiency  virus(HIV)  causes  a  medical  illness  in  human beings called  as  acquired  

immunodeficiency  syndrome.  HIV1  was  first  identified  as the  causative  agent  immediately  after  the  initial  

recognition  of  HIV  infected  patients  in  US[42]. Acquired Immunodeficiency Syndrome is a  global  health  

problem.  Approximately  over    70M  people  are  infected  with  HIV  and  35M  people  died  with  AIDS.  

Currently 36.7m people  are  leading  their  life  with   this[43].  In terms  of  global  prevalence  the HIV  strains  

differ  enormously.  Six  strains  are  mainly responsible  for  high  number of this  infection  and  they  are  HIV1  

subtypes  HIV1A,  HIV1B,  HIV1C, HIV1D,  and  two  of  the  CRF,01-AE  and 02-AG[44]. 

 

CHARACTERISTICS 

Currently  these  are  categorized  into  two  types  HIV1  and  HIV2. Causative   agent   for  AIDS  is  HIV1  and  for  

HIV2  is  restricted  especially  for  some  regions  of  Western and  Central  Africa.  This  virus  comes  under  

Lentivirus  genus  and belongs  to   Retroviridae  family[45].  Matured  HIV  virions  are  spherical  in  nature and  

they  are  of  100 to 120 nm.  This  virus  consists  of  a bi lipid   membrane  which  is  surrounded  by  a  cone-shaped  

nucleo capsid  known as  Core.  It  has  the  RNA,  viral  protease,  reverse transcriptase,  integrase,  Vpu,  Vif,  Vpr  

and  Nef  along  with  remaining  cellular  factors.  Genome  of  the  HIV1  consists  of  2  identical  single  strand  

RNA,  which  is  9.2kb  in  length[46]. 

 

TRANSMISSION 

The  transmission   is  mainly  by  sexual  route  and  also  transmitted  from  mother  to infant percutaneous  route.  

But they are not completely understood.  These viruses  are   transmitted  through  all  possible  routes. Spreading  of  
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this  infection  mainly  follows  the  order  of  virus  to  the  host  infection  mainly  in   plasma  of  blood.  In  the  

earlier  phase  of  this infection  the  virus  replication  takes   rapidly  and  spreads  irregularly  for  its  transmission.  

The   transmission  of  this  virus  by  sexual  route   mostly  results  in  the  clinical  illness  that arises  from  a  virion 

particle,  which  highlights  the  bottleneck  and inefficiency  of  this  viral  transmission[47]. 

 

SYMPTOMS 

The  symptoms  of  this  virus  are  different  in  different  areas  of  the  body.  The  main common  symptoms  that  

involve are  as  follows: regular  infections, frontal  headaches,  pneumonia,  sudden  severe  weight  loss,  rashes  on  

skin,  swollen  lymph  glands.  The  pain  is  seen  in  the  abdomen  and  also  during  swallowing  of  food.  Dry  

cough,  tiredness,  high  fever,  loss  of  hunger,  muscle  aches,  sweat,  nausea,  diarrhea,  vomiting,  thickening  of  

nails,  mouth  sores  and  mouth  ulcers  can  also  be  seen  in the  people  with  this  infection.  

 

SMALLPOX 

INTRODUCTION 

Smallpox  infection   is  unique  to  humans,  which  is  caused  by  a  poxvirus.  It is  among  the  high  fatal diseases.  

This  infection has a mortality rate of approximately 30% [48].  This  viral  infection  has  been  there  over  decades  

and  lead  to  repeated large  pandemics  with  a  large  number  of  recovered patients  and  dead  persons[49].  In the  

18th  century,  smallpox  disease  was  the  main  cause  of  death  of  more  than  four hundred  thousand  people  in  

Europe  every  year.  Fortunately,  this  virus  has  been completely  eliminated  by  the  end  of  the  last  century  due  

to  the  invention  of vaccination[50].  

 

CHARACTERISTICS 

Smallpox  virus  comes  under  Poxviridae  family.  This  family of  viruses  includes  monkeypox  virus  and  other   

poxviruses.  The  genome  of  these  viruses  contains a  single  linear  double strand  DNA  with  130-375kb. Cell 

cytoplasm  is  the  replicaton  site  of  this  virus.  These  viruses  look  like  bricks  through  electron  microscope  and  

they  range  about  300-200nm.The  DNA  present  in  the  virus,  but  not  RNA  and  this  was demonstrated  in  the  

year  1940[51].  In  1962,  the  composition  of  this  double-stranded nature  of  the  virus  DNA  and  its  guanine  and  

cytosine  was  demonstrated [52]. 

 

TRANSMISSION 

Transmission  of  this  virus  is  mainly  by  inhalation  route  as  it  is an  airborne  virus. Mainly  the  droplets  from  

the  mouth,  nose  and  respiratory  tract  from  an  individual  who  is  infected  with  the  virus  and  this  is  the  

primary  way  of  transmission.   Transmission  is  by  an  individual  to  an  another  individual is  mainly  through  

direct  face  contact  with  an  infected  person. This  virus  transmission  is  also   by  the  direct contact  with  infected  

persons  blood, urine, saliva, fecal  matter  and  also by  bedding  or  clothing. 

 

SYMPTOMS 

The  earliest  symptoms  of  this  virus  are  similar  to  the  flu. Initially  the  symptoms  start with  a  rash  just  after  

a few  days  of  virus  exposure  later  on   it   turns   into  deep  sores  that  fill  with   fluid.  The  formed  blisters  

ooze out,  and  scab over,  it  gradually  falls  off  and  leaves scars[53].  After  a  few  days ,   flat   red  spots   will  start  

appearing  on   your  face,  hands, arms,  and  all  over  the  body. After  a  few  days  of  infection   the   sores   will  

begin  to  turn  into  small  flat  blisters  filled  with  fluid. Gradually  the  fluid  will then  turn  into pus. After  

sometime   the  sores will  scab  and  fall off  which  leaves deep and pitted  scars.  The  most  common  symptoms  

are  high  fever,  headache,  backache,  rashes,  sores,  blisters,  fatigue  and  vomitings. 

 

INFLUENZA 

INTRODUCTION 

These  viruses   are  the  main  pathogens  which  are  responsible  for  respiratory  tract  infections  in  humans,  

birds, and   all  other  mammals.  During  the  20th  century  these viruses  are  responsible  for  three  pandemics  

which  have  high   morbidity   and   fatal rate across  the  world. Surveillance  across  the  world  indicates  that  
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these  viruses  isolate themselves  every  month  from  humans   in  any  corner  of  the  world.  In  the  high 

temperature  regions,   the  influenza  activity  was  peak  during  the  winter  season.  In  the North side,  influenza  

outbreaks  occur  between  November  and  March.  In   the   South side, influenza  outbreaks  occur  between  April  

and  September.  In  tropical  regions,  influenza  outbreaks  occur  all  over  the  year. The  history  of   influenza   has   

been  studied  for   many years,  but  some  features  like  seasonality,  the  exact  mechanism,   and  the   factors   that  

are  responsible  for  spreading  of   the   infection  are  not  exactly known[54].  

 

CHARACTERISTICS 

This  virus  comes  under  Orthomyxoviridae  family.  Genome  of  this  virus  contains  eight segmented,  negative-

stranded RNA,  which  ranges  from  the  longest  2341  to  the  shortest  890 bps.  Each  genome  contains both 5′ and 

3′ untranslated regions[55]. 

 

TRANSMISSION 

Not  only  the  Humans  who  are   susceptible  for  getting  this  infection.  Influenza   type  A  have  many  number  

of  hosts  that  includes  Birds,  mammals  and  even  bats. Water   birds  are  first  considered  as   the  main   host  for  

influenza  type  A virus  as  they  can  be  easily  prone  to  maximum   all  the  viral  variants.  Humans are  not 

directly  prone  to  these  viruses. A carrier  host  is  necessary   to  carry  the virion, in  which  the  adaptation  leads  

to  easy  transmission  of   infection  to  human beings.  The   hosts   are   considered  as  mixing vessels. The pigs are  

be  infected   by  Avian  virus   and   human  influenza  virus  and  produces  a  favourable  condition  for  their  

exchange  of  genetic  material  in  between  different strains[56]. 

 

SYMPTOMS 

Symptoms differ  from  mild  to  severe. The  symptoms  are  high  fever,  running  nose,  sore throat,  stuffy  nose,  

vomiting,  aches,  extreme  tiredness,  muscle aches, frontal headache,  cough,  and  weakness. These  symptoms  

appear after  one   to  four  days  of   virus  exposure   and  these  symptoms  last  for  about 2–8 days[57]. 

 

ROTA VIRUS 

INTRODUCTION 

In  the  world  the  most  common  diarrheal  pathogen  that  affects  children  is  rotavirus. Approximately  800,000  

deaths  per  year  are  recorded  because  of  this  infection[58].  These   infections  are  the  main  causes  for  severe  

dehydrating  gastro enteritis  in  children  below   5  years.  These  viral  infections  were  soon  confirmed  as  a main  

dominant  cause  of   diarrhea  that   is  severe  and   fatal  in   infants  and  children  below  5  years[59]. 

 

CHARACTERISTICS 

These  viruses  are  grouped  from  A  to  E,  with  reference   to  antigenic  groups  on  VP6, which  is  the  major  

capsid  antigen.  Group  A,  group B  and  group  C  categorized  viruses  are  known  to  cause  human  infections.  

Among  those  three  groups  Group  A  viruses  are  the  main  reason  for human  infections.  These  viruses  are  in 

turn  categorized  into group  G  and  group  P  types  depending  upon  the   antigens  on   outer  capsid  proteins  

VP7  and  VP4.  Serious  illness  among  young children  are  mainly  due  to  serotype  G1-4[60]. 

 

TRANSMISSION  

Rotavirus  is  a  directly  transmitted  disease. Transmission  is  mainly  via  fecal-to-oral spread.  The  spreading  is  

through  person-to-person  and  also  with  the  contaminated environment.  Transmission  is  also  by  contaminated  

food,  water  and  nasal  droplets  with  the  fecal  matter  of  the  infected  person[61]. The  following  picture  

displays  transmission  of  rotavirus. Major  mode  of  rotavirus  transmission  is  through  fecal-oral route  and  also  

by  food ,  water  that  are  contaminated with  virus  particles.  
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SYMPTOMS 

Major  symptoms  of  this  viral  infection  are  diarrhea  and  vomiting.  The  other symptoms  include  vomiting,  

stomach  pain,  malaise,  fever  and  fatigue[62].  Symptoms  like  dehydration  and reduced  oral  intake,  rarely  

neurologic  features  such  as  convulsions,  and  encephalitis  are  also  seen  in  infected  persons[63]. 

 

HERPES  

INTRODUCTION 

Herpes  simplex  virus  leads  to  a  chronic  and  lifelong  infection  in  more  than  60%  of adults.  Herpes  simplex  

virus  belongs  to  the  family  Herpesviridae.  This virus  wasrecognised  in   ancient  Greek  times,  and  it   

frequently  infects  humans.  These  viruses are  life  threatening  and  cause  mild  to  uncomplicated  

mucocutaneous  infection[64].  Till now  eight  types  of  herpes  viruses  are  recognized  they  are  HSV1,  HSV2, 

varicella-zoster  virus,  cytomegalovirus,  Epstein-Barr  virus,  human  herpesvirus6,  human herpesvirus7,  and  

human  herpesvirus8[65].  Among  all  those  types  HSV-1  causes orolabial  disease,  and  HSV-2  is  responsible  for  

frequent  genital  and  newborn infections[66]. 

 

CHARACTERISTICS 

HSV-1  virus  replication  involves  a  step  in  which  the  viral  DNA  is  uncoated  and delivered  into  the  infected  

cell  nucleus .  Genome  that  is  responsible  for  the infection  is  by  double-stranded  DNA  bacteriophage .   Each  

of  these  viruses  differs  from  each  other  and  has  a  unique  long   and  a unique  short   region,  which  are  

surrounded  by  inverted  repeat  sequences  or  by  terminal  repeat  sequences.  The genomic  size  may  vary till  

10kbp which  depends  upon  their  repeated  sequences. 

 

TRANSMISSION 

These  belongs  to  the  large  family  of  DNA  Viruses.  Eight  virus  types  of  this family  are  considered  to  cause  

infections  in  human beings.  HSV1  and  HSV2  are  transmitted  through   mucosal  cells  of  epithelial  tissues  and  

also  through  skin  breakouts  and from  there  they  reaches  the  nervous  tissue.  HSV-1  are  more  likely  seen  in  

lesions  of  orofacial  region  and   found  typically  in  the  trigeminal  ganglia  and  HSV2  is  mainly  found  in  the  

lumbosacral  region  of  ganglia.  This  virus  spreads  mainly  in  sexually  active  women.  This virus  also  infects  

pregnant  women  and  the  transmission  timing  during  pregnancy  phase  has  greater  risk  on   fetus  and   

neonates [67]. 

 

SYMPTOMS 

The  common  symptoms  of  genital  herpes  include  small  blistering  lesions,  cold  sores on  the  mouth,  around  

the  genitals  and  in  rectum.  After  the  infection  the  fluid-filled blisters  which  were  formed  will  burst  and  then  

turn  into  small,  painful  sores  that  can last  up  to  four  weeks [68]. During  the  initial  stage  this  infection  does  

not  have  any  symptoms  or  signs.  so  it makes  it  difficult  to  identify  among  most  of  the  people.  The  

symptoms  start  from  2 to  12  days  of  infection  and  they  include  pain  or  itching  near  your  genitals,  rash,  the 

red  bumps,  tiny  white  blisters,  pain  during  urination,  scabs,  vaginal  discharge  in female,  tender  lumps  in  

groin  of  males.  Other  common  symptoms  include  flu-like symptoms  with  swollen  lymph  nodes,  headache,  

muscle  pain,  fever,  and  herpes lesions[69]. 
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VIRUS 

 
FAMILY 

VIRUS 

SIZE 

VIRUS 

SHAPE 

ORIGIN 

OF 

REPLICA

TION 

GENO

ME 

TRANSMIS

SION 
SYMPTOMS 

Kyasanu

r Forest 

Virus 

Flaviviridae 
40- 60 

nm 

3 structural 

and 7 non 

structural 

Cytokinins

, 

T-Cells, 

B cells 

Single 

strande

d - 

RNA 

-Tick bite 

-Animal 

bites 

-Chills 

-Fever 

-GI bleeding 

-Muscle pain 

-Vomiting 

-Headache 

Machup

o Virus 
Arenaviridae 

S-RNA 

(3.4kb) 

L-RNA 

(7.2kb) 

Core ring 

structure 

Glycoprote

ins of host 

cells 

Bi-

Segme

nted 

negativ

e 

strande

d-RNA 

-Rodents 

-Food 

-Aerosolized 

-Infected 

rodents 

saliva,urine,f

eces. 

-Fever 

-Malaise 

-Headaches 

-Arthralgia 

Crimean- 

Congo 

Fever 

 

Bunyaviridae 19.2kb 

Tri-

segmented 

structure 

Glycoprote

ins- 

Gn and Gc 

Single 

strande

d - 

RNA 

-Ticks 

-Infected 

animal 

blood 

-Both wild 

and 

Domestic 

animals 

    -Back pain 

-   -Joint pain 

-   -High fever 

-   -Red eyes 

-   -Petechiae 

-   -High fever 

-   -Red eyes 

-   -Petechiae 

- 

Hanta 

Virus 
Hantaviridae 

80- 120 

nm 
Spherical Cytoplasm 

Single- 

strande

d RNA 

genom

e 

-Infected 

rodents 

urine, feces, 

saliva. 

-Aerosolized 

 

-Muscle 

aches,Vomiting-

Stomach 

pain,Chills,Dry cough 

-Shortness of breath 

Marburg 

Virus 
Filoviridae 

1400 nm 

in 

length 

and 

80 nm 

in 

diamete

r 

-Rod like 

-Ring like 

-Crook 

-Six shaped 

-Branched 

Monocyte 

derived 

dendritic 

cells 

Negati

ve 

sense 

single 

strande

d RNA 

-From 

infected 

blood and 

body fluids 

-Abdominal 

pain,Chest pain 

-Diarrhea,Vomiting 

-Sore throat, Nausea 

-Headache,Malaise 
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Rabies Rhabdoviridae 

180 nm 

long 

and 75 

nm 

wide 

Bullet Cytoplasm 

Negati

ve 

strande

d RNA 

-Direct 

contact with 

Infected 

animal 

-Muscle pains 

-Loss of 

appetite,Hallucinatio

ns,Sensitivity to 

light,Anxiety 

-Excess 

salivation,Mental 

confusion 

-Irritability 

HIV Retroviridae 

100 nm 

in 

diamete

r 

Cone 

CD4 

immune 

cells 

Two 

identic

al 

single- 

strande

d RNA 

-Infected 

blood 

-Semen 

-Blood 

-Needles 

-Rectal 

fluids 

-Vaginal 

fluids 

-Breast milk 

-  high fever, 

Headaches, 

Chills, Night Sweats, 

Sore throat 

-Muscle aches , Joint 

pains , tiredness 

-Swollen lymph 

glands , rashes on 

skin. 

Smallpox Poxviridae 
400- 200 

nm 

Brick or 

Oval 
Cytoplasm 

Single 

linear 

double- 

strande

d DNA 

-Airborne 

-Infected 

person's 

saliva 

droplets and 

respiratory 

secretions 

-Fever, Malaise, 

Headaches, Rashes, 

Lesions,Vomiting 

-Body aches 

Influenz

a 

Orthomyxoviri

dae 
70 mm 

Spherical 

or 

Filamentou

s 

Nucleus of 

the host 

cell 

Single 

strande

d RNA 

-Infected 

persons 

respiratory 

secretions 

-Sore throat 

-Cough 

-Fever 

-Fatigue 

-Headache 

-Body pains 

Rota 

Virus 
Reoviridae 70 nm Wheel like Cytoplasm 

Double 

strande

d RNA 

-

Contaminate

d food, 

water 

-Infected 

persons 

stools 

-Flies 

-Direct 

contact with 

infected 

person 

-Stomach ache 

-Diarrhea 

-Vomiting 

-Fever 

-Bloody stools 

-Black stools 
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Herpes Herpesviridae 
100- 110 

nm 
Cylindrical Nucleus 

Linear 

double 

strande

d DNA 

-Genetial 

secretions 

-oral 

secretions 

-Direct 

contact with 

infected 

person 

-Pain around genitals 

-Pain during 

urination, 

Fever,Itching,Headac

he,Fatigue,Blisters,Sor

es 

 

 
https://www.wikiwand.com/en/Kyasanur_Forest_disease#Media/File:Ijms-20-04657-g002.webp 

Fig.1.KYASANUR FOREST VIRUS 

 
https://link.springer.com/article/10.1007/s10916-018-1041-3#Fig1 

 

Fig. 2 . TRANSMISSION 
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tbn0.gstatic.com/images?q=tbn:ANd9GcQH9regCwP1gjCsNX4cG5ivpk4BdupRwNX7nw&usqp=CAU 

 

Fig.3. Genome   

 
https://en.wikipedia.org/wiki/Arenavirus#/media/File:Viruses-12-00784-g003.png 

Fig. 4. virus  can  be  transmitted  by  various  routes 
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https://www.mdpi.com/viruses/viruses-08-00106/article_deploy/html/images/viruses-08-00106-g001.png 

 

Fig. 5. Bunyaviridae  family 

 
https://www.researchgate.net/profile/Jessica_Spengler/publication/311647164/figure/fig1/AS:441006811291649@14821

55625838/Life-cycle-of-Hyalomma-spp-ticks-and-vertical-and-horizontal-transmission-of.png 

 

Fig.6. Infected  Tick  Bites 

 
https://www.researchgate.net/profile/Maria_Razzauti/publication/282867889/figure/fig2/AS:285102871068673@14449

85229180/Structure-and-genome-organization-of-hantaviruses-The-hantavirus-virion-o-80-120-nm-is.png 

Fig.7. HANTAVIRUS 
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https://www.researchgate.net/profile/Muhammad-Akram-

88/publication/343867639/figure/fig1/AS:967953814155265@1607789581278/Transmission-of-Hantavirus-to-people-

happens-by-means-of-inward-breath-of.jpg 

Fig.8. TRANSMISSION 

 
https://www.researchgate.net/profile/Talha-

Emran/publication/359669637/figure/fig1/AS:1140143134121985@1648842714602/Virion-structure-and-genome-

organization-of-Marburg-virus-Top-the-Marburg-virus.png 

 
https://media.springernature.com/lw685/springer-static/image/art%3A10.1186%2Fs12985-019-1272-

z/MediaObjects/12985_2019_1272_Fig1_HTML.png 

Fig. 9. Marburg  TRANSMISSION 
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Fig.10. CHARACTERISTICS 

 
https://rr-middleeast.woah.org/wp-content/uploads/2020/03/rabies-rabid-animal.jpg 

 

Fig.11. Rabies  TRANSMISSION 

 
https://www.mdpi.com/toxins/toxins-14-00138/article_deploy/html/images/toxins-14-00138-g001.png 

Fig.12. HIV1  and  HIV2 CHARACTERISTICS 
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Fig.13. Smallpox  virus   

 
https://www.frontiersin.org/files/Articles/34193/fcimb-02-00150-HTML/image_m/fcimb-02-00150-g001.jpg 

Fig.15. Transmission   

 
https://media.springernature.com/m685/springer-static/image/art%3A10.1038%2Fs41572-018-0002-

y/MediaObjects/41572_2018_2_Fig1_HTML.jpg 

Fig.16. CHARACTERISTICS 
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Fig.17. 

https://journals.plos.org/plospathogens/article/figure/image?size=large&id=10.1371/journal.ppat.1006450.g001 

 
https://media.springernature.com/full/springer-

static/image/art%3A10.1038%2Fnrmicro1692/MediaObjects/41579_2007_Article_BFnrmicro1692_Fig1_HTML.jpg 

Fig.18. dsRNA Segment 

 
https://www.researchgate.net/publication/327312201/figure/fig1/AS:725796402507779@1550054755740/The-figure-

shows-rotavirus-transmission-The-primary-mode-of-transmission-is-the-transfer.png 

Fig. 19. Rotavirus TRANSMISSION 
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herpesvirus-genomes-from.ppm 

Fig.20. HSV-1  virus  replication   
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In this article, we present the new notion of cubic root fuzzy sets and we defined different 

operators such that Union, Intersection, Complement and Hamming Distance, Weighted Hamming 

Distance, Euclidean Distance, Weighted Euclidean Distance and also proved some fundamental 

results. Futhermore, we present MCDM Problem and an algorithm based on distance measure for 

cubic root fuzzy set . 

 

Keyword: Fermatean fuzzy set, cubic root fuzzy set, operations distance mea- sure, Hamming 

Distance, Weighted Hamming Distance, Euclidean Distance, Weighted Euclidean Distance, MCDM. 

 

 

INTRODUCTION 

 
A concept of fuzzy set (FS) introduced by Zadeh. Atanassov generalized FS developed by Intuitionistic Fuzzy 

set (IFS)[1] and then Yager further improve the quantity by bringing out the Pythagorean fuzzy set (PFS).  

PFS[2] explains vagueness by the use of the MD function δ  and NMD function γ  where their square sum lies 

between 0 and 1,(i.e) 0< δ2 + γ2 < 1. Fermatean fuzzy[6] set have been validated as o e of the tools to address 

uncertain information. Senapati and Yagar outlined basic operator over FFS. In this article, we study the 

notion of Cubic fuzzy Sets(CR Fuzzy set) and some new operations, Hamming distance, weighted Hamming 
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distance, Euclidean distance, weighted Euclidean distance[9] and algorithm based on distance measure for 

cubic root fuzzy set can be used in the MCDM method  with suitable example[3]. 

Preliminary 

.  

Definition Definition:  Fermatean Fuzzy set [6] 

 A Fermatean fuzzy set (FFS) F in U an object having the form F = *x, δ(x),γ(x)/x ∈ U], where δF,γF represents the MD 

and NMD of F respectively. The mapping δF,γF: U → [0,1] and  

0 ≤ δF3  + γF3 ≤ 1 and also defined by the degreeof indeterminacy function  

πF =  1 − [δ3  + γ3 ],
3

  for all  x ∈ U . 

Definition: Cubic Root Fuzzy Set[4] 

 Let U be  a universal set and the element is denoted by y. Then the Cubic Root Fuzzy Set (CR-Fuzzy Set) of R is 

defined as , R = *y,δ(y),γ(y)/y ∈ X+, where δR,γR represents the MD and NMD of R respectively. The mapping δR,γR: U 

→ [0,1] and ≤ δF3  +  γ
𝑅

 ≤ 1. and also defined by the degreeof indeterminacy function  πR(x) =   

  1 − δ𝑅
3 +  γ

𝑅

3
    

Definition: (6).  

Let R = *δ,γ+ ,R1 = *δ1,γ1] and R2 = *δ2 ,𝛾2+ be the Cubic Root fuzzy sets and λ ≥ 0, then the following operators hold  

(i) R1 ⊕ R2 = ( δ1
3 + δ2

3 − δ1
3δ2

33

 , (γ1 γ2)) 

(ii) R1 ⊗R2 = ((δ1 δ2),  γ
1

1/2
+ γ

2

1/2
− γ

1

1/2
γ

2

1/23
) 

(iii)  λR = ( 1 − (1 − δ3)λ
3

 , γλ  ) 

(iv)  𝑅λ = (δλ ,  1 − (1 − 𝛾1/2)λ3
 

Theorem  

Let R, R1 and R2 and λ1, λ2 ≥ 0 the following hold 

(i)  R1 ⊕ R2 = R2 ⊕ R1 

(ii)  R1 ⊗ R2 = R2 ⊗ R1 

(iii)  λ(R1 ⊕ R2) = λR1 ⊕ λR2 

(iv)  (λ1 ⊕ λ2)R = λ1R ⊕ λ2R 

(v) Rλ1 ⊗ Rλ2 = Rλ1+λ2 

Proof: For three cubic root fuzzy number R, R1 and  R2 and λ1,λ2<0, according to definition , we obtain, 

(i) R1 ⊕ R2 = ( δ1
3 + δ2

3 − δ1
3δ2

33

 , (γ1 γ2)) 

               = ( δ2
3 + δ1

3 − δ2
3δ1

33

 , (γ2 γ1)) 

                             = R2 ⊕ R1 

 (ii) R1 ⊗R2 = ((δ1 δ2),  γ
1

1/2
+ γ

2

1/2
− γ

1

1/2
γ

2

1/23
) 

 

   = ((δ2 δ1),  γ
2

1/2
+ γ

1

1/2
− γ

2

1/2
γ

1

1/23
) 

                                       =  R2 ⊗R1 

                       R1 ⊗R2   =  R2 ⊗R1 

(iii) λ( R1 ⊕ R2) = λ ( δ1
3 + δ2

3 − δ1
3δ2

33

 , (γ1 γ2)) 

                            =   1 − (1 − δ
1
3 − δ2

3 + δ1
3δ2

33
)λ, (γ1 γ2)λ 
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                            = 1 − (1 − δ
1
3)λ(1 − δ2

33
)λ

.

, (γ
1
λ

 γ
2
λ).L.H.S 

              λ R1 ⊕ λ R2  =( 1 − (1 − δ
1
3)λ 

3
.

γ
1
λ ⊕   1 − (1 − δ

2
3)λ 

3
..… 𝑅. 𝐻. 𝑆 

λ( R1 ⊕ R2)= λ R1 ⊕ λ R2   

(iv) (λ1 ⊕ λ2)R = ( 1 − (1 − δ3)(𝜆1 ⊕ 𝜆2)
3

 , γ(𝜆1 ⊕ 𝜆2)  ) 

                    = 1 − (1 − δ3) 𝜆1 ⊕ 𝜆2 (1 − δ3)(𝜆1 ⊕ 𝜆2
3

, γ(𝜆1 ⊕ 𝜆2)  ) 

                                =      ( 1 − (1 − δ3)𝜆1
3

 , γ𝜆1) ⊕( 1 − (1 − δ3)𝜆2
3

, γ𝜆2) 

                                 =   λ1R ⊕ λ2R 

(v) Rλ1 ⊗ Rλ2 = (δλ1 ,  1 − (1 − 𝛾1/2)λ13
 ) ⊗(δλ2,  1 − (1 − 𝛾1/2)λ23

) 

                               =(δλ1⊕𝜆2 ,  1 − (1 − 𝛾1/2)λ1⊕𝜆23
 ) 

                                = Rλ1+λ2 

                  Rλ1 ⊗ Rλ2 = Rλ1+λ2 

            

Operation of Cubic Root Fuzzy Set 

Let R = [δ, γ], R1 = [δ1, γ1], R2 = [δ2, γ2] be the Cubic Root fuzzy sets, then[4] 

(i) Intersection: 

R1 ∧R2 = min(δ1, δ2), max(γ1, γ2) 

(ii) Union: 

     R1 ∨R2 = max(δ1, δ2), min(γ1, γ2) 

(iii) Complement 

    (R)C = *(δ)6, γ ] 

Note that (  γ62  +  𝛿24
)= (γ)3 + 𝛿 

                       = (0.5)3 +   0.7     =0.96166<1 

so, (R)C is a Cubic Root fuzzy set.  

We know that ,  

(RC)C =(γ(x)6 ,  𝛿(𝑥)4   )C = (δ(x), γ(x)) = R.  

 

Example  

 Assume that R1 = (δ1 0.67, γ1= 0.32)  and  R2 = (δ2= 0.25, γ2=0.74) are the Cubic Root 

fuzzy sets , then 

(i)Intersection: 

R1 ∧ R2 = min(δ1, δ2), max(γ1, γ2) 

                   = (min(0.67,0.25), max(0.32,0.74)) 

                = (0.25,0.74) 

(ii)Union: 

     R1 ∨R2 = max(δ1, δ2), min(γ1, γ2) 

 = (max(0.67, 0.25), min(0.32,0.74)) 

                     = (0.67,0.32) 

(iii) Complement 

    (R)C = *(δ)6, γ ] 

           = ((0.33)6,  0.67
4

 ) 

            =(0.001.0.81) 

Theorem  

 For three cubic root fuzzy number R, R1, R2 and R3 and λ1, λ2 < 0 following are valid 

Sivakumar and Sangeetha 
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1 

1 

(i) R1 ∧ R2 = R2 ∧ R1                    (ii)R1 ∨ R2 = R2 ∨ R1 

(iii)R1 ∧ (R2 ∧ R3) = (R1 ∧ R2)∧ R3       (iv) R1 ∨ (R2 ∨ R3) = (R1 ∨  R2) ∨ R3 

(v) λ(R1 ∨ R2) = λR1 ∨ λR2                                        (iv)(R1 ∨ R2)λ = (R1)λ ∨ (R2)λ 

Proof: 

(i) R1 ∧ R2 = min(δ1, δ2), max(γ1, γ2) 

                                = min(δ2, δ1), max(γ2, γ1) 

   = R2 ∧ R1 

(ii) R1 ∨ R2 = max(δ1, δ2), min(γ1, γ2) 

             =max(δ2, δ1), min(γ2, γ1) 

                        =R2 ∨ R1 

(iii) R1 ∧ (R2 ∧ R3) = R1 ∧ (min(δ2, δ3), max(γ2, γ3) 

=min(δ1, (min(δ2, δ3))), max(γ1, (max(γ2, γ3))) 

=min((δ1, δ2), minδ3), (max(γ1, γ2), maxγ3)) 

=(min(δ1, δ2), max(γ1, γ2) ∧ R3 

=(R1 ∧ R2) ∧ R3 

(iv) R1 ∨ (R2 ∨ R3) = R1 ∨ (max(δ2(x), δ3(x)), min(γ2(x), γ3(x)) 

=max(δ1, (max(δ2(x), δ3(x)))), min(γ1, (min(γ2(x), γ3(x)))) 

=max((δ1, δ2(x)), maxδ3(x)), (min(γ1, γ2(x)), minγ3(x))) 

=(max(δ1(x), δ2(x)), min(γ1(x), γ2(x)) ∨ R3 

= (R1 ∨ R2) ∨ R3 

 

(v) λ(R1 ∨ R2) = λ(max(δ1, δ2), min(γ1, γ2) 

                                      =  1 − (1 − 𝑚𝑎𝑥(𝛿1
3 , 𝛿2

3)𝜆  3    
), min( 𝛾1

𝜆  ,  𝛾2
𝜆  ) 

 

λR1 ∨ λR2         =      (    1 − (1 − δ
1
3)λ ,

3
.

γ
1
λ ) ∨  (   1 − (1 − δ

2
3)λ ,

3
.

   γ
2
λ )     

                        = max     (    1 − (1 − 𝛿1
3)𝜆  3 .

,  1 − (1 − 𝛿2
3)𝜆   

3
, min( 𝛾1

𝜆  ,  𝛾2
𝜆  ))                               

                       = 1 − (1 − 𝑚𝑎𝑥(𝛿1
3, 𝛿2

3)𝜆  3
), min( 𝛾1

𝜆  ,  𝛾2
𝜆  ) 

                     = λ(R1 ∨ R2) 

    λ(R1 ∨ R2) = λR1 ∨ λR2     

Theorem   

For two cubic root fuzzy number R1 = (δ1, γ1), R2 = (δ2, γ2) following are valid 

(i) (R1 ∧ R2) ∨ R2 = R2 

(ii) (R1 ∨ R2) ∧ R2 = R2 

proof: 

(i) (R1 ∧ R2) ∨ R2 = (min(δ1, δ2), max(γ1, γ2) ∨ (δ2, γ2) 

= (max(min(δ1, δ2), δ2), min(max(γ1, γ2), γ2)) 

= (δ2, γ2) = R2 

(ii) (R1 ∨ R2) ∧ R2 = (max(δ1, δ2), min(γ1, γ2)) ∧ (δ2, γ2) 

= (min(max(δ1, δ2), δ2), max(min(γ1, γ2), γ2)) 

= (δ2, γ2) = R2 

Theorem  

 For two cubic root fuzzy number R1 = (δ1, γ1), R2 = (δ2, γ2) following are valid 

(i) (R1 ∨ R2)C =  RC  ∧ R2C 

(ii) (R1 ∧ R2)C = RC ∨ R2C 

Proof: 

(i) (R1 ∨ R2)C = (max(δ1, δ2), min(γ1, γ2))C 

                                     =min((γ1)6, (γ2)6),max( δ1    , δ2)  

                                     = ((γ1)6,  δ1    ,) ∧((γ2)6,  δ2   ,) 

Sivakumar and Sangeetha 
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                                     = R1
C  ∧ R2C 

     (ii) (R1 ∧ R2)C = (min(δ1, δ2), max(γ1, γ2))C 

                                     =max((γ1)6, (γ2)6),min( δ1    , δ2)  

                                     = ((γ1)6,  δ1    ,) ∨ ((γ2)6,  δ2   ,) 

                                     = R1
C ∨ R2C 

 

 

Distance Measures 

Suppose that R1 = (δ1, γ1), R2 = (δ2, γ2) are two Cubic Root fuzzy sets and wk (k= 1 to n), where 0 ≤ wk ≤ 1 and fk (k=1 

to n) are fuzzy best value fk = max(fk) (k=1 to n) then we describe some distance measure between cubic root fuzzy 

sets R1 and R2 then,[9] 

Hamming Distance for CR-Fuzzy Set 

   dH(R1, R2) = 1/2𝑛
𝑖=1  [|fi 𝛿𝑖

3 - fi+1 𝛿𝑖+1
3 |+ | fi  𝛾𝑖  - fi+1  𝛾𝑖+1|]  (or) 

 

 dH(R1, R2) = 1/2 [|f1 𝛿1
3 – f2 𝛿2

3|+ | f1  𝛾1 – f2  𝛾2|+  <<<..(1) 

Weighted Hamming Distance For CR-Fuzzy Set 

 

dH(R1, R2) = 1/2𝑛
𝑖=1  [𝑤𝑖

3|fi 𝛿𝑖
3 - fi+1 𝛿𝑖+1

3 |+ 𝑤𝑖+1
3 | fi  𝛾𝑖  - fi+1  𝛾𝑖+1|]  (or) 

 

 dH(R1, R2) = 1/2 𝑤1
3[|f1 𝛿1

3 – f2 𝛿2
3|+ 𝑤2

3| f1  𝛾1 – f2  𝛾2|+  <<<..(2) 

 

Euclidean Distance For CR-Fuzzy Set  

dE(R1, R2) =  1

2
[|𝑓𝑖𝛿𝑖

3 − 𝑓𝑖+1𝛿𝑖+1
3 |2 + |𝑓𝑖 𝛾𝑖

3 − 𝑓𝑖+1 𝛾𝑖+1
3 |2𝑛

𝑖=1 ]  (or) 

dE(R1, R2) = ,  
1

2
[|𝑓1𝛿1

3 − 𝑓2𝛿2
3|2 + |𝑓1 𝛾1

3 − 𝑓2 𝛾2
3|2]  <<<<<.(3) 

 

 Weighted Euclidean  Distance For CR-Fuzzy Set  

dE(R1, R2) =  1

2
(𝑤𝑖

3)[|𝑓𝑖𝛿𝑖
3 − 𝑓𝑖+1𝛿𝑖+1

3 |2 + (𝑤𝑖+1
3 )|𝑓𝑖 𝛾𝑖

3 − 𝑓𝑖+1 𝛾𝑖+1
3 |2𝑛

𝑖=1 ] (or) 

dE(R1, R2) = ,  
1

2
𝑤1

3[|𝑓1𝛿1
3 − 𝑓2𝛿2

3|2 + 𝑤2
3|𝑓1 𝛾1

3 − 𝑓2 𝛾2
3|2]  <<<<<.(4) 

 

Example  

Assume that R1 = ([0.3, 0.5], [0.4, 0.6], [0.1, 0.5]) and R2 = ([0.4, 0.5], [0.2, 0.3], [0.4, 0.6]) are the Cubic Root Fuzzy sets 

then using the distance measure formulas 

Hamming Distance for CR-Fuzzy set using equation (1)  

  dH(R1, R2) = 1/2 [|f1 𝛿1
3 – f2 𝛿2

3|+ | f1  𝛾1 – f2  𝛾2|]   

dH(R1, R2) = 0.08 + 0.01 + 0.1 + 0.2 + 0.06 + 0.06 + 0.18 + 0.06 + 0.09 + 0.14 + 0.06 + 

0.11 + 0.27 + 0.001 + 0.006 + 0.12 + 0.06 + 0.14 + 0.07 + 0.04 + 0.10 + 0.12 + 0.08 + 0.03 + 0.28 + 0.01 + 0.05 

                  = 2.526 

Weighted Hamming Distance for CR-Fuzzy set using equation (2)  

Sivakumar and Sangeetha 
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  dH(R1, R2) = 1/2 𝑤1
3[|f1 𝛿1

3 – f2 𝛿2
3|+ 𝑤2

3| f1  𝛾1 – f2  𝛾2|]   

dH(R1, R2) = 0.3(0.08 + 0.01 + 0.1 + 0.2 + 0.06 + 0.06 + 0.18 + 0.06 + 0.09) + 0.5(0.14 + 

0.06 + 0.11 + 0.27 + 0.001 + 0.006 + 0.12 + 0.06 + 0.14) + 0.6(0.07 +  0.04+  0.10 + 0.12 + 0.08 + 0.03 + 0.28 + 0.01 + 

0.05) 

                 = 0.3045 

 

Euclidean Distance for CR-Fuzzy set using equation (3) 

dE(R1, R2) = 0.109 + 0.014 + 0.141 + 0.28 + 0.08 + 0.08 + 0.24 + 0.08 + 0.126 + 0.197 + 

0.08 + 0.154 + 0.519 + 0.001 + 0.008 + 0.16 + 0.08 + 0.197 + 0.21 + 0.05 + 0.14 + 0.16 +0.109 + 0.042 + 0.39 + 0.014 + 0.07 

                 = 3.854 

 Weighted Euclidean Distance for CR-Fuzzy set using equation (4) 

dE(R1, R2) =0.3(0.109+0.014+0.141+0.28+0.08+0.08+0.24+0.08+0.126)+ 0.5(0.197 + 0.08 +                                                            

                     0.154 + 0.519 + 0.001 + 0.008 + 0.16 + 0.08 + 0.197) +0.6 (0.21 + 0.05 + 0.4+ 

                     0.16+0.109 + 0.042 + 0.39 + 0.014 + 0.07  

                    =0.461 

 

MCDM Problems using operators in Cubic Root Fuzzy Set Algorithm 

Step:1 

Consider        A1 ,A2,  <<.An be alternatives and p1, p2, p3, , pn be the parameters. Suppose that the Cubic root fuzzy sets Rk = (δk, 

γk), (k = 1 to n) where δk represent the MD of the alternative Ãk (k=1 to n) for the parameters pk(k = 1 to n) 

.similarly, γk represent the NMD of the alternative Ãk (k = 1to n) for the parameters pk(k=1 to n) . The relation 

between the alternatives and parameters ae given below: 

          p11     p12  ..  ..   .. p1n 

                p21     p22  ..  ..   .. p2n 

          p31     p32  ..  ..   ..  p3n 

          <..      <   ..  <   ..   .. 

         pm1     pm2  ..  ..   .. pmn 

 Step:2 

Cubic root fuzzy set are used to assign weight wk(k= 1 to  n) to differents parameter for a set of  group. 

Step:3 

Determine the distance measure using Cubic root fuzzy sets distance formula (equation (1),(2), (3), (4)). 

Step:4 

If the distance between the alternative is smaller . As a output, the rank the alternative in descending order. 

 

Numerical Example 

Sivakumar and Sangeetha 
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Suppose there are three patients P1, P2, P3 in hospital with symptoms cough, heavy fever, vomating. Let the 

possible diseases relating to the above symptoms be Typhoid, COVID- 19, Dengue. Let  ℐ =[HB,TSH,GCT] 

be the collection of tests .We consider the set 

 ℘ = (℘1, ℘2, ℘3), where ℘1, ℘2, ℘3 represent the symptoms cough, heavy  fever, vomating and the set = ( 

  .represent the diseases 3א ,2א ,1א where , (3א ,2א,1א

 

STEP:1  

Construct that , P → ℐ, Patients → Tests is given in the form of Cubic Root Fuzzy Set         

                        ℐ1         ℐ2                ℐ3 

P1  = 
℘1
℘2
℘3

 

[0.3, 0.5]  [0.4, 0.6]  [0.1, 0.5]

[0.2, 0.4]  [0.3, 0.4]  [0.4, 0.7]
[0.6, 0.7]  [0.1, 0.8]  [0.2, 0.6]

  

                          ℐ1         ℐ2                ℐ3 

P2 = 
℘1
℘2
℘3

 

[0.2, 0.6]  [0.4, 0.3]  [0.1, 0.5]

[0.4, 0.8]  [0.1, 0.9]  [0.3, 0.5]
[0.5, 0.5]  [0.3, 0.7]  [0.3, 0.9]

  

                        ℐ1         ℐ2                ℐ3 

P3 = 
℘1
℘2
℘3

 

[0.8, 0.6]  [0.3, 0.7]  [0.7, 0.2]

[0.4, 0.8]  [0.6, 0.9]  [0.1, 0.5]
[0.4, 0.7]  [0.9, 0.2]  [0.4, 0.8]

  

 

 

STEP:2  

Construct that , א→ ℐ, Diseases → Tests is given in the form of Cubic 

Root Fuzzy set 

                        ℐ1         ℐ2                ℐ3 

 =  1א
℘1
℘2
℘3

 

[0.4, 0.5]  [0.7, 0.8]  [0.3, 0.2]

[0.2, 0.3]  [0.5, 0.2]  [0.9, 0.1]
[0.4, 0.6]  [0.4, 0.5]  [0.3, 0.5]

  

                        ℐ1         ℐ2                ℐ3 

 =  2א
℘1
℘2
℘3

 

[0.3, 0.9]  [0.2, 0.7]  [0.8, 0.3]

[0.4, 0.8]  [0.4, 0.3]  [0.4, 0.2]
[0.1, 0.6]  [0.7, 0.8]  [0.3, 0.8]

  

                        ℐ1         ℐ2                ℐ3 

 =  3א
℘1
℘2
℘3

 

[0.4, 0.6]  [0.5, 0.2]  [0.1, 0.9]

[0.7, 0.2]  [0.2, 0.4]  [0.4, 0.3]
[0.6, 0.4]  [0.1, 0.3]  [0.2, 0.4]

  

Suppose that we take the weight wk, (k = 1, 2, 3)  in the form of Cubic Root fuzzy set for each test towards the 

diseases, weight w1 = 0.3, w2 = 0.5 and w3 = 0.6 

Sivakumar and Sangeetha 

 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

63108 

 

   

 

 

 

STEP:3 

 (1)To evaluate the Hamming Distance using the formula equation (1)  

dH(R1, R2) = 1/2 [|f1 𝛿1
3 – f2 𝛿2

3|+ | f1  𝛾1 – f2  𝛾2|] 

 

(2) To evaluate the  Weighted Hamming Distance using the formula equation (2) 

dH(R1, R2) = 1/2 𝑤1
3[|f1 𝛿1

3 – f2 𝛿2
3|+ 𝑤2

3| f1  𝛾1 – f2  𝛾2|]   

 

(3) To evaluate the Euclidean Hamming Distance using the formula equation (3) 

dE(R1, R2) = ,  
1

2
[|𝑓1𝛿1

3 − 𝑓2𝛿2
3|2 + |𝑓1 𝛾1

3 − 𝑓2 𝛾2
3|2]  

 

(4) ) To evaluate the  Weighted Euclidean Hamming Distance using the formula equation (4) 

dE(R1, R2) = ,  
1

2
𝑤1

3[|𝑓1𝛿1
3 − 𝑓2𝛿2

3|2 + 𝑤2
3|𝑓1 𝛾1

3 − 𝑓2 𝛾2
3|2]   

 

STEP:4 

The alternative can be calculate based on their smaller distance of table 1-4 are generated. 

 

As the table 1-4 are generated the alternative are choose to ranked in smallest value or descending order. Along these 

results we findout the P1 is affected from Dengue as suggested by the decision making environment .Similarly P2 is 

affected from a Dengue and P3 is affected from COVID-19. 

 

CONCULSION 

 

In this study, a set operators such as union, intersection and distance measure (Hamming distance, Weighted 

Hamming distance, Euclidean distance, Weighted Euclidean distance) the classes of CR fuzzy set have been studied 

and discussed with proved their fundenmental results. A MCDM approach is take to handle the decision making 

using CR fuzzy set operators and easily to evaluated the relevance outputs. In future we will use to cubic root fuzzy 

set in different area to verify the presented technique. 
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Table:1 

 

 

 

 

 

 

Table: 2 

Patients Typhoid (ℵ1) COVID- 19 (ℵ2) Dengue (ℵ3) 

P1 0.3045 0.392 0.188 

P2 0.384 0.449 0.215 

P3 0.540 0.367 0.376 

 

Patients Typhoid (ℵ1) COVID- 19 (ℵ2) Dengue (ℵ3) 

P1 2.526 3.631 1.789 

P2 3.21 3.82 2.004 

P3 5.188 2.93 4.18 
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Table 3 

Patients Typhoid (ℵ1) COVID- 19 (ℵ2) Dengue (ℵ3) 

P1 3.854 5.205 3.32 

P2 5.106 5.513 4.284 

P3 4.701 2.905 4.489 

 

Table 4. 

 

 

 

 

 

 

Table 4. 

 

 (P1) (P2) (P3) 

Table 1 Dengue Dengue COVID-19 

Table 2 Dengue Dengue COVID-19 

Table 3 Dengue Dengue COVID-19 

Table 4 Dengue Dengue COVID-19 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Patients Typhoid (ℵ1) COVID- 19 (ℵ2) Dengue (ℵ3) 

P1 0.461 0.604 0.413 

P2 0.563 0.678 0.539 

P3 0.3951 0.343 0.572 
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About 85 per cent of farmers in India are small farmers who barely make a living. India's agricultural 

sector is hindered by things like high financial intermediation and a lack of access to credit and markets 

for agricultural goods. There are many legal groups, like farmer cooperatives, farmer clubs, farmer 

interest groups, etc., whose goal is to help farmers take advantage of economies of scale by grouping 

together. Farmer Producer Organizations (FPOs) are an example of a group of farmers who work 

together. The purpose of this study was to investigate, by means of linear regression analysis and the 

compound annual growth rate progress made on the establishment of FPOs throughout the time in Tamil 

Nadu. The results of the regression analysis suggest that the presence of regulated and farmer markets 

may have a positive effect on the promotion of FPOs and there is a positive trend in promoting FPOs in 

Tamil Nadu, which can help in improving the livelihoods of farmers and the agriculture sector. 

 

Keywords: FPO, Formation, Promotion, Tamil Nadu, small and marginal farmers 
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INTRODUCTION 

 
India is the second largest country in terms of the number of small holdings and approximately 85 percent of the 

country's farmers are considered to be small and marginal farmers [1]. The high proportion of Indian farmers who 

depend on income from their farms, it is clear that India faces the greatest difficulty in ensuring that these tiny and 

marginal holdings become truly productive[2].Cooperatives can help small landholders thrive in a tough market 

while retaining their independence and control. The Government of India appointed Dr. Y.K.Alagh to head a 

Committee to outline cooperatives' business and marketing plans. The Producer Companies Act was enacted in 2002 

by amending the Indian Companies Act to add a new section IXA. The modified Companies Act allows FPOs or 

production companies to register with the Registrar of Companies. The government's goal for such a programme 

was to create legislation that would allow cooperatives to incorporate as corporations and convert into companies 

while preserving their unique characteristics. The FPO model of farmer solidarity is gaining traction as a viable 

alternative to the more traditional cooperative structure [3]. 

 

The Producer Companies Act formalizes the guiding principles of cooperatives and introduces a more businesslike 

mindset to the administration of FPOs. As a rule, FPOs are established with the help of initial capital provided by the 

member farmers. The FPO is given a legal structure under the act that will allow farmers and producers to 

collectively own the business. A group of outside specialists will be employed to run the FPO on a day-to-day basis, 

and they will report to a Board of Directors that has been elected or selected by the FPO's General body for a 

predetermined term. Since the FPO's equity shareholders are the farmers or producers, this type of business 

structure is ideal for farmer ownership [4]. The government has acknowledged the value of FPOs by proposing in the 

union budget that 10,000 new FPOs will be created by 2027-2028. Department of Agriculture and Cooperation 

officials have developed a central sector programme to facilitate the establishment of 10,000 Farmer Producer 

Organizations around the country[5].As part of this effort, FPOs will be able to choose between registering under the 

state's Cooperative Societies Act or the Companies Act of 2013[3].There are around 5,000 FPOs (including FPCs) 

operating in the country at the present time[5].These FPOs were established in response to a variety of initiatives 

taken by the government. In the past eight to ten years, India's Small Farmers Agribusiness Consortium, National 

Bank for Agricultural Rural Development, State governments, and a number of other organisations have all 

collaborated to promote the FPO. There is a need for research on the factors determining the establishment of Farmer 

Producer Organizations (FPOs) to enhance the farmer livelihoods, increase market access, promote sustainable 

agriculture, and promote collaboration among farmers by identifying the factors that enable the successful formation 

of FPOs, research can provide guidance to policymakers and farmers on how to replicate these successful models in 

other regions. 

 

Purpose of the research: To investigate the infrastructure elements that influence the growth and expansion of 

agricultural producer organizations, as well as to determine how far the government of Tamil Nadu and other 

organisations have come in their efforts to establish such organisations in the state of Tamil Nadu. The purpose of 

this investigation is twofold: to determine how far these efforts have progressed, and to investigate the infrastructure 

elements that influence growth and expansion. 

 

DATA AND METHODOLOGY 
 

The Compound Annual Growth Rate (CAGR) method was used byto foretell the development of FPO formation 

throughout time [6]. The exponential function of the below mentioned equation is used to estimate the compound 

annual growth rate [7]. 

 

Y=𝑎𝑏𝑡  <<<<<<..<< (1) 

By taking logarithm on both sides, it may be written as 

Log y = log a + t × log b< (2) 
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Y = A + B × t  

Where, Y = log y; A= log a; B= log b 

Y= Total number of farmer producer organizations in Tamil Nadu 

t= time elements, where1,2 and n represent different years. 

Compound growth rate = (Antilog of B- 1) × 100 

 

t = r/ SE (r) 

Where, r = Compound Growth Rate; SE= Standard Error 

 

Linear regression was used to investigate the association between two or more explanatory variables and a response 

variable by fitting an equation [8]. In order to investigate the elements that play a role in the promotion of FPOs in 

Tamil Nadu, a linear regression model was utilised, and the following equation served as its basis: 

 

Yt = α + βiXi+ u <<<<<.< (3) 

 

Yt= Dependent Variable; α = Intercept; βi’s = Parameters to be estimated; Xi’s = Independent Variable; µ   = Error term 

 

RESULTS AND DISCUSSIONS 

 
Status of Farmer Producer Organization in Tamil Nadu.  

The table 2 indicates that the Tamil Nadu Small Farmers Agribusiness Consortium promoted the most FPOs, with a 

count of 368. This is followed by the National Bank for Agriculture and Rural Development, with a count of 207. The 

Small Farmers Agribusiness Consortium promoted 67 FPOs, while the National Cooperative Development 

Corporation and the National Agricultural Cooperative Marketing Federation promoted 23 and 26 FPOs, 

respectively. There were also 52 FPOs that were self-promoted, and the total number of FPOs promoted by all 

agencies was 743. 

 

Trend in the formation of FPOs in Tamil Nadu 

Figure 1 shows the number of FPOs (Farmer Producer Organizations) promoted in Tamil Nadu from 2004-05 to 

2021-22. The data suggests that the number of FPOs promoted has increased significantly over time. The R-squared 

value of 0.865 indicates that the data points are highly correlated, and the model fits the data well. The F-value of 

102.15 with a significance level of 0.000 indicates that the model is statistically significant. The compound annual 

growth rate of 35% suggests that the number of FPOs promoted has grown at an average rate of 35% annually 

during this period. This growth rate indicates the increasing importance of FPOs in promoting agricultural 

development in India. Overall, the data indicates a positive trend in promoting FPOs in Tamil Nadu, which can help 

in improving the livelihoods of farmers and the agriculture sector. 

 

Factors influencing the formation of FPO 

Table 3 presents the findings of a multiple linear regression analysis of the factors influencing the establishment of 

FPOs in Tamil Nadu. The coefficients of determination (R-squared) value are 0.56, indicating that the independent 

variables explain 56% of the variability in the number of FPOs promoted. The adjusted R square of 0.475 suggests 

that the model is moderately good at predicting the outcome variable, although it may be improved by adding or 

removing some variables. The ANOVA table shows that the regression model is statistically significant with an F-

value of 6.586 and a p-value of 0.000, indicating that at least one of the independent variables significantly explains 

the variation in the dependent variable. The regression function that links the independent factors and the 

dependent variable expressed as, Y = 14.649 + 1.236 X1 + 0.001 X2 + 1.143 X3 - 0.052 X4 - 0.054 X5 - 0.210 X6 + µ.Among 

the six independent variables, regulated market (X1) and farmer market (X3) have statistically significant coefficients 

with the number of FPOs promoted (p < 0.05), suggesting that the promotion of FPOs is positively associated with 

the presence of regulated and farmer markets. When all other factors are held constant, a one-unit increase in X1 and 

Sasikanth et al., 
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X3 results in a 1.236 and 1.143 unit increase in the dependent variable, respectively. The beta coefficients for the other 

independent variables, namely, area covered under Micro Irrigation (X2), Crop Intensity (X4), Irrigation Intensity 

(X5), and Rural Godowns (X6) are 0.001, -0.052, -0.054, and -0.210, respectively. This indicates that the effect of these 

variables on the dependent variable is very small. The t-values and significance levels suggest that none of these 

independent variables have a statistically significant effect on the dependent variable. Regulated markets provide a 

platform for farmers to sell their produce at a fair price by regulating the buying and selling of agricultural 

commodities. This may result in increased profitability for farmers and encourage them to organise themselves into 

FPOs so that they can sell their product collectively. Farmers can benefit from regulated marketplaces because they 

have access to market intelligence, which assists them in making educated choices regarding what crops to cultivate 

and when to sell their produce. Farmers markets, on the other hand, enable farmers to sell their produce directly to 

customers, eliminating the need for any middlemen and thereby increasing the proportion of profits that are retained 

by the farmers themselves. Farmers markets can also contribute to the promotion of sustainable agriculture by 

encouraging the use of environmentally responsible farming practises. Farmers Markets and Regulated Markets Both 

Have the Potential to Generate Demand for High-Quality, Locally Produced Agricultural Goods, which in Turn May 

Incentivize Farmers to Increase the Quality of Their Produce and Form FPOs to Market and Sell Their Produce 

Collectively. In turn, FPOs have the ability to provide better access to inputs, technology, and credit for their 

members, which can help to improve the overall productivity and profitability of the agricultural sector. As a result, 

the existence of both controlled and unregulated farmer's markets has the potential to have a beneficial impact on the 

promotion of FPOs by fostering an atmosphere that is conducive to the expansion and improvement of these 

organisations. 

 

CONCLUSION 

 
Tamil Nadu Small Farmers Agribusiness Consortium has been responsible for the promotion of the maximum 

number of FPOs in Tamil Nadu. Farmer Producer Organizationshave the potential to play a significant part in the 

process of increasing the income of small farmers by boosting their negotiating power, facilitating access to 

improved inputs and technologies, and producing value additions through aggregation and processing of their 

produce. The results of a regression analysis indicate that there may be a positive impact that the presence of 

regulated and farmer markets have on the promotion of FPOs. This is due to the fact that regulated markets provide 

a platform for farmers to sell their produce at a reasonable price, and farmer markets allow for direct interaction 

between farmers and customers, both of which can contribute to the promotion of sustainable agriculture and the 

creation of greater value for farmers. It is gratifying to see that Tamil Nadu is leading the way in this respect as it 

pertains to the promotion of FPOs, which can be a key strategy to enhance the income of small farmers in India as 

well as their ability to maintain their livelihoods. It is critical that other states take notice of this encouraging trend 

and work towards promoting FPOs in order to bolster the agriculture industry and improve the quality of life for 

farmers. 
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Table 8: Variables considered for the study 

Variable Specification of the Variable Unit 

Dependent Variable 

Farmer Producer Organization 

(Yt) 

District-wise FPOs promoted 

 

Absolute Number 

[9,10, 11, 12]. 

Independent Variable 

Regulated market (X1) Regulated markets allow farmers and dealers to 

sell agricultural products together without 

intermediaries. 

Absolute Number 

[9] 

Area covered under Micro 

Irrigation (X2) 

Area covered by the PMKSY Micro Irrigation 

Scheme in 2020-21  

Area in Hectare 

[9] 

Farmers market (X3) Farmers' markets eliminate the middlemen 

between farmers and consumers. 

Absolute Number 

[9] 

Cropping intensity (X4) 𝐺𝑟𝑜𝑠𝑠 𝐶𝑟𝑜𝑝𝑝𝑒𝑑 𝐴𝑟𝑒𝑎

𝑁𝑒𝑡 𝐴𝑟𝑒𝑎 𝑆𝑜𝑤𝑛
 × 100 

Percentage 

[13] 

Irrigation Intensity (X5) 𝑁𝑒𝑡 𝐴𝑟𝑒𝑎 𝑆𝑜𝑤𝑛

𝑁𝑒𝑡 𝐴𝑟𝑒𝑎 𝐼𝑟𝑟𝑖𝑔𝑎𝑡𝑒𝑑 
 × 100 Percentage 

[13] 
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Rural Godowns (X6) Rural Godowns will enable farmers to enhance 

their holding capacity in order to sell their 

produce at remunerative prices and avoid 

distress sales 

Absolute Number 

[13] 

 
Table 9:Number of FPOs promoted in Tamil Nadu 

Implementing agency FPOs promoted 

Tamil Nadu Small Farmers Agribusiness Consortium 368 

Small Farmers Agribusiness Consortium 67 

National Bank for Agriculture and RuralDevelopment 207 

National Cooperative Development Corporation 23 

National Agricultural Cooperative Marketing Federation 26 

Self-promoted 52 

Total 743 

Source: Compiled from web source of Implementing agency [9,10, 11, 12]. 

 

Table 10: Regression analysis 

Independent Variable 
Unstandardized Coefficients 

T Sig. 
Beta Std. Error 

Constant 14.649 6.739 2.17 0.04 

Regulated market (X1) 1.236 0.528 2.341 0.03* 

Area covered under Micro 

Irrigation (X2) 
0.001 0.000 1.413 0.17 

Farmers market (X3) 1.143 0.499 2.288 0.03* 

Cropping intensity (X4) -0.052 0.048 -1.085 0.29 

Irrigation Intensity (X5) -0.054 0.057 -0.959 0.34 

Rural Godowns (X6) -0.210 0.176 -1.196 0.24 

R 0.749 R Square 0.560 Adjusted R Square 0.475 

ANOVA 

Model Sum of Squares Df 
Mean 

Square 
F Sig. 

Regression 1854.46 6 309.076 

6.586 0.000* Residual 1454.8 31 46.929 

Total 3309.26 37 
 

*Significance at 5 per cent 
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Figure 11: Trend in the formation of FPOs in Tamil Nadu 
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Copper oxide (CuO) nanoparticles were produced via eco-friendly and non-toxic green synthesis of Murraya 

koeniggi leaf extract. The contamination of water by the organic dye poses a significant risk to humans and aquatic 

life. X-Ray Diffractometer, UV–Visible spectroscopy, FTIR Spectra, Photo Luminescence, and morphological 

investigations were used to confirm the physico-chemical characteristics of green-synthesized CuO.   X-ray 

diffraction reveals that the phytochemicals in the leaf extracts interact with copper precursors to generate Cu2+ ions 

and crystallize CuO. UV-Vis spectroscopy confirmed CuO NPs with a characteristic peak at 264nm. According to 

FE-SEM images, CuO NPs had spherical morphologies. Examining the removal of Methyl orange dye by 

synthesized CuO nanoparticles act nanophotocatalysts. The products photocatalytic degradation efficiency is 89%. 

 

Keywords:  Copper oxide nanoparticles, Murraya koeniggi, green synthesis, dye degradation.   

 

 

INTRODUCTION 

 
The global concern is air pollution, water pollution, and soil contamination.  This represents a significant threat to 

the health of all living things, including humans [1].  The discharge of synthetic dyes into aquatic environments is 

hazardous to human health, produces effluents, and reduces biodegradation [2, 3].The photo degradation of dyes 
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with semiconductor materials is virtually the most effective method for treating wastewater [4].  In addition, the 

photocatalysis process is considered more effective due to the greater availability of solar energy and the formation 

of non-toxic mineralized materials.  For the sterilization of microorganisms and the proper treatment of hazardous 

pollutant, the active visible photocatalyst structure is the most prevalent [5-6].  Due to their photocatalytic activity, 

transition metals are regarded as advantageous catalysts for the environmentally favorable management of 

wastewater.  This type of photodegradation occurs when the hydroxyl group [OH] and organic contaminants 

undergo an oxidation reaction.  OH, with a 2.8v oxidation potential at room temperature can completely oxidize 

organic colors [7-8].  They transmit pollutants and generate carcinogens, making secondary pollutants associated 

with aromatic amines that cause significant health issues.  Moreover, these techniques require higher concentrations 

of photocatalysts and generate a greater amount of sludge [9].  To surmount this obstacle, the AOP (Advanced 

Oxidation process) has been investigated for its potential to eradicate all essential pollutants.  AOPs have a greater 

potential in the photocatalytic reaction to utilize the entire solar spectrum (e.g., higher solubility in terms of band 

gap) [10] than do other organic photocatalysts.  In modern research, photocatalytic degradation is utilized to remove 

synthetic pigments from metal semiconductors [11-16]. CuO is less expensive than silver and gold in terms of its 

microbial potential [17-20].  CuO nanoparticles are the simplest member of the copper salt family, and they possess a 

wide range of useful characteristics and physical properties, including the electron correlation effect, higher 

temperature superconductivity, and spin dynamics [21].  Their unique properties and potential applications have 

received considerable attention, which has increased the viscosity of energy fluids and thus their thermal 

conductivity [22].  CuO nanoparticles have been utilized in the production and design of batteries, solar cells, gas 

sensors, field emitters, etc. [23-25] in the industrial sector.  CuO nanoparticles are utilized as heterogeneous catalysts 

in biomedical research, drug delivery, and imaging [26].  To synthesize copper oxide nanoparticles [27], hazardous 

and expensive compounds, higher temperature, pressure, and energy are needed.  Biological materials used in 

green synthesis eradicate the need for a complicated procedure, allowing for large-scale production.  Literature 

review reveals that Murraya koenigii contains various metal nanoparticles [28].  Curry tree (Murraya koenigii) is a 

subtropical tree belonging to the Rutaceae family and is regarded as the most important medicinal plant containing 

secondary metabolites and other medicinal components [29].  It possesses antimicrobial, antifungal, anti-

inflammatory, and hypoglycemic properties [30-31]. In this study, the synthesized final product (CuO) is 

characterized by XRD, UV-Vis, FTIR, PL, and SEM.  In addition, the photodegradation response of synthesized nano 

copper oxide was evaluated using methyl orange dye degradation. 

 

MATERIALS AND METHODS 
 

Materials 

Copper sulphate [CuSO4] was bought at sigma Aldrich. Murraya koeniggi leaves have been collected from the 

regional garden of the Annamalai university in the agriculture department Chidambaram. 

 

Preparation of plant extract 

Curry leaves have been separated from the leaf clusters physically.  The leaves were rinsed three times with 

deionized water to remove foreign particles.  Three hours were spent boiling 30 grams of Murraya koeniggi leaves in 

100 milliliters of distilled water.  After boiling, the leaf extract was cooled and filtered extract was collected in a 

clean, aluminum-covered conical flask. 

 

Preparation of Copper oxide nanoparticles  

2 ml of leaf extract was added to 10 ml of distilled water, followed by 2.4 grams of CuSO4 solution and repetitive 

stirring.  The color changes from pale greenish blue and dark green to brown in three hours.  The obtained material 

was calcinated for one hour at 100 degrees Celsius and ground to nanoparticle size. The gray-colored CuO 

nanoparticles that were captured were then stored for future research. 
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Characterization 

The prepared CuO nanoparticles were characterized via XRD, SEM/EDS, FTIR, and UV-Vis spectroscopy.  To 

examine the phase and crystalline structure, an X-ray diffractometer (X'PERT-PRO; CuK (=1.5418)) was acquired. 

Using scanning electron microscopy, morphological features were determined.  The optical absorption and emission 

spectra of the prepared CuO NPs were measured using UV-visible spectra from 200 to 800 nm. Murraya koenigii leaf 

extract was subjected to Fourier transform infrared spectroscopy analysis.  Within the 400-4000cm-1 range, FT-IR 

spectra have been discovered (32). The EDAX spectrum is reported by the energy-dispersive X-ray spectrometer 

from Bruker. 

 

RESULT AND DISCUSSION 
 

Structural Analysis (XRD) 

The crystalline phase of CuO was studied by X-ray diffractometry (XRD) (Fig. 1). The characteristic diffraction peaks 

of CuO at 2𝜽 values of 18.33, 20.98, 24.84, 25.76, 28.18, 31.33, 34.02, 36.87, 38.90, 42.96, 44.49, 46.07, 54.63, 58.07, 64.87, 

67.91, 75.70 is generated by the diffraction planes in (200), (113), (220), (030), (301), (230), (016), (400), (240), (050), 

(008), (236), (129), (309), (527), (616), (282) respectively are revealed by the XRD pattern.   Peaks with (JCPDS card no. 

77-1898) values of (a=7Å, b=10Å, c=16Å) may be attributed to the orthorhombic structure of CuO nanoparticles.  

CuO samples are indicated by high-intensity diffraction peaks at 2 values of 24.84 corresponding to (220) planes. 

Using the Scherrer equation, the crystalline dimension of a CuO sample was determined [33]. 

 

D = Kλ / βhkl Cos𝜃 

Here, 

                D is the mean crystal size 

                K is shape factor 

                λ is the wavelength of X-ray and β is the FWHM of diffraction planes. 

 

 

Absorption studies (UV- Vis Spectrometry)  

UV- Visible spectroscopy is a molecular spectroscopy that is based on Bouguer Lambert Beer law principle for its 

operation.  This technique measures the Plasmon resonance and total oscillation of conduction band of electrons in 

conjunction with electromagnetic waves.   It is also used to measure the absorption of fluids and other substances.  

In UV-Visible spectroscopy analysis, a light beam divides in half, with one half analyzing the compound or solution 

in the transparent cell and the other half analyzing the reference material.  The reason for the analysis is that the 

solution absorbs light at specific wavelengths; this wavelength is known as the surface plasmon resonance (SPR) of 

the material being analyzed [34]. Figure 2 displays the UV-Visible spectra of the prepared specimen from 200 to 800 

nm. However, around 264nm with a broad spectrum range of approximately 264-800nm, CuO formation was 

observed [35].  

 

Morphological analysis (SEM) 

SEM analysis reveals the spherical form of microparticles (Fig. 3).  With average diameter around 1-1.5μm, the 

uniform microspheres revealed from accumulation in the nanoparticle because of plant extract with a particle size of 

70-85nm. Constant heating at the higher temperature of homogeneous nucleation contributes to the development of 

a uniform minimum sintered sphere.  Nanomaterials are unquestionably referred to as isotropic (36) due to the 

consistency of their physical properties. Table 1 displays the constituent elements.  In addition, EDX spectra 

confirmed the presence of CuO in the prepared specimen. (Fig.4). With Murraya koenigii leaf extract, the EDX model 

confirmed the effective formation of CuO nanoparticles.  Peak positions matched those of copper oxide, and EDX 

peaks indicated that the CuO nanoparticles synthesized had a crystalline (Orthorhombic) structure. 
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Spectral Analysis (FTIR)  

The FTIR analysis exhibits a functional bond in the CuO nanoparticles was shown in (Fig. 5).  The strong bands 

absorbed at 3402cm-1 associated with the stretching vibrations of the hydroxyl group (O-H).   The adsorption at 

1631cm-1 corresponds to the alkene group stretching (C=C).  The absorption band at 1136cm-1 is indicative of the 

bending vibrations of (C=O) into the carbonyl group.  The absorption of (C-H) at 792cm-1 represents bending 

oscillations.  The absorbance band exhibited at 593cm-1 corresponds to CuO. 

 

Emission Studies (Photoluminescence) 

Fig. 6 shows Photoluminescence (PL) spectra of CuO nanoparticles. At room temperature, the PL spectrum is 

obtained at 465 nm. Because the new excitation wavelength excites discrete states emitted at different energies, the 

sharp emission peak varies from 433 nm to 465 nm. The radioactive recombination of a photo generating hole with 

oxygen vacancy-filling electron cause visible luminescence [37-38].  

 

Photocatalytic activity on methyl orange dye 

To investigate the mobility of organic pollutant removal from waste water, photocatalytic activity of dye 

degradation was utilized. Under specific conditions, the degradation efficiency of CuO nanoparticles on methyl 

orange dye under natural sunlight irradiation was measured. UV-Visible spectrometer with the wavelength range 

(200-600 nm) was used to analyze the effect of CuO NP on the concentration of methyl orange. The absorption peak 

of MO occurs at 474 nm. A MO of 10-3 is utilized for the dye degradation test. To examine the degradation of methyl 

orange in the presence and absence of CuO nanoparticles, 10-3 M of methyl orange dye was added to 100 ml of 

distilled water. After the dye has dissolved, 0.1g of CuO NPs catalyst is applied to the dissolved dye concentration.   

 

Efficiency (𝜂) = [(Co-Ct) / Co] ×100 

where, 

𝜂 - The degradation efficiency 

                  Co- Initial concentration 

                  Ct – Concentration at time (t) 

Samples were taken to estimate the decrease in absorbance of MO after adding CuO NPs; the first sample was taken 

just after the addition of CuO NPs. The samples was placed under sunlight, there was a sudden lowering in the 

concentration of dye after the involving of CuO NP stabilized through Murraya koenigii leaf extract, and shows  89 % 

of dye degradation was observed at 145 minutes. 

 

The obtained results shows that the catalytic fine effect of the CuO sample NPs prepared with Murraya koenigii leaf 

extract illustrated good catalytic activity. The presence of catalyst, the reaction is speed up by the absorption of 

photons in the presence of catalyst with the energy that should be equal or greater than the band gap energy of the 

CuO catalyst. Due to the photon absorption, there is a transfer of electron from the valence band to the conduction 

band of CuO catalyst, thus creating a hole in the valence band. These activated electrons which are activated is react 

with an oxidant of dye to create a reduced product.   

 

CONCLUSION 
 

The present study investigates the orthorhombic structure of CuO nanoparticles using Murraya koenigii leaf extract 

in a green synthesis. X-ray diffraction analysis verifies the appearance and typical crystalline size of CuO 

nanoparticles. The spherical shape of Murraya koenigii is revealed via SEM analysis. The FTIR results can be used to 

determine the surface's chemical composition, purity, and presence of biomolecules. The photocatalytic methyl 

orange dye concentration is used to investigate the 89% CuO NPs degradation.   
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Table .1. Calculation of XRD analysis of of CuO nanostructures from Murraya koenigii (curry     leaves) 

 
Diffraction angle 2θ 

degree 

FWHM 2θ 

degree 

d-

spacing 

Crystalline size 

(nm) 

Dislocation 

density 

Micro strain 

value 

18.0026 0.1476 4.92747 54.4942 0.000337 4.065626 

18.3376 0.1476 4.83821 54.51968 0.000336 3.990106 

20.9811 0.1968 4.23421 41.05353 0.000593 4.63741 

24.8402 0.1476 3.58445 55.11291 0.000329 2.924309 

25.7624 0.1476 3.45819 55.21255 0.000328 2.816213 

26.296 0.2952 3.38922 27.63601 0.001309 5.514148 

28.1817 0.246 3.16658 33.2957 0.000902 4.276185 

31.3372 1.1808 2.85455 6.987545 0.020481 18.36821 

34.0282 0.1968 2.63472 42.21495 0.000561 2.806218 

36.0158 0.2952 2.49375 28.29774 0.001249 3.96236 

36.8718 0.246 2.43779 34.0409 0.000863 3.219954 

38.9035 0.5904 2.31504 14.27029 0.004911 7.294214 

39.8869 0.5904 2.2602 14.3142 0.004881 7.099588 

42.9686 0.1476 2.10497 57.84208 0.000299 1.636271 

44.4981 0.3936 2.0361 21.80728 0.002103 4.198093 

46.0785 0.246 1.96988 35.09298 0.000812 2.52391 

51.2891 0.246 1.78133 35.82251 0.000779 2.235849 

54.527 0.1968 1.68296 45.4122 0.000485 1.666308 

58.0787 0.8856 1.58822 10.26038 0.009499 6.95985 

64.8715 0.3936 1.43737 23.91448 0.001749 2.702467 

67.9151 0.3936 1.38018 24.33374 0.001689 2.55023 

75.7065 1.5744 1.25633 6.390591 0.024486 8.83928 

AVERAGE 32.83302 0.00359 4.740309 

 
Table.2. EDAX value of CuO nanostructures from Murraya koenigii (curry leaves) 

ELEMENT WEIGHT % ATOMIC% 

OK 56.12 83.55 

CuK 43.88 16.45 
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Figure 1.  XRD Spectrum of CuO nanostructures from 

Murraya koenigii (curry  leaves) 

Figure 2.  UV- Vis absorption spectrum of CuO 

nanostructures from Murraya koenigii (curry leaves) 

 
Figure 3.  Morphological SEM images from  Murraya koenigii (curry leaves) 

 
 

Figure 4. EDAX Spectra of CuO nanostructures from  

Murraya koenigii (curry leaves) 

Figure 5.  FTIR Spectrum of CuO nanostructures from 

Murraya koenigii (curry leaves) 
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Figure 6.  PL Spectrum of CuO nanostructures from  

Murraya koenigii (curry leaves) 

Fig. 7. Photograph of colour degradation with time 

 

 
Figure 6.  Photodegradation response of CuO nanostructures on methyl orange dye 
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INTRODUCTION 

 
A soft set is a collection of approximate descriptions of an object. In 1999, Molodtsov [7] developed the concept of a 

soft set to handle difficult problems in economics, engineering, and the environment, where no mathematical 

methods could effectively deal with the many types of uncertainty. Maji et al. in [6] developed various operators for 

soft set theory and conducted a more detailed theoretical analysis of soft set theory. Various operations analogous to 

union, intersection, complement, difference etc. in set theory have been discussed in the context of soft sets (see [2, 3, 

4, 16]). Topological structures on soft sets, in a similar manner, are more generalized methods that can be used to 

measure the similarities and differences between the objects in a universe which are soft sets. There are two versions 

of soft topology defined on soft sets, one by Shabir *15+ and other by Cagman et al. *5+. The main diffierence between 

these approaches is that the first investigates a sub collection of all soft sets in an initial universe with a fixed set of 

parameters, whereas the second considers a sub collection of all soft subsets of a specific soft set in a universe. In 

2018, Smarandache [16] expanded the notion of a soft set to a hypersoft set by substituting the function with a multi-

argument function described in the cartesian product with a different set of parameters. This concept is more 

adaptable than the soft set and more useful when it comes to making decisions. Musa and Asaad [8,9]) introduced a 

new idea of hypersoft sets called bipolar hypersoft sets and they investigated some of their bipolar hypersoft 
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topological structures. Researchers have been drawn to hypersoft set structure because it isbetter suited to decision-

making diffculties than soft set structure. Despite the fact that itis a new concept, numerous studies have been 

conducted, and the field of study continues togrow *1, 10, 11, 12+. In this paper we have introduced generalized 

hypersoft sets and studied their properties. 

 

Preliminaries  

Definition 2.1. [16] A pair (F, A1 × A2 × ... × An) is called a hypersoft set over U, where F is a mapping given by F : A1 

× A2 × ... × An → P(U). 

Simply, we write the symbol E for E1 ×E2 ×...×En, and for the subsets of E : the symbols A for A1 × A2 × ... × An, and B 

for B1 × B2 × ... × Bn. Clearly, each element in A, B and E is an n-tuple element. We can represent a hypersoft set (F,A) 

as an ordered pair, (F,A) = ,(α, F(α)) : α ∈ A}. 

Definition 2.2. [11] For two hypersoft sets (F,A) and (G,B) over a common universe U, we say that (F,A) is a 

hypersoft subset of (G,B) if  

(1) A ⊆ B, and  

(2) F(α) ⊆ G(α) for all α ∈ A. We write (F,A) ⊆ (G,B).  

Definition 2.3. [11] Two hypersoft sets (F,A) and (G,B) over a common universe U are said to be hypersoft equal if 

(F,A) is a hypersoft subset of (G,B) and (G,B) is a hypersoft subset of (F,A). 

Definition 2.4. [11] The complement of a hypersoft set (F,A) is denoted by (F,A)c and is defined by (F,A)c = (Fc ,A) 

where Fc : A → P(U) is a mapping given by Fc (α) = U \ F(α) for all α ∈ A .  

Definition 2.5. [12] A hypersoft set (F,A) over U is said to be a relative null hypersoft set, denoted by (Φ,A), if for all 

α ∈ A, F(α) = ϕ.  

Definition 2.6. [12] A hypersoft set (F,A) over U is said to be a relative whole hypersoft set, denoted by (X,A), if for 

all α ∈ A, F(α) = U. 

Definition 2.7. [12] Difference of two hypersoft sets (F,A) and (G,B) over a common universe U, is a hypersoft set (H, 

C), where C = A ∩ B and for all α ∈ C, H(α) = F(α)\G(α). We write (F,A) \ (G,B) = (H, C). 

Definition 2.8. [12] Union of two hypersoft sets (F,A) and (G,B) over a common universe U, is a hypersoft set (H, C), 

where C = A ∩ B and for all α ∈ C, H(α) = F(α) ∪ G(α). We write (F,A)  (G,B) = (H, C).  

Definition 2.9. [11] Intersection of two hypersoft sets (F,A) and (G,B) over a common universe U, is a hypersoft set 

(H, C), where C = A∩B and for all α ∈ C, H(α) = F(α)∩G(α). We write (F,A) ∩ (G,B) = (H, C). 

Definition 2.10 [11] Let (F,E) be a hypersoft set over U and Uu . Then ),( EFu if )(Fu  for all .E  

Note that for any ),(, EFuUu  , if )(Fu  for some E . 

Definition 2.11[13]. Let τH be the collection of hypersoft sets over U, then τH is said to be a hypersoft topology on U if  

(1) (Φ,E), (X,E) belong to τH,  

(2) the intersection of any two hypersoft sets in τH belongs to τH,  

(3) the union of any number of hypersoft sets in τH belongs to τH.  

Then (U, τH,E) is called a hypersoft topological space over U. 

Definition 2.12[13]. Let (U, τH,E) be a hypersoft space over U, then the members of τH are said to be hypersoft open 

sets in U. 

Definition 2.13[13]. Let (U, τH,E) be a hypersoft space over U. A hypersoft set (F,E) over U is said to be a hypersoft 

closed set in U, if its complement (F,E)  belongs to τH.The union of two hypersoft topologies on U may not be a 

hypersoft topology on U.  

Definition 2.14[13]: Let (U, τH1,E) and (U, τH2,E) be two hypersoft topological spaces over U. if τH1⸦τH2 then τH2 is said 

to be finer than τH1. If τH1   τH2or τH2τH1 then τH1 and τH2 are said to be comparable hypersoft topologies over U  

comparable hypersoft topologies over U  

 

Hypersoft Generalized Closed Sets 

Let U be an initial universe set and E be the non-empty set of parameters. Now we shall define the new relatively 

closed set in the following definition. 
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Definition 3.1  

A hypersoft set (HS, E) is called a hypersoft generalized closed (hypersoft g-closed) in a hypersoft topological space 

(X,τH, E) if  cl (HS,E)    (U,E) whenever (HS,E)   (U,E) and (U,E) is hypersoft open in X 

 

Theorem3.2 

If (HS,E) is hypersoft g-closed in X and (HS,E)  (A, E)  cl (HS,E)  𝑡hen (A,E) is hypersoft g-closed. 

Proof 

Suppose that, (HS,E) is hypersoft g-closed in X and (HS,E)  (A, E)  cl (HS,E)   

Let (A,E)  (U,E) and (U,E) is hypersoft open in X 

Since (HS,E) (A,E) and (A,E)  (U,E) 

We have, (HS,E)  (U,E) 

Hence cl (HS,E)   (U, E) (Since (HS,E) is hypersoft g-closed) 

Since (A, E)  cl (HS,E)   we have, cl (A,E)  cl (HS,E)   (U,E) 

Therefore (A,E) is hypersoft g-closed. 

 

Theorem 3.3 

If (AH,E) and (BH,E) are hypersoft g-closed sets then so is (AH,E)  (BH,E). 

Proof 

Suppose that (AH, E) and (BH, E) are hypersoft g-closed sets. 

Let (AH,E)  (BH,E)  (U,E) and (U,E) is hypersoft open in X 

Since (AH,E)  (BH,E)  (U,E) we have. 

 (AH,E)  (U,E) and  (BH,E)  (U,E) 

Since (U,E) is hypersoft open in X and (AH,E) and (BH,E) are hypersoft g-closed sets. 

We have, cl (AH,E)  (U, E) and, cl (BH,E)  (U, E) 

Therefore  

cl (AH,E)  (BH,E) = cl (AH,E)   cl (BH,E)   (U, E) 

This completes the Proof. 

 

Theorem 3.4 

If a set (HS,E) is hypersoft g-closed in X if and only if cl (HS,E) \  (HS,E) contains only null hypersoft closed set. 

Proof 

Suppose that, (HS,E) is hypersoft g-closed in X. 

Let (A,E) be hypersoft closed and (A,E)cl (HS,E) \  (HS,E)  

Since A is hypersoft closed we have its relative complement A′  is hypersoft open. 

Since (A,E)  cl (HS,E) \  (HS,E)  we have (A,E)  cl (HS,E) and (A,E)  (HS,E)′ 

Hence, (HS,E)   (A,E)′ 

Consequently cl (HS,E)  (A,E)′ (Since (HS,E) is hypersoft g-closed set in X) 

Therefore (A,E) cl (HS,E)’ 

 Hence (A,E) = φ, Hence, cl (A,E) \ (A,E) contains only null hypersoft closed set.  

One can easily prove the converse part. 

Corollary 3.5 

A hypersoft g-closed (HS,E) is hypersoft closed if and only if cl (HS,E) \  (HS,E) is hypersoft closed.  

Proof 

If (HS,E) is hypersoft closed, then cl (HS,E) \  (HS,E) = φ 

Consequently, suppose that, cl (HS,E) \  (HS,E)  is hypersoft closed.  

Since (HS,E) is hypersoft g-closed. 

cl (HS,E) \  (HS,E) = φ (by the theorem) 

Hence (HS,E) is hypersoft closed.  
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\Theorem 3.6 

Let (HS,E) be a hypersoft g-closed set and suppose that (A,E) is a hypersoft closed set. Then (HS∩A,E) is a hypersoft g-

closed set. 

Proof: It is obvious  

 

Hypersoft Generalized Open Sets 

Definition 4.1: A hypersoft set (HS,E)  is called a hypersoft generalized open (hypersoft g-open) in a hypersoft 

topological space(X,τH, E) if  the relative complement (HS, E)' is hypersoft g-closed in X.  

Equivalently, a hypersoft set (HS,E) is called a hypersoft generalized open (hypersoft g-open) in a hypersoft 

topological space (X,τH, E) if and only if (A, E) (HS,E)o whenever (A, E)  (HS,E)  and (A, E) is hypersoft closed in X. 

 

Theorem 4.2 

If (HS,E)  is hypersoft g-open in (X,τH, E) and int (HS,E)  (A, E) (HS,E)  then (A, E) is hypersoft g-open. 

Proof 

Suppose that (HS,E)  is hypersoft g-open in (X,τH, E)  and int (HS,E)  (A, E) (HS,E) 

Let (B, E) (A,E) and (B,E) is hypersoft closed in X. 

Since (A,E)  (HS,E)   and (B,E)  (A,E) we have (B,E) (HS,E)  

Hence (B,E)  int (HS,E)  {since (HS,E)  is hypersoft g-open }  

Since int (HS,E)  (A,E) we have (B,E)  int (HS,E)  int (A,E)  

Therefore (A,E) is hypersoft g-open. 

 

Theorem 4.3 

If (F,E) and (G,E) are hypersoft g-open sets then so is  𝐹, 𝐸 ∩  𝐺, 𝐸  

Proof 

Suppose that (F,E) and (G,E) are hypersoft g-open sets 

Let (𝐴, 𝐸) 𝐹, 𝐸 ∩  𝐺, 𝐸  and (A,E) is hypersoft closed set in (X,τH, E) 

Since  𝐴, 𝐸  𝐹, 𝐸 ∩  𝐺, 𝐸  we have  𝐴, 𝐸  𝐹, 𝐸  and (𝐴, 𝐸) 𝐺, 𝐸  

Since (A,E) is hypersoft closed in (X,τH, E) and (F,E) and (G,E) are hypersoft g-open sets we have, 

 𝐴, 𝐸  int  𝐹, 𝐸  and (𝐴, 𝐸) int  𝐺, 𝐸  

Therefore  𝐴, 𝐸  int  𝐹, 𝐸 ∩  𝑖𝑛𝑡   𝐺, 𝐸  

This completes the proof. 

Remark 4.4 

The union of two hypersoft topologies on U may not be a hypersoft topology on U 

Example 4.5 

Let U= {a1, a2, a3, a4}, E={ e1, e2, e3, e4}, E1= {e1, e2}, E2={e3}, and E3={e4}.  

Let τH1={  ∅, 𝐸 ,  𝑋, 𝐸 ,  𝐹1, 𝐸 ,  𝐹2, 𝐸 , (𝐹3, 𝐸)} and τH2={ ∅, 𝐸 ,  𝑋, 𝐸 ,  𝐺1, 𝐸 ,  𝐺2 , 𝐸 , (𝐺3, 𝐸)} be two hypersoft 

topologies defined on U where  𝐹1, 𝐸 ,  𝐹2, 𝐸 ,  𝐹3, 𝐸 ,  𝐺1, 𝐸 ,  𝐺2 , 𝐸 , (𝐺3, 𝐸) are hypersoft sets over U defined as 

follows 
 𝐹1, 𝐸 = {  𝑒1 , 𝑒3 , 𝑒4 ,  𝑎3 , 𝑎4  , ( 𝑒2, 𝑒3, 𝑒4 , {𝑎2, 𝑎3})} 

 𝐹2, 𝐸 = {  𝑒1, 𝑒3 , 𝑒4 ,  𝑎1 , 𝑎2 , 𝑎3  , ( 𝑒2, 𝑒3, 𝑒4 , {𝑎1, 𝑎4})} 

 𝐹3, 𝐸 = {  𝑒1, 𝑒3 , 𝑒4 ,  𝑎3  , ( 𝑒2 , 𝑒3 , 𝑒4 , ∅)} 

and  
 𝐺1 , 𝐸 = {  𝑒1 , 𝑒3, 𝑒4 ,  𝑎3, 𝑎4  , ( 𝑒2, 𝑒3 , 𝑒4 , {𝑎1 , 𝑎3, 𝑎 4})} 

 𝐺2 , 𝐸 = {  𝑒1 , 𝑒3, 𝑒4 ,  𝑎1 , 𝑎2  , ( 𝑒2, 𝑒3 , 𝑒4 , {𝑎2, 𝑎4})} 

 𝐺3 , 𝐸 = {  𝑒1 , 𝑒3, 𝑒4 , ∅ , ( 𝑒2 , 𝑒3, 𝑒4 , {𝑎4})} 

Then τ𝐻1 ∪ τ𝐻2 = { ∅, 𝐸 ,  𝑋, 𝐸 ,  𝐹1, 𝐸 ,  𝐹2, 𝐸 ,  𝐹3, 𝐸 ,  𝐺1 , 𝐸 ,  𝐺2 , 𝐸 , (𝐺3, 𝐸)} 

If we take  𝐹1, 𝐸 ∪  𝐺1 , 𝐸 = (𝐻, 𝐸) then  𝐻, 𝐸 = {  𝑒1 , 𝑒3 , 𝑒4 ,  𝑎3, 𝑎4  , ( 𝑒2 , 𝑒3, 𝑒4 , 𝑈)} but (𝐻, 𝐸) does not belongs to 

τ𝐻1 ∪ τ𝐻2. Hence τ𝐻1 ∪ τ𝐻2is not a hypersoft topology on U 
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In Present research article, we have investigated isotropic and anisotropic Bianchi type-III string 

cosmological model with five dimension in General Relativity in presence of perfect fluid. We have also 

studied some physical and geometrical aspects of obtained models.  

 

Keywords: Five dimensional, Bianchi type-III, String. 

 

INTRODUCTION 

 
String cosmology has recently attracted a lot of attention, due to its crucial significance in the study of the universe's 

early stages before the development of particles. Therefore, cosmologists have shown a great deal of interest in 

learning about the cosmos in the current age, as well as its past and present states of existence and how it will evolve 

in the future. We still don’t have enough information to draw fir conclusion on its genesis and evolution. Therefore, 

it is crucial to conduct further research in order to uncover undiscovered cosmic phenomena. Before the creation of 

the first particle in the universe, the string theory was a useful idea. Letelier[1,2] and Satchel[3] initially describe the 

general relativistic formation of the cosmic strings. Additionally, in 1983, he used the Einstein's field equation for a 

cloud of heavy strings to generate cosmic models in the Bianchi type I and Kantowskiu-Sachs space times.  Several 

notable authors have recently shown an interest in cosmic strings in general relativity because of the vital part that 

strings play in characterising The creation of our universe's early stages Kibble[4,5]. Singh and Mollah[6] constructed 

several cosmological models of the universe using Lyra geometry. Trivedi and Bhabor[7] have recently tackled string 

cosmological models of Bianchi type III with dark energy in the context of Brans-Dicke scalar-tensor theory of 

gravitation. One of the fundamental goals of cosmological models is to describe the various stages of the universe in 

terms of the temporal history of its acceleration field. There is mounting evidence that dark energy currently rules 

the universe. Bianchi Type-IX String Cosmological Models for Perfect Fluid Distribution in General Relativity were 

studied by Tyagi[8] et al. Additionally, Tyagi and Sharma[9] have looked into a few bulk viscous string cosmological 
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models of the Bianchi type II with an electromagnetic field. Furthermore, they used the assumption that the shear 

and expansion are proportionate in order to get at an obvious conclusion. Sahoo and Mishra[10] have created Five 

dimensional Bianchi type III cosmological models for quark matter coupled to a string cloud in general relativity. 

They considered about and discussed about much metric potential scenarios. All of the models' kinematical and 

physical characteristics are discussed. 

 

Tyagi and Sharma[11] have examined the bulk viscous fluid in the LRS Bianchi Type-II Magnetised String 

Cosmological Model. By considering into account five-dimensional space-time, Baro and Singh[12] investigate a 

Bianchi type-III string cosmological model with bulk viscous fluid and a negative constant Declaration parameter in 

general relativity. They acquired some of the crucial model parameters and their behaviours. The Bianchi type-V 

magnetised string cosmology model with variable magnetic permeability for viscous fluid distribution was studied 

by Tyagi and Sharma[13]. In the context of Saez-Ballester theory Baruah and Daimary[14] looked into the interaction 

of a five-dimensional Bianchi type-I anisotropic cloud string cosmological model with an electromagnetic field. 

Assuming a condition between energy density and string tension density, Acharya and Sanawadwala[15] examined 

some Bianchi type III string cosmological models for ideal fluid distribution using a different approach. Hoyle-

Narlikar C-field cosmology with Bianchi type-V non-static space-time in higher dimensions was researched by 

Kishor[16] et al. A five-dimensional plane symmetric Bianchi type-I cosmological model created by a cloud of strings 

and bulk viscosity in general relativity was taken into consideration by Mete and Deshmukh[17]. Mollah[18] et al. 

study a homogeneous and anisotropic space-time that is characterised by a Bianchi type-III metric with a perfect 

fluid in a Lyra geometry. 

 

We investigated five-dimensional Bianchi type-III string cosmological models with perfect fluid distribution in 

general relativity in this study, which was inspired by the situations that were covered above. In order to obtain 

different situations for the Bianchi type model Universe, we solved the surviving field equations under some specific 

simplifying assumptions, like the universe changes from being anisotropic early on to being isotropic later on. There 

is also discussion of a few geometrical and physical characteristics of models. 

 

The Metric And Field Equations 

Five-dimensional Bianchi-type – III metric is given by   
2 2 2 2 2 2 2 2 2 2 2.xds dt A dx B e dy C dz D dm     

      (1) 

Where A, B, C, and D are the only metric functions of comic time't'. In this situation, it is presumed that the 

additional fifth coordinate, "m," is space-like. For the above line element we assume  
 

1x x , 
2 ,x y  

3 ,x z 4x m  and 
5 .x t        (2) 

The general relativity Einstein's field equation is given by 

1
.

2

j j

ij i iR Rg T  
            (3) 

The energy-momentum tensor for a cloud string is given by 

.ij i j i jT v v x x  
 

The energy density 


 for a cloud of strings with extreme mass  with particles attached.  

So, we write  (4) 

p    ,                                                                                  (5) 

p , 
λ is the rest energy density of particles and λ is the string tension density of cloud of string. The fifth coordinate 

is taken to be space like and the coordinate are co-moving. where 
iv  is the five velocity vector of particles given by 

(0,0,0,0,1)iv   and 
1(0,0,C ,0,0).ix 
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Such that, 

1j j

i iv v x x     and 0.i

iv x   

The field equation for the metric (1) takes the form 

0
B C D BC BD CD

B C D BC BD CD
     
       

                (6) 

0
A C D AC AD CD

A C D AC AD CD
     

       

  (7) 

2

1A B D AB AD BD

A B D AB AD BD A
      

       

                                                                    (8)

 
2

1
0

A B C AB AC BC

A B C AB AC BC A
      

       

                                                                                 (9)

 

2

1AB AC AD BC BD CD

AB AC AD BC BD CD A
      

          

  (10)

 

0
A B

A B
 

 

 (11)

 

Case-I: Isotropic Model 

We have consider the Isotropic model as 

A=B=C= 1nt  and D= 2nt      (12) 

Where 1n  and 2n  are two arbitrary constants. 

By using equation (12) in equations (6-11), we get 

2 2

1 1 2 1 2 22

1
(3 2 2 n n ) 0n n n n

t
    

 (13)      

 

1

2 2

1 1 2 1 2 2 22

1 1
(3 2 2 n n )

n
n n n n

t t
     

 (14)

 

1

2

1 1 22

3 1
(2 n ) 0

n
n

t t
  

 (15)

 

1

2

1 1 2 22

3 1
(3 3 )

n
n n n

t t
  

 (16)

 

We observe that isotropic model will expand as t when 1 0n   and extra dimension will contract as t 

approaches to infinite if 2 0n  . 

In this particular case, the metric describes the model's geometry,  

1 22 22 2 2 2 2 2 2( ) .n nxds dt t dx e dy dz t dm       (17) 

The scalar expansion for model (17) is given by 
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1 2

1
(3 )n n

t
                   (18) 

The rest energy density   is given by 

1

2

1 1 2 22

3 1
(3 3 )

n
n n n

t t
     (19) 

The string tension density  is given by         

 
1

2 2

1 1 2 1 2 2 22

1 1
(3 2 2 n n )

n
n n n n

t t
        (20)

 
 And using equations 18 and 19, the particle density is given by  

 
2

1 2 1 2 22

1
( 2 n n )p n n n

t
      (21) 

The Hubble parameter is derived as 

 
1 2

1
(3 )H

4
n n

t
   (22) 

Spatial volume is derived as  
2

1 2

4
 
n n

V
t


  (23) 

Deceleration Parameter is derived as 

4q    (24) 

 

Case I: Physical Interpretations 

In this instance, Equation 17 anisotropic Bianchi type-I string cosmology model in five dimensions of space-time has 

been constructed. Equation (18–24) represents the model's physical and geometric solutions. 

Initially at t = 0, the expansion θ → ∞ and as the time t increases gradually it decreases and finally it becomes 0 when 

t → ∞ with the positive values of 1 2,n n . The model thus demonstrates that the Universe is expanding with the 

passage of time, but that the rate of growth slows as time passes and ceases at time t → ∞. 

It is observed that the value of the deceleration parameter is always negative whatever be the value of 1n and 2n  

which showa that our model (17) decelerates in the standard way which is in accordance with the present-day 

observational scenario of accelerating Universe.  

 

Case II: (Anisotropic Model) 

In this case, we have assumed 

1mA t , 2mB t , 3m
C t  and 4mD t  (25) 

Where 1m , 2m , 3m  and 4m  are three arbitrary constants.  

Using equation (25) in equations (6)-(11), we get 

1

2 2 2

1 2 4 1 2 1 4 2 4 1 2 4 22

1 1
[m ( )]

m
m m m m m m m m m m m

t t
          

 (26)

 

1
1 2 3 4 2 3 3 4 4 2 22

1 1
[ (m ) m m m ]

m
m m m m m m

t t
       

 (27) 

2 2 2

3 1 2 4 1 2 42

1
[(m 1)(m ) (m )]p m m m m

t
       

 (28)
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when 1m
, 2m

 and 3m
 are all positive then we observed that the anisotropic three space will expand as t approaches 

to infinite and the extra dimension will contract as 
t 

 if 4 0m 
   

In this particular case, the metric describes the model's geometry. 

31 2 422 2 22 2 2 2 2 2 2.
mm m mxds dt t dx t e dy t dz t dm     

 (29)   

The  coefficient of scalar expansion   for model (29) is given by 

k

t
  , (30) 

Where, 1 2 3 4m m m m k     

The Hubble parameter is derived as 

4

k
H

t
  (31) 

Spatial volume of universe is derived as  
kV t ,  (32) 

Deceleration Parameter is derived as 

4
1q

k
        (33) 

 

Physical Interpretations Of The Case II 

In this case, it is seen that the deceleration parameter has a positive constant value when k<4, indicating that our 

model Universe (29) decelerates in the usual manner, and a negative constant value when k>4, indicating that our 

model Universe accelerates in the usual manner. The Bianchi type models, on the other hand, depict the universe at 

its early stages of evolution, and while the universe decelerates in the usual manner, in the early universe it will 

accelerate in finite time due to comic recollapse where the universe in turns inflates "decelerates and then 

accelerates."  

In case II, we have built the five-dimensional anisotropic Bianchi type-I string cosmological model in general 

relativity, which is given by Equation 29. The model's geometrical and physical behaviour can be discussed as. 

when 1 2 3 4mm m m    are all positive, we noticed that our model grew along the x, y, and z axes as t → ∞, 

whereas the extra dimension contracted and disappeared at t → ∞, when 4m  < 0.  

At the initial, or t equals 0, it is seen that the energy density is ρ → ∞ and ρ → 0 as t → ∞  and that it meets the reality 

condition when 
2

1 2 3 3 4 4 2 1mm m m m m m m    .  

Additionally, it is noted that the particle density ( p ) is infinite when time t= 0, it declines as time (t) increases, and 

finally becomes 0 as t → ∞. When, it meets the reality condition 
2 2 2 2

1 2 3 4( ) 1m m m m    .   

The spatial volume V in this model is 0 at the first epoch t = 0, and increases with respect to time, indicating that our 

model Universe is expanding as time progresses. 

The expansion scalar θ → ∞ at initial t = 0, and as the time progresses gradually it decreases and finally it becomes 0 

when t → ∞. The model thus demonstrates that the Universe is expanding with the passage of time, but that the rate 

of expansion slows as time passes and ceases at time t → ∞.  

When l<4, it is seen that the deceleration parameter q value is positive, indicating that the universe in our model 

briefly slows down. Additionally, it is noted that the deceleration parameter q has a negative value when l > 4, 

suggesting that our model Universe accelerates in a manner consistent with the current observable scenario of an 

accelerating Universe.   
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CONCLUSION 
 

According to the isotropic model, our model universe decelerates in a manner that is consistent with the current 

empirical scenario in which the universe is accelerating. According to the anisotropic model, the universe is 

expanding as time goes on, but the rate of expansion slows down and eventually ceases at time t→∞. Our model is 

seen to be anisotropic, expand, shear, decelerate initially and then accelerate in the later stages. The extra dimension 

contracts and becomes unobservable at time t→∞ as the model grows along the x, y, and z axes. 
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India is on the 2nd largest most excessively populated country all over the world, and at present the 

requirement for food and water is in huge amount. The State production and supply of essentials needed 

to be assess, for this purpose its very much necessary to know the pattern of the resources like land and 

water etc. The Changes in the environment which occurs indirectly or directly affects the ecosystem. Due 

to rapid urbanization, globalization and industrialization many of the major cities is been growing larger 

and larger and the merging of the nearby areas with the cities is being done without any proper 

planning. The water cycle has been affected very strongly by all the anthropogenic activities and the 

quantity and quality of the water availability is affected by water cycle due to that effect it’s not 

astounding that many of the river basins experiencing water scarcity due to sudden changes in 

hydrological cycle. It’s very important to know the different effects of changes occurring in land use/land 

cover and envisage the consequences and steps to be followed to reduce the effect consequently. In the 

present study SWAT platform is used where the inputs are given and simulation is done by using RS and 

GIS for the prediction of parameters which contributes to changes. The given study emphases on the 

surface runoff which is commonly effected by the land cover changes over there. The study is done by 

entering the processed data in GIS environment. This data gives all the essential parameters for the input 

in SWAT (Soil and water assessment tool). The simulation run in SWAT was carried out by using the 

runoff inputs which is generated for the specific time period in the study area. GIS Environment 

processes the input given to SWAT and then reading the responses of the runoff of the basin catchment 
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for the period given. There is a chance to envisage the concerns and consequences and find out the 

changes and which can decrease the complications of futures and can be recommended the given 

strategies to reduce the extreme changes which distresses the ecosystem and possibility for development 

of sustainable ecosystem.   

 

Keywords: Remote Sensing, GIS, Land use, Land cover, SWAT, Arc GIS, Rainfall, Runoff. 

 

INTRODUCTION 

 
Kinnerasani is the study area which is located in the state of Telangana (T.S). Telangana state is mostly an 

agricultural state in that state total 70% population depends on agriculture for getting its livelihood. The 

considerable attention has been taken for the development of large scale, medium scale and small scale industries in 

the Telangana districts. Due to this the urban the urban population was increased over the years. In general, natural 

resource base is limited. The current study area provides irrigation to the agricultural areas and provides water to 

(KTPS) Kothagudem thermal power station at Palvancha for thermal power generation.  

 

Objectives Of The Study 

1. Collection and assessment of data for the natural cover changes of the study area by input of parameters for the 

period 2009 and 2013. 

2. Annual runoff generation of the study area in the time period given. 

3. To calculate and evaluate the runoff response of the study area for the given period. 

4. Development of strategies for the mitigation of the objectionable effects on land use/land cover. 

 

Location and Extent  

Kinnerasani, is a very important tributary of Godavari river. The study area covers an area of 910sq. km. The study 

area is located at 170 41’ N and 800 40’ E. The Kinnerasani basin storage capacity is 233 m3at the reservoir full level of 

124.05m. The mandals Tekulapalli, Gundala, Plvancha and Burgampadu are under command areas and the 

catchment areas. Fig 1 Shows location map of the Study area. 

 

Climatic Conditions 

The climatic condition of the city is impartially justifiable with winter summer and rainy seasons. Based on the 

previous studies on climatologically data shows that south-west monsoon gives more than (75%) the average. Rest of 

the 25% summer showers constitutes from North- East monsoon. So the maximum amount of rainfall is received in 

south-west monsoon 

 

Physiography  

The details of physiographic area are the undulating terrain with a slope of 1-6%, varying from nearly level to a 

very steep slope. Among overall 13% of the area is nearly level and around 58% of the area is moderate sloping. 

The mean sea level elevation of the study area is 107m (351 ft.) 

 

Soils 

The Kinnerasani basin is mainly consists of two types of soils clay soils and clay loam soils. Whereas majority of 

the area around 84% is clay soils and 14% of the area occupies as clay loam soil rest of the 2% is under water 

bodies and rocks. Fig 2  shows the soil texture of the study area. The spatial variation of depth of soil is given in the 

fig no.3.  About 62% of soils are moderately shallow to deep depth and about 36 % of soils are very shallow  

Kinnerasani basin soil productivity spatial variation has been depicted in fig 4.  14.72 % soils are ascetically 

productive and only 1% soils are non-productive Shown in the table 1 
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Soil And Water Assessment Tool (SWAT) 

SWAT is a Hydrological model and is well organized for the users the long term impacts.  SWAT functions on a 

regular time step at scale basin with ArcView GIS interface which is developed to envisage the impact on LU/LC 

(land use and land cover) by providing the parameters like Evapotranspiration runoff and potential 

evapotranspiration of large area uniformly and completely covered with continuous growing vegetation and 

unlimited supply of soil water. SWAT model simulates the quantity and quality of surface water and it also gives the 

impressions on all the parameters of the environment and ungauged watersheds by compelling specific data as the 

inputs and it as well as provides the precise data as inputs and it also make available the reflection to changed. 

SWAT is computationally effective for very large basins also. SWAT Methodology Flow chart is shown in fig no 5 

and 6 

 

Process For Running SWAT 

SWAT Project Setup 

First Click on SWAT PROJECT SETUP in ArcGIS software and give an output location  

Delineation of Watershed: 

For Delineation of watershed Click on watershed delineator and give DEM map as input for watershed delineation, 

Flow accumulation and direction, Watershed outlets and sub basin parameters and click on watershed delineation. 

Shown in the fig 7 

 

HRU Analysis 

 Click on HRU ANALYSIS in ArcGIS software and then on soil/land/slope definition. 

 Then Input landuse/land cover layer, soil map of a year and then reclassify it by giving slopes values and 

overlay them and create HRU’S Analysis. Shown in the fig 9 

 

Weather Data 

Process of weather station 

Nine weather stations are identified around the study area among all one weather station is selected for the 

collection of weather data. Shown in the Fig 10 

 

Running SWAT in GIS 

Stepwise methodology of Running SWAT in GIS shown in the fig 11 

 

Implementation  

Land Use/Land Cover Maps 

land use land cover map of the study area shown in fig no. 12 showing changes in the year 2009 and 2013. The 

vegetation covers in the year 2009 is 18.94% as compared to 2013 the vegetation cover is 13.4 %  

 

RESULTS 
 
2009 Results 

Swat reduced output is shown in the table2. Among which august month has received highest rainfall i.e.  355.4 cm 

and highest runoff i.e. 67.71. June July and August are the months for receiving highest precipitation. Fig 13 shows 

the graph of the year 2009 SWAT reduced output. Table 3 shows area wise feature present in study area of the year 

2009. Wet land vegetation covers the highest % of the area i.e. around 43.93%. Among all of the features total water 

bodies covered in the total area is 1.57%. River catchment is around 20.6%. Graphical representation of features 

present shown in the fig. 14. 
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2013 Results 

Table 4 shows the 2013 SWAT reduced output of the study are. As per this data in the month of July the area receives 

the highest rainfall i.e. 863.5 cm and runoff is also highest in this region i.e. 350.44 cm. Fig. 15 shows the runoff and 

precipitation simulated graph of the year 2015. Table 5 shows the features present in the region. Where wetland 

vegetation is the highest% in the region i.e. 35.8% and water bodies present is 1.6% only. Fig 16 shows the graph of 

features present in the study area.  

  Comparison Of 2009 And 2013 Results 

Table 6 shows the compared runoff of the year 2009 and 2013. As per this data runoff is the highest in the month of 

Julyi.e. 350.44 for the year 2013. This is due to the reduced vegetation in the year 2013 i.e. from 43.93% to 35.8% of 

wet land vegetation and 18.94% to 13.4% of healthy vegetation, which had made the soil water holding capacity less 

and increased rate of runoff has been observed. Fig 17 shows the runoff graph simulated upon comparing both the 

years and fig18 shows the graph of difference in area of the features. 

 

CONCLUSION 
 
Planning decision making and implementation through an efficient management call for the generation of 

comprehensive information system The obtained results show in the study there is increase of the features like river 

catchment with sand, scrub land which is clear indication of there is increased runoff in the year 2013 and the area 

under which is under built up land and agriculture is  increased whereas forest area is decreased. The results 

obtained by objective 3 shows that there is runoff increase in land use/land cover it is observed that there is decrease 

in healthy vegetation which results to increase in barren land and scrub land which finally leads to more runoff and 

less precipitation 

 

Recommendations 

Some strategies to mitigate the effect of heavy runoff are: 

 Add  plants and Protect trees 

 Catch runoff with modern techniques 

 Cover soil . 

 Use modern methods of Agriculture. 

 Methods implemented for deep percolation. 

 Increase rain water harvesting structures and collect as much as rainwater without wasting it as runoff. 

 Use fewer chemicals and use Natural resources for agricultural purpose. 

 Every individual should be responsible and take ownership of responsibilities and give hand in development of 

self and also surroundings. 
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Table 1: Details of soil productivity in the study area 

S. No Description Area km2 Percentage 

1. Highly Productive 105.83 11.63 

2. Non Productive 12.52 1.38 

3. Low Productive  132.37 14.55 

4. Moderately Productive 659.32 72.45 

 
Table 2 2009 SWAT Reduced Output 

2009 SWAT REDUCED OUTPUT 

MONTH PRECIPITATION RUNOFF 

JANUARY 0 0 

Kavita Singh et al., 
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FEBRUARY 0 0 

MARCH 3.7 0 

APRIL 0.4 0 

MAY 127.1 23.1 

JUNE 208 46.17 

JULY 343.5 64.63 

AUGUST 355.4 67.71 

SEPTEMBER 180.6 18.38 

OCTOBER 6.4 5.08 

NOVEMBER 105.1 9.2 

DECEMBER 6.2 0 

TOTAL 1397.4 234.27 

 
Table  3  Area wise feature present in the study area of the year 2009 

NAME OF THE FEATURE AREA(%) 

WATER BODIES 1.57 

HEALTHY VEGETATION 18.94 

WETLAND VEGETATION 43.93 

SCRUB LAND 14.96 

RIVER CATCHMENT WITH SAND 20.6 

 
Table 5 Area of the features present in 2013 

NAME OF THE FEATURE AREA(%)  

WATER BODIES 1.6 

HEALTHY VEGETATION 13.4 

WETLAND VEGETATION 35.8 

SCRUB LAND 21.3 

RIVER CATCHMENT WITH SAND 27.9 

 
Table 6 Comparison of 2009 and 2013 results 

MONTH  RUNOFF(2009) RUNOFF(2013) 

JANUARY 0 0 

FEBRUARY 0 0.19 

MARCH  0 0 

APRIL 0 0.28 

MAY 23.1 0 

JUNE 46.17 104.14 

JULY 64.63 350.44 

AUGUST 67.71 75.89 

SEPTEMBER 18.38 44.46 

OCTOBER 5.08 31.66 

NOVEMBER 9.2 0.16 

DECEMBER 0 0.01 

Kavita Singh et al., 
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Fig. 1The location map of study area Fig 2: Soil Texture Map of the Study Area

Fig 3: Spatial variation of soil depth in study area
Fig 4 :spatial variation of soil productivity in 
the Study area

Fig 5 Methodology flowchart of the study area
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Z–number is an useful concept introduced by Zadeh. This paper introduces new type of averaging 

operators on Z-numbers. Its application in replacement problem in fuzzy environment is also 

highlighted. 

 

Keywords : Z-number, Discrete Z-number, Lexicographic order, R Type Aggregation operator, GRTAO. 

  

 

INTRODUCTION 

 
Z–number is an useful concept introduced by Zadeh[1,2,3]. It elegantly encapsulates vague information in a 

mathematical format. It captures information about both the fuzziness of the data and reliability of the data. 

Arithmetic operations on Z-numbers have been studied by Aliev[4,5], Shahilabhanu[6] etc. From application point 

of view, it becomes important to study averaging operators on Z-numbers. There have been very few studies in this 

regard.  Jose M.Merigo, Montserrat Casanovas[7] dealt about OWA operators on fuzzy numbers.  A new R Type 

arithmetic operations on Z-numbers was introduced by Stephen[8].This paper describes a new type of averaging 

operators on Z-numbers. Its application in replacement problem in fuzzy environment is also highlighted. 
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PRELIMINARIES 

Definition : A Discrete Fuzzy number[3] 

A fuzzy subset L of the real line R with membership function 𝜇𝐿: 𝑅 → [0,1] is a discrete fuzzy number if its support is 

finite, i.e. there exist 𝑥1 , 𝑥2, ⋯ 𝑥𝑛 ∈ 𝑅 with 𝑥1 < 𝑥2 < ⋯ < 𝑥𝑛 , such that supp(L) = {𝑥1 , 𝑥2 , ⋯ 𝑥𝑛} and there exist natural 

numbers s, t  with 1 ≤ 𝑠 ≤ 𝑡 ≤ 𝑛 satisfying the following conditions: (1). 𝜇𝐿 𝑥𝑖 = 1for any natural number i with 

𝑠 ≤ 𝑖 ≤ 𝑡, 

(2). 𝜇𝐿 𝑥𝑖 ≤ 𝜇𝐿 𝑥𝑗  for each natural numbers i, j with 1 ≤ 𝑖 ≤ 𝑗 ≤ 𝑠 

(3). 𝜇𝐿 𝑥𝑖 ≥ 𝜇𝐿 𝑥𝑗   for each natural numbers i, j with𝑡 ≤ 𝑖 ≤ 𝑗 ≤ 𝑛 

 

Definition: Discrete Z-number[3] 

An ordered pair Z = (L, M), where L discrete fuzzy number on random variable X and M is a discrete fuzzy number 

with a membership function 𝜇𝑀  :   𝑚1 , 𝑚2, ⋯𝑚𝑛  → [0,1],  𝑚1, 𝑚2, ⋯ 𝑚𝑛 ⊂ [0,1]is a discrete Z-number. 

 

Definition : Zadeh'sDefinition of Z-number[3] 

For the ordered pair of fuzzy numbers (A,B), associated with a real-valued uncertain variable X, with the first 

component A, and the second component B is the measure of reliability of the first component.  Then Z = (A, B) is 

an Z number. 

 

Definition:MIN R operation[8] 

Let * be any one of the basic arithmetic operations addition, subtraction, multiplication, or division.  Let 𝑅𝑘  be any 

suitably chosen ranking function.  Then the MIN R operation is defined by (A, B)(*,MIN)(C, D)=(A*C, MIN(B, D)), 

where A*C is calculated by using the extension principle, 𝐴 ∗ 𝐶  𝑧 =  𝑠𝑢𝑝𝑧=𝑥∗𝑦  min 𝐴 𝑥 , 𝐶 𝑦   , 𝑥 ∈ 𝐴, 𝑦 ∈ 𝐶.  Also,  

MIN(C, D) = 
C , if 𝑟𝑘 𝐶 ≤ 𝑟𝑘(𝐷)

D , if 𝑟𝑘 𝐷 < 𝑟𝑘(𝐶)
 ,where  rk  is a ranking functionon a set of fuzzy numbers F. 

 

Definition: Lexicographic Order 𝐋(𝐑𝟏, 𝐑𝟐) for Z-numbers[9] 

 Let 𝑅1 𝑎𝑛𝑑 𝑅2 be any two  ranking functions and let 𝑍1 =  𝐴1 , 𝐵1 & 𝑍2 =  𝐴2, 𝐵2  be any two Z-numbers.  Define Z1 

≼Z2   𝑢𝑛𝑑𝑒𝑟 the Lexicographic order 𝐿 𝑅1, 𝑅2 if and only if  

(i) 𝑅1(𝐴1) < 𝑅1(𝐴2) ( 𝑜𝑟)    𝑖𝑖  𝑅1(𝐴1)  =  𝑅1(𝐴2) & 𝑅2(𝐵1) ≥ 𝑅2(𝐵2). 

 

SOME R TYPE AGGREGATION OPERATORS 

 

Definition: n-ary Z number 

In any Znumber both the components are in n-dimensional, then the corresponding Z number is called  n-aryZ 

number (n > 1).   

 

Example : 𝑍1 =  𝐴1, 𝐵1 = ((𝑎11 , 𝑎12 , … , 𝑎1𝑛 ), (𝑏11 , 𝑏12 , … , 𝑏1𝑛 )) 𝑎𝑛𝑑 

𝑍2 =  𝐴2, 𝐵2 = ((𝑎21 , 𝑎22 , … , 𝑎2𝑛 ), (𝑏21 , 𝑏22 , … , 𝑏2𝑛 )) be two n-ary (n > 1) Z numbers (𝑎𝑖𝑗 > 0, 𝑖 = 1 𝑡𝑜 2 𝑎𝑛𝑑𝑗 = 1 𝑡𝑜𝑛). 

Note: If n=2, 3, 4, 5, 6, 7, 8 then the Z-number is called Interval, Triangular, Trapezoidal, Pentagonal, Hexagonal, 

Septagonal, Octagonal Z-number respectively, 

 

Definition: R TypeArithmetic Operations on n-ary Z number: 

Let 𝑍1 = ((𝑎11 , 𝑎12 , … , 𝑎1𝑛 ), (𝑏11 , 𝑏12 , … , 𝑏1𝑛)) 𝑎𝑛𝑑 

𝑍2 = ((𝑎21 , 𝑎22 , … , 𝑎2𝑛 ), (𝑏21 , 𝑏22 , … , 𝑏2𝑛))  be two n-ary (n > 1) Z-numbers  

(𝑎𝑖𝑗 > 0, 𝑖 = 1 𝑡𝑜 2 𝑎𝑛𝑑𝑗 = 1 𝑡𝑜𝑛),   

Then define (1). addition of two Z-numbers by𝑍1(+,MIN)𝑍2 

       =((𝑎11 + 𝑎21 , 𝑎12 + 𝑎22 , … , 𝑎1𝑛 + 𝑎2𝑛), 𝑀𝐼𝑁 ( 𝑏11 , 𝑏12 , … , 𝑏1𝑛 ,  𝑏21 , 𝑏22 , … , 𝑏2𝑛 ) 

(2). 𝑍1(-,MIN)𝑍2 

  = ((𝑎11 − 𝑎2𝑛 , 𝑎12 − 𝑎2 𝑛−1 , …  𝑎1𝑛 − 𝑎21), 𝑀𝐼𝑁(( 𝑏11 , 𝑏12 , … , 𝑏1𝑛 ,  𝑏21 , 𝑏22 , … , 𝑏2𝑛 ) 

(3). Scalar Multiplication of any Z-number: For any k > 0,  

Parameswari et al.,  
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(k,1) (∙, 𝑀𝐼𝑁) 𝑍1 = (𝑘, 1)  (∙, 𝑀𝐼𝑁)((𝑎11 , 𝑎12 , … , 𝑎1𝑛), (𝑏11 , 𝑏12 , … , 𝑏1𝑛 )) 

= ((𝑘𝑎11 , 𝑘𝑎12 , … , 𝑘𝑎1𝑛 ), (𝑏11 , 𝑏12 , … , 𝑏1𝑛 )). 

(4). 𝑍1 (/,MIN) 𝑍2 

= ((𝑎11 , 𝑎12 , … , 𝑎1𝑛), (𝑏11 , 𝑏12 , … , 𝑏1𝑛 )) (/, 𝑀𝐼𝑁) ((𝑎21 , 𝑎22 , … , 𝑎2𝑛 ), (𝑏21 , 𝑏22 , … , 𝑏2𝑛 )) 

    ≈ ((
𝑎11

𝑏1𝑛
, 

𝑎12

𝑏1(𝑛−1)
, …,

𝑎14

𝑏11
), 𝑀𝐼𝑁( 𝑏11 , 𝑏12 , … , 𝑏1𝑛 ,  𝑏21 , 𝑏22 , … , 𝑏2𝑛 ) 

Also, In Particular,
1

(𝑎11 ,𝑎12 ,…,𝑎1𝑛 )
=

(1,1,…1)

(𝑎11 ,𝑎12 ,…,𝑎1𝑛 )
≈ (

1

𝑎1𝑛
, … .

1

𝑎12
,

1

𝑎11
). 

 

Definition : General R Type Aggregation Operations  on Z-number (GRTAO) 

For n    ≥ 2  Z-numbers, 𝑍1 =   𝐶1 , 𝐷1 ,  𝑍2 =   𝐶2, 𝐷2 …  𝑍𝑛 =   𝐶𝑛 , 𝐷𝑛 , the R Type Aggregation Operation is a 

function RTA :  𝑍𝑛  →  𝑍  defined by RTA(𝑍1 , 𝑍2 , …  𝑍𝑛 ) =  

(h(𝐶1, 𝐶2, …  𝐶𝑛), 𝑘(𝐷1, 𝐷2, …  𝐷𝑛)).  Here, h is continuous, convex, symmetric, and idempotent of given fuzzy 

numbers𝐶1, 𝐶2, …  𝐶𝑛 , and k is MIN or Product of reliability of𝐷1, 𝐷2, …  𝐷𝑛 . 

 

Definition : MIN   R Type Arithmetic Mean (MRTAM): 

Let 𝑍1 , 𝑍2, …  𝑍𝑛  denote the Z-numbers 𝐿1 , 𝑀1 ,  𝐿2, 𝑀2 …   𝐿𝑛 , 𝑀𝑛 respectively. Their MRTAM is defined to 

be:𝑀𝑅𝑇𝐴𝑀 𝑍1 , 𝑍2, …  𝑍𝑛 =   h 𝐶1, 𝐶2, …  𝐶𝑛 , 𝑘 𝐷1, 𝐷2, …  𝐷𝑛   

                                     =  
1

𝑛
, 1  ∙ , 𝑀𝐼𝑁 {𝑍1 + , 𝑀𝐼𝑁 𝑍2  + , 𝑀𝐼𝑁 …  +, 𝑀𝐼𝑁 𝑍𝑛 } 

=( 
𝐿1+ 𝐿2+⋯+ 𝐿𝑛

𝑛
, 𝑀𝐼𝑁 𝑀1, 𝑀2, … , 𝑀𝑛 ),  

where h(𝐿1 , 𝐿2, …  𝐿𝑛) =  
𝐿1+ 𝐿2+⋯+ 𝐿𝑛

𝑛
,𝑘 𝑀1, 𝑀2, …  𝑀𝑛 = 𝑀𝐼𝑁 𝑀1, 𝑀2, … . 𝑀𝑛 , and  

𝐿1 +  𝐿2 + ⋯ + 𝐿𝑛  denotes addition of fuzzy numbers using extension principle 

 

Example  : 

Let 𝑍1 =  𝐿1 , 𝑀1 =((5,9,10,12),(.7,.8,.9,.95)),𝑍2 =  𝐿2, 𝑀2  =((7,9,12,14),(.75,.8,.85,.9)) be two trapezoidal Z-numbers. For 

finding MIN (𝑀1 , 𝑀2), use the ranking function 𝑟𝑘  for the trapezoidal fuzzy number 

 𝑦1 , 𝑦2 , 𝑦3 , 𝑦4   is  𝑟𝑘 𝑦1, 𝑦2, 𝑦3, 𝑦4 =  
𝑦1+ 𝑦2+ 𝑦3+ 𝑦4

4
. 

Then, MRTAM(𝑍1 , 𝑍2) =  
1

2
, 1  . , 𝑀𝐼𝑁 [𝑍1 + , 𝑀𝐼𝑁 𝑍2]=((6,9,11,13), (.75,.8,.85,.9)) 

 

RESULT 
 

If 𝑥1 , 𝑥2, … . . 𝑥𝑛  are real numbers then they can be represented by the z-numbers  𝑥1 , 1 ,  𝑥2, 1 … . (𝑥𝑛 , 1).The MRTAM 

of these numbers is (
𝑥1+𝑥2…𝑥𝑛

𝑛
, 1). 

That is the MRTAM is the generalization of usual arithmetic mean of real numbers. 

 

Definition : MIN R Type Geometric Mean(MRTGM): 

Let 𝑍1 , 𝑍2, …  𝑍𝑛  denote the Z-numbers  𝑃1, 𝑄1 ,  𝑃2, 𝑄2 …   𝑃𝑛 , 𝑄𝑛 respectively. Define MRTGM by MRTGM 

(𝑍1 , 𝑍2, …  𝑍𝑛) = (P, Q), where P=  𝑃1 × 𝑃2 × … × 𝑃𝑛 
1

𝑛  and 

𝑄 = 𝑀𝐼𝑁 (𝑄1, 𝑄2, . . 𝑄𝑛).Here, 𝑃1 × 𝑃2 is calculated using extension principle. 

 

Note:Let 𝑍1 =  𝐴, 𝐵  𝑎𝑛𝑑 𝑍2 =  𝐶, 𝐷 , 𝑡𝑒𝑛 𝑍1 ×, 𝑀𝐼𝑁 𝑍2 = (A, B)(×,MIN)(C, D) 

=(A×C, MIN(B, D)), where A×C is calculated by using the extension principle, 

 𝐴 × 𝐶  𝑧 =  𝑠𝑢𝑝𝑧=𝑥×𝑦 {min 𝐴 𝑥 , 𝐶 𝑦  }. 

 

RESULT  

If 𝑥1 , 𝑥2, … . . 𝑥𝑛  are real numbers then the MRTGM of these numbers is ( 𝑥1𝑥2 … . 𝑥𝑛 
1

𝑛 , 1). 

This shows that the MRTGM is the generalization of usual geometric mean of real numbers. 
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Example: 

Let  𝑃1, 𝑄1 =  
1

1
+

.5

2
+

.3

3
, (.7, .75, .8)  ,  𝑃2, 𝑄2 =  

.4

2
+

1

3
+

.2

4
, (.75, .8, .9)  ,   

 𝑃3, 𝑄3 =  
.8

8
+

1

9
,  . 7, .8, .9   be three discrete Z-numbers.  To find MRTGM (Z1,Z2,Z3)=(P, Q), where, P=

 𝑃1 × 𝑃2 ×  𝑃3  
1

3 and  𝑄 = 𝑀𝐼𝑁 (𝑄1, 𝑄2, 𝑄3) 

 

To find 𝑿 = 𝑷𝟏 × 𝑷𝟐 × 𝑷𝟑: by using extension principle 

𝜇𝑃1×𝑃2×𝑃3
(𝑝) =  𝑠𝑢𝑝𝑝=𝑝1×𝑝2×𝑝3

{min  𝜇𝑃1
 𝑝1 , 𝜇𝑃2

 𝑝2 , 𝜇𝑃3
 𝑝3  },  

𝜇𝑃1×𝑃2×𝑃3
 16 =  𝑠𝑢𝑝

16=1×2×8
 𝑚𝑖𝑛  𝜇𝑃1

 1 , 𝜇𝑃2
 2 , 𝜇𝑃3

 8   =  .4 

𝜇𝑃1×𝑃2×𝑃3
(32) =  𝑠𝑢𝑝32=1×4×8

32=2×2×8
{min  𝜇𝑃1

 1 , 𝜇𝑃2
 4 , 𝜇𝑃3

 8  , min  𝜇𝑃1
 2 , 𝜇𝑃2

 2 , 𝜇𝑃3
 8  } = .4 

Continuing this way, we get 

𝑋: 𝑃1 × 𝑃2 × 𝑃3 =  
. 4

16
+

. 4

18
+

. 8

24
+

1

27
+

. 4

32
+

. 4

36
+

. 5

48
+

. 5

54
+

. 2

64
+

. 3

72
+

. 3

81
+

. 2

96
+

. 2

108
 

 

Then Find P= 𝑿
𝟏

𝟑 =  𝑷𝟏 × 𝑷𝟐 × 𝑷𝟑 
𝟏

𝟑: 

(i.e) To Find P = 𝑋
1

3  (i.e) To Find 𝜇𝑃 𝑝  𝑓𝑜𝑟 𝑡𝑒 𝑣𝑙𝑎𝑢𝑒𝑠 𝑜𝑓 𝜇𝑋(𝑥) 

We have, p = 𝑥
1

3 ⟺ 𝑥 =  𝑝3, Take p = 3 and 4, for this p value x = 27 and 64 respectively. 

Then 𝜇𝑃 3 =  𝜇𝑥 27 = 1 𝑎𝑛𝑑 𝜇𝑃 4 =  𝜇𝑥 64 = .2 (for other values of p, 𝜇𝑋 𝑥 = 0) 

Hence, 𝑃
1

3=  𝑃1 × 𝑃2 × 𝑃3 
1

3 : 
1

3
+

.2

4
 

 

To find  

𝑄1 = (. 7, .75, .8), 𝑄2 = (.75, .8, .9), 𝑄3 = (.7, .8, .9), Choosing the ranking function 𝑟𝑘 𝑙, 𝑚, 𝑛 =  
𝑙+𝑚+𝑛

3
,  𝑄 =

𝑀𝐼 𝑁 𝑄1, 𝑄2, 𝑄3 =  (.7, .75, .8).   

Hence, MRTGM (Z1,Z2,Z3) = (: 
1

3
+

.2

4
, (.7, .75, .8)) 

 

Definition: MIN R Type Harmonic Mean(MRTHM) 

Let 𝑍1 , 𝑍2, …  𝑍𝑛denote the Z-numbers  𝑃1, 𝑄1 ,  𝑃2, 𝑄2 …   𝑃𝑛 , 𝑄𝑛 respectively.Define MRTHM by 

MRTHM(𝑍1 , 𝑍2 , …  𝑍𝑛 ) = (P, Q), where P=
𝑛

[
1

𝑃1
+

1

𝑃2
+⋯+

1

𝑃𝑛
]
 and  

 𝑄 = 𝑀𝐼𝑁(𝑄1, 𝑄2, . . 𝑄𝑛). 

 

Definition: MIN R Type OWA operators(MRTOWA) 

Let 𝑍1 , 𝑍2, …  𝑍𝑛denote the Z numbers  𝐴1, 𝐵1 ,  𝐴2, 𝐵2 …   𝐴𝑛 , 𝐵𝑛 respectively. Let 𝒘 = (𝑤1 , 𝑤2, … . 𝑤𝑛) be a weight 

vector such that 0 ≤ 𝑤𝑖 ≤ 1, 𝑓𝑜𝑟 𝑖 = 1,2 …  𝑛 and  𝑤𝑖
𝑛
𝑖=1 = 1. 

To calculate the MRTOWA corresponding to 𝑤 : 

(i) First order 𝑍1 , 𝑍2, …  𝑍𝑛 (in decreasing order) according to the chosen ranking method𝑟𝑘 . Say 

𝑈1 , 𝑈2 … . 𝑈𝑛  is the resulting decreasing sequence. 

(ii) Then applying MRTOWA operation related to the weight vector 𝑤  on 𝑍1 , 𝑍2 , …  𝑍𝑛 , we get 
MRTOWA 𝑍1 , 𝑍2, …  𝑍𝑛 =  𝑤1𝑈1 +, 𝑀𝐼𝑁 w2U2 +, 𝑀𝐼𝑁 . . .  +, 𝑀𝐼𝑁 wnUn . 

Definition: Product R Type Arithmetic Mean (PRTAM)  

Let 𝑍1 , 𝑍2, …  𝑍𝑛  denote the z-numbers  𝐴1 , 𝐵1 ,  𝐴2, 𝐵2 …   𝐴𝑛 , 𝐵𝑛 respectively. Their PRTAM is defined to 

be:𝑃𝑅𝑇𝐴𝑀 𝑍1 , 𝑍2 , …  𝑍𝑛 =  
1

𝑛
, 1  . ,× {𝑍1 +,× 𝑍2 +. ,× … …  +,× 𝑍𝑛 } 

 =(
𝐴1+ 𝐴2+⋯+ 𝐴𝑛

𝑛
 ,  𝐵1 × 𝐵2 ×  … ×  𝐵𝑛 ), where 𝐴1 + 𝐴2 + ⋯ + 𝐴𝑛  denotes addition of fuzzy numbers using extension 

principle. 
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Definition: Product R Type Geometric Mean (PRTGM)  

Let 𝑍1 , 𝑍2, …  𝑍𝑛denote the Z-numbers  𝐴1, 𝐵1 ,  𝐴2, 𝐵2 …   𝐴𝑛 , 𝐵𝑛 respectively. Their PRTGM is denoted by (A, B), 

where 𝐴 =  𝐴1 × 𝐴2 × … × 𝐴𝑛 
1

𝑛  and 𝐵 =  𝐵1 ×  𝐵2 ×  … ×  𝐵𝑛 . 

𝑃𝑅𝑇𝐺𝑀 𝑍1 , 𝑍2, …  𝑍𝑛 = (𝐴, 𝐵).  Here, A is calculated using extension principle. 

 

Definition  : Product R Type Harmonic Mean (PRTHM)  

Let Z1 , Z2 , …  Zndenote the Z-numbers  A1 , B1 ,  A2 , B2 …   𝐴𝑛 , 𝐵𝑛 respectively. Then Define PRTHM by (A,B), where 

𝐴 =
𝑛

[
1

𝐴1
+

1

𝐴2
+⋯+

1

𝐴𝑛
]
 and 𝐵 =  𝐵1 ×  𝐵2 ×  … ×  𝐵𝑛 .𝑃𝑅𝑇𝐺𝑀 𝑍1 , 𝑍2 , …  𝑍𝑛 = (𝐴, 𝐵).  Here, A is calculated using extension 

principle. 

 

APPLICATION TO REPLACEMENT PROBLEM 

Optimal Replacement Policy Algorithm using MRTAM(when value of Money does not change with time.) 

Let n denote the number of years of equipment would be in use, and Let us denote the following in Z-number for the 

given machine or equipment 

Cz = Capital or Initial Cost or Cost of Machine,Sz = Scrap value,  

fz(t) = maintenance or running cost for time t, CMz = Cumulative Maintenance Cost, DCz = Depreciation Cost, TCz = 

Total Cost, ACz(n) = Average Total Annual Cost. 

 

Step 1: When t is continuous variable proceed (i) & (ii) otherwise, Go to  

Step 2. Calculate the following 

(i). TCz = Cz (-, MIN) Sz (+, MIN) CMz.(ii). ACz(n) =  
1

𝑛
, 1  ∙, 𝑀𝐼𝑁  𝑇𝐶𝑧(n) 

Step 2: When t is discrete variable :  

t takes the values 1,2,<.n, where n is fixed then proceed (iii) orelse, Go to 

Step 3.Find the following: 

(iii).ACz(n)=  
1

𝑛
, 1  ∙ , 𝑀𝐼𝑁  𝐶𝑧  −, 𝑀𝐼𝑁  𝑆𝑧   +, 𝑀𝐼𝑁  𝑀𝑅𝑇𝐴𝑀(𝑓𝑧 𝑡 ), 

where 𝑀𝑅𝑇𝐴𝑀 𝑓𝑧 𝑡  =  [  
1

𝑛
, 1  ∙, 𝑀𝐼𝑁  𝑓𝑧 𝑡 𝑛

𝑡=1 ]** 

Instead of MRTAM we can also use PRTAM 

 

Step  3: Optimal Replacement Policy: 

If  fz(n+1)  >ACz(n) and fz(n) <ACz(n-1), then replace the equipment at the end of n years. 

 

Problem 

For a machine Cz=  ((12200,12200,12200),(1,1,1)),Sz = ((200,200,200),(1,1,1)) and 

the Maintenance Cost fz(t) in rupees as follows: 

 

Year 1 2 3 4 5 

fz(t) ((100,200,300),(.7,.75,.8)) ((400,500,600),(.75,.8,.85)) ((700,800,900),(.7,.85,.9)) 
((1100,1200,1300), 

(.8,.85,.875)) 

((1700,1800,1900), 

(.75,.8,.85)) 

Year 6 7 8 

fz(t) 
((2400,2500,2600), 

(.8,.825,.85)) 

((3100,3200,3300), 

(.75,.85,.9)) 

((3900,4000,4100), 

(.7,.8,.9)) 

When should the machine be replaced? for the above information.: 
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Solution 

Here DCz = Cz (-,MIN) SCz=  ((12000,12000,12000),(1,1,1)) 

 

By Lexicographic ordering based on z number, 𝐿 𝑅1, 𝑅2 , 𝑅1(fz(7)) =  
𝑥+𝑦+𝑧

3
= 3200 and  

𝑅2(ACz(6)) =  
𝑥+𝑦+𝑧

3
= 3167. So, fz(7)  >ACz(6).  Also by the same way, fz(6) <ACz(5), 

By using Step 3, fz(7)  >ACz(6) and fz(6) <ACz(5),  

The machine should be replaced after every 6 years. 

 

Optimal Replacement Policy Algorithmusing MRTOWA(when value of Money changes with time.) 

Let n denote the number of years of equipment would be in use, r denotes the rate of interest per year,Vn = Present 

value of all future discounted costs associated with replacement policy of the equipment at the end of each n 

years.Let us denote the following in the form of Z number for the given machine or equipment Cz = Capital or Initial 

Cost or Cost of Machine, Rz(n) = Operating Cost in year n, PVMC(n) = Present Value of Maintenance Cost, CPVF = 

Cumulative Present Value Factor 

 

Step 1: Determine Wz(n) (Weighted Average or Annualized Cost ) 

Find out the following :(a).Discount rate per year, v = (1 + r)-1, 

(b).PVMC(n) = MRTOWA ={𝑣0Rz(0)} (+, MIN) {𝑣1Rz(1)} (+, MIN) <,𝑣𝑛−1Rz(n-1)}. 

(c). Cz(+,MIN) PVMC(n) 

(d). CPVF = 𝑣0 +, 𝑀𝐼𝑁 𝑣1 +, 𝑀𝐼𝑁 … 𝑣𝑛−1(e). Wz(n) =(
{Cz  (+,MIN ) PVMC (n)}

𝐶𝑃𝑉𝐹
 

 

Step 2 : Optimal Replacement Policy  

If fz(n+1) <Wz(n-1), then do not need to replace the equipment. 

Otherwise, if Rz(n+1) >Wz(n-1)and , then we should replace. 

 

CONCLUSION 
 

Novel type of averaging operators on Z-numbers which are natural generalization of usual averages on crisp 

numbers have been introduced. Its utility has been demonstrated. 

 

n 

(1) 

fz(n) 

(2) 

CMz 

(3) 

Dz = Cz (-,MIN) Sz 

(4) 

TCz(n) 

(5) = (3)(+,MIN)(4) 

ACz(n) 

(5)/(1) 

1 ((100,200,300),  

   (.7,.75,.8))  

((100,200,300),  

   (.7,.75,.8)) 

((12000,12000,12000), 

 (1,1,1)) 

((12100,12200,12300), 

(.7,.75,.8)) 

((12100,12200,12300), 

(.7,.75,.8)) 

2 ((400,500,600),  

 (.75,.8,.85))  

((500,700,900),  

 (.7,.75,.8)) 

((12000,12000,12000), 

 (1,1,1)) 

((12500,12700.12900), 

(.7,.75,.8)) 

((6250,6350,6450), 

(.7,.75,.8)) 

3 ((700,800,900),  

 (.7,.85,.9))  

((1200,1500,1800), 

 (.75,.8,.85)) 

((12000,12000,12000), 

 (1,1,1)) 

((13200,13500,13800), 

(.75,.8,.85)) 

((4400,4500,4600), 

(.75,.8,.85)) 

4 ((1100,1200,1300),  

 (.8,.85,.875))  

((2300,2700,3100), 

(.75,.8,.85)) 

((12000,12000,12000), 

 (1,1,1)) 

((14300,14700,15100), 

(.75,.8,.85)) 

((3575,3675,3775), 

(.75,.8,.85)) 

5 ((1700,1800,1900), 

(.75,.8,.85))  

((4000,4500,5000), 

(.75,.8,.85)) 

((12000,12000,12000), 

 (1,1,1)) 

((16000,16500,17000), 

(.75..8..85)) 

((3200,3300,3400), 

(.75,.8,.85)) 

6 ((2400,2500,2600),  

 (.8,.825,.85))  

((6400,7000,7600), 

(.75,.8,.85)) 

((12000,12000,12000), 

 (1,1,1)) 

((18400,19000,19600), 

(.75,.8,.85)) 

((3067,3167,3267), 

(.75,.8,.85)) 

7 ((3100,3200,3300),  

 (.75,.85,.9))  

((9500,10200,10900), 

(.75,.8,.85)) 

((12000,12000,12000), 

 (1,1,1)) 

((21500,22200,22900), 

(.75,.8,.85)) 

((3071,3171,3271), 

(.75,.8,.85)) 

8 ((3900,4000,4100),  

 (.7,.8,.9))  

((13400,14200,15000), 

(.7,.8,.9)) 

((12000,12000,12000), 

 (1,1,1)) 

((25400,26200,27000), 

(.7,.8,.9)) 

((3175,3275,3375), 

(.7,.8,.9)) 
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The two-dimensional problem for an infinite solid disk is examined in this paper within the framework 

of the Fractional Thermoelasticity Problem of an Infinite Solid Disk and the boundary condition value 

problem. It uses the Caputo fractional derivative of order in the heat conduction equation. It is assumed 

that the cylinder's curved surface is in contact with a rigid surface and is constantly being heated. The 

issue is resolved using the Laplace transform, Fourier, transform, and Hankel transform and its inverses. 

The distributions of temperature, displacement, and stress are computed numerically, and visually 

shown, and the findings are thoroughly analyzed. 

 

Keywords: Infinite solid disk, Fractional, thermoelasticity problem, Laplace transform, Hankel 

transform, Fourier transform 

 

INTRODUCTION 

 
The theories related to generalized thermoelasticity for the dynamical system at the single relaxation for isotropic 

bodies were first presented by Lord et al. (1967). The behavior of thermoelastic materials without energy dissipation 

was proposed by Green & Naghdi., (1993) using linear and nonlinear theories. The deformation of theoretical 

Thermo elasticity for the circular plate has been studied for heat supply which has been partially dispersed as 

presented by Ishihara et al. (1997). The equation for fractional heat conduction in single and 2-dimensional problems 

is studied, Povstenko., (2005) proposed stresses using the Caputo fractional derivative that correspond to the 

fundamental Cauchy problem solutions. Povstenko., (2009) studied theories related to thermal stress based on the 

equation adding the heat conduction with special and time fractional derivatives. The linked thermoelasticity theory 
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and the generalized thermoelasticity theory with one relaxation period were used by Sherief et al. (2010) to construct 

the novel theory of thermoelasticity. 

 

Using the integral transform method, the mathematical model for quasi-static thermoplastic problems is studied in 

their indefinite solid long cylinder (Gaikwad et al., 2010). Sur et al. (2012) new theory of generalized thermoelasticity 

at two temperatures was first forth for the novel analysis related to heat conduction and heat flux related to 

fractional orders thermoelasticity. A thin hollow circular disk deformed thermo elastically as a result of a partially 

distributed heat source (Gaikwad & Ghadle., 2012). The thermal deflection and heat conduction problem of non-

homogeneous materials due to the generation of internal heat inside the thin hollow circular disc were studied by 

Gaikwad & Ghadle., (2012). A newmathematical model of the thermoelasticity theory was put forward (Sur et al., 

2012). The Green Naghdi model and 3-phase lag thermoelastic model are regarded to be subject to a regularly varied 

heat source in the setting of an unbounded medium, isotropic, and functionally graded medium. For a 1D problem 

involving an infinitely long cylinder, Raslan (2014) investigated the theories related to fractional thermoelasticity 

problems. The problem of 2 dimensions is studied in a thick plate with traction-free upper and lower surfaces that 

are being subjected to the specified axisymmetric temperature distribution was introduced by Raslan., (2015) using 

the fractional thermoelasticity problem theories. The thermoelastic problems of the mathematical model and the disk 

prone to heat generation were studied in circular sector disk (Gaikwad., 2015) 

 

The postulates of 2-dimensional distribution of steady-state temperature in thin circular plates due to the consistent 

nature of the generation of internal energy (Gaikwad., 2016). A thin circular plate's axisymmetric thermoelastic stress 

analysis owing to heat generation was covered by Gaikwad., (2019).In this study, the fractional thermoelasticity 

problem is formulated for solving the temperature and stress distribution of radial and circumference of thin circular 

discs. We expect beginning conditions to be zero. The boundary surfaces at (𝑟 = 𝑎); (𝜑 = 0); (𝜑 = 𝜑0); (𝑧 =

0) 𝑎𝑛𝑑 (𝑧 = ) are maintained under the specified heat fluxes of 

𝑓1 (𝜑, 𝑧, 𝑡), 𝑓2 (𝑟, 𝑧, 𝑡);  𝑓3 (𝑟, 𝑧, 𝑡), 𝑓4(𝑟, 𝜑, 𝑡)𝑎𝑛𝑑 𝑓5(𝑟, 𝜑, 𝑡) respectively. The generalized finite Fourier transforms and 

the finite Hankel transform, as well as their inverses, have been used to solve the governing heat conduction 

equation with the aid of Mittag-Leffler functions. The mathematical model is built specifically with the pure 

Aluminium circular sector disk in mind. Using Mathcad software, the findings for thermal stress, displacement, and 

temperature have been estimated numerically and graphically shown. 

 

LITERATURE REVIEW 
 

Abouelregal et al. (2020) numerous efforts are made to better understand the Fourier classical heat transfer and 

several changes have been made. When some of these models are unsuccessful, therefore based on the Moore-

Gibson-Thompson equation novel thermoelasticity model has been proposed. Combining the equation of hyperbolic 

partial differentiation for change in displacement field and the parabolic differential equation for the increase in 

temperature, this thermomechanical model was built. The investigated wave propagation in an infinite, isotropic 

body is subjected to a continuous thermal line source using the proposed model. Adhe & Ghadle., (2023) internal 

heat generation on inhomogeneous materials is the focus of this paper's analysis of thermoelasticity problems for 

plane elasticity and thermal stresses. Here, the method of direct integration is used to condense the original issues 

and establish the governing and boundary equations. The governing equation is then transformed into integral 

equations by applying more iteration techniques. The iterative method was used to execute the numerical 

calculations, resulting in speedy convergence. On a graph, the distribution of the Shear and Young's moduli, as well 

as the dimensionless stresses, are displayed. 

 

Singh et al. (2019) the current study examined the thermoelastic interaction in the memory-dependant derivative of 

the three-phase lag model for the material of partial infinite elastic things with a heat source. The differential 

equation form of vector-matrix in the domain of Laplace transform is used to define the coupled governing 

equations, which involve time delay and kernel functions. The eigenvalue technique has been used to resolve the 
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analytical formulations of the issue. The Laplace transformation is reversed using the Honig-Hirdes numerical 

approach. By selecting several forms of time delay settings, graphical representation and kernel function have been 

carried out to produce numerical results. Sherief & Hussain., (2020) The fractional order thermoelasticity theory is 

applied to two-dimensional axisymmetric issues. In the Laplace transform domain, the general solution is reached by 

taking a straight route without employing potential functions. The two issues of a solid sphere and an endless space 

with a spherical cavity are solved using the resulting formulation. Every time, a particular axisymmetric temperature 

distribution is applied to a surface that is assumed to be traction-free. Utilizing the transform's inversion formula as 

well as Fourier expansion methods, the Laplace transforms are inverted. The distributions of temperature, 

displacement, and stress in the physical domain are obtained by accelerating the convergence of the resulting series 

using numerical techniques. Graphical representations and discussions accompany the numerical results. 

 

Formulation Of The Problem 

A two-dimensional problem is considered for a circular solid disk that occupies the space of 0 ≤ r ≤ a;  0 ≤ 𝜑 ≤ 𝜑0(<

2𝜋), 0 ≤ z ≤ h. Initial conditions are assumed for the problem. The boundary surfaces (𝑟 = 𝑎);  (𝜑 = 0); (𝜑 =

𝜑0); (𝑧 = 0) 𝑎𝑛𝑑 (𝑧 = ) for time t > 0 kept for the heat-flux 𝑓1 (𝜑, 𝑧, 𝑡), 𝑓2 (𝑟, 𝑧, 𝑡);  𝑓3 (𝑟, 𝑧, 𝑡), 𝑓4(𝑟, 𝜑, 𝑡)𝑎𝑛𝑑 𝑓5(𝑟, 𝜑, 𝑡) 

correspondingly.The nonlocal Caputo type temporal fractional heat conduction equation of order for a thin circular 

disk is taken into account when creating a mathematical model. 

The time-fractional differential equationat time t with the temperature of the circular disk is given below; 
𝜕2𝑇

𝜕𝑟2 +
1

𝑟

𝜕𝑇

𝜕𝑟
+

1

𝑟2

𝜕2𝑇

𝜕𝜑2 + 
𝜕2𝑇

𝜕𝑧2 =
1

𝑘

𝜕𝛼𝑇

𝜕𝑡𝛼                                                                             (3.1) 

In 0 ≤ r ≤ a;  0 ≤ 𝜑 ≤ 𝜑0(< 2𝜋), 0 ≤ z ≤ h, for t > 0. The boundary value problems using the physical conditions, we 

can get the following equation; 

𝑘𝑡𝐷𝑅𝐿
1−𝛼

𝜕𝑇

𝜕𝑟
= 𝑓1 (𝜑, 𝑧, 𝑡);  𝑎𝑡 𝑟 = 𝑎;  𝑓𝑜𝑟 𝑡 > 0;                                                                     (3.2) 

𝑘𝑡𝐷𝑅𝐿
1−𝛼

𝜕𝑇

𝜕𝜑
= 𝑓2 (𝑟, 𝑧, 𝑡);  𝑎𝑡 𝜑 = 0;  𝑓𝑜𝑟 𝑡 > 0;                                                                     (3.3) 

𝑘𝑡𝐷𝑅𝐿
1−𝛼

𝜕𝑇

𝜕𝜑
= 𝑓3 (𝑟, 𝑧, 𝑡);  𝑎𝑡 𝜑 = 𝜑0;  𝑓𝑜𝑟 𝑡 > 0;                                                                     (3.4) 

𝑘𝑡𝐷𝑅𝐿
1−𝛼

𝜕𝑇

𝜕𝑧
= 𝑓4 (𝑟, 𝜑, 𝑡);  𝑎𝑡 𝑧 = 0;  𝑓𝑜𝑟 𝑡 > 0;                                                                     (3.5) 

𝑘𝑡𝐷𝑅𝐿
1−𝛼

𝜕𝑇

𝜕𝑧
= 𝑓5 (𝑟, 𝜑, 𝑡);  𝑎𝑡 𝑧 = ;  𝑓𝑜𝑟 𝑡 > 0;                                                                     (3.6) 

Then the initial conditions are; 
𝑇 =  0;  𝑎𝑡 𝑡 = 0, 0 < 𝛼 < 2;                                                                                                       (3.7) 
𝜕𝑇

𝜕𝑡
= 0;  𝑎𝑡 𝑡 = 0, 1 < 𝛼 < 2;                                                                                                      (3.8) 

We made the assumption that the circular disk is in a planar state of tension for thin h in accordance with Gaikwad 

[32]. In actuality, "the closer to a plane state of stress is the actual state, the smaller the thickness of the hollow disk 

compared to its diameter." 

The displacement equation is; 

𝑈𝑖 ,𝑘𝑘 +  
1 + 𝜈

1 −  𝜈
 𝑒,𝑖 = 2  

1 + 𝜈

1 −  𝜈
 𝛼𝑡𝑇,𝑖                                                                                          (3.9) 

𝑒 =  𝑈𝑘 ,𝑘 ;  𝑘, 𝑖 =  1,2, 

𝑈𝑖 =  𝜓,𝑖 , i =1,2, 

Wecan have; 
∇2𝜓 = (1 + 𝜈)𝛼𝑡𝑇 

∇2=
𝜕2

𝜕𝑟2 +
1

𝑟

𝜕

𝜕𝑟
 

𝜍𝑖𝑗 = 2𝜇(𝜓,𝑖𝑗  −  𝛿𝑖𝑗 𝜓,𝑘𝑘 ), 𝑖, 𝑗, 𝑘 = 1,2. . ,                                                                                   (3.10) 

The potential function of displacement 𝜓 (𝑟, 𝜑, 𝑧, 𝑡) can be written as; 
𝜕2𝜓

𝜕𝑟2 +
1

𝑟

𝜕𝜓

𝜕𝑟
= (1 + 𝜈)𝛼𝑡𝑇                                                                                                            (3.11) 
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Using 
𝜕𝜓

𝜕𝑟
 = 0 𝑎𝑡 𝑟 = 𝑎 𝑓𝑜𝑟 𝑡𝑖𝑚𝑒 𝑡 

At initial stage𝑇 = 𝜓 = 0;  𝑎𝑡 𝑡 = 0 

The stress function 𝜍𝜃𝜃 and 𝜍𝑟𝑟  are; 

𝜍𝜃𝜃 = −2𝜇
𝜕2𝜓

𝜕𝑟2                                                                                                                          (3.12) 

𝜍𝑟𝑟 =
−2𝜇

𝑟

𝜕𝜓

𝜕𝑟
                                                                                                                           (3.13) 

The boundary conditions are given below; 
𝜍𝑟𝑟 = 𝜍𝑟𝜑 = 0;  𝑓𝑜𝑟 𝑟 = 𝑎; 0 ≤ 𝜑 < 𝜑0; 𝑡 > 0;                                                                                                                         (3.14)  

𝜍𝜑𝜑 = 𝜍𝑟𝜑 = 0; 𝑓𝑜𝑟𝜑 = 0; 0 ≤ 𝑟 < a; 𝑡 > 0;                                                                           3.15  

𝜍𝜑𝜑 = 𝜍𝑟𝜑 = 0; 𝑓𝑜𝑟𝜑 = 𝜑0; 0 ≤ 𝑟 < a; 𝑡 > 0;                                                                        3.16  

The problem formulation is considered from equation (3.1) to (3.16). 

 

PROBLEM SOLUTION 

DETERMINING THE TEMPERATURE FIELD 

Inverse transform and Fourier transform are defined for obtaining temperature function 𝑇 (𝑟, 𝜑, 𝑧, 𝑡) using z variable 

in range 0 ≤ 𝑧 < h as follows; 

𝑇  (𝑟, 𝜑, 𝑧, 𝑡)  =   𝐾(𝜂𝑝 , 𝑧′)𝑇(𝑟, 𝜑, 𝑧′, 𝑡′)𝑑𝑧′


𝑧′=0

 4.1  

𝑇  (𝑟, 𝜑, 𝑧, 𝑡)  =   𝐾(𝜂𝑝 , 𝑧)𝑇 (𝑟, 𝜑, 𝜂𝑝 , 𝑡)

∞

𝑛=1

 4.2  

where, 

𝐾(𝜂𝑝 , 𝑧) =  
2


𝑐𝑜𝑠(𝜂𝑝𝑧) 

𝜂1,𝑎𝑛𝑑 𝜂2are considered positive roots of the equation; 
𝑠𝑖𝑛(𝜂𝑝 , 𝑧) = 0;  𝑝 = 1,2,3 

where, 

𝜂𝑝 =
𝑝𝜋


;  𝑝 = 1,2,3, .. 

Fourier transform is applied to equation (3.1)can be defined inequation (4.1) by using boundary conditions (3.2) to 

(3.8); we can obtain; 

 
𝜕2𝑇 

𝜕𝑟2 +
1

𝑟

𝜕𝑇 

𝜕𝑟
+

1

𝑟2

𝜕2𝑇 

𝜕𝜑2 + 
𝜕2𝑇

𝜕𝑧2 −  𝜂𝑝
2𝑇 =

1

𝑘

𝜕𝛼𝑇 

𝜕𝑡𝛼
 4.3  

The boundary conditions are; 

𝑘𝑡𝐷𝑅𝐿
1−𝛼

𝜕𝑇 

𝜕𝑟
= 𝑓1 

   (𝜑, 𝜂𝑝 , 𝑡);  𝑎𝑡 𝑟 = 𝑎;  𝑓𝑜𝑟 𝑡 > 0;                                                                     (4.4) 

𝑘𝑡𝐷𝑅𝐿
1−𝛼

𝜕𝑇 

𝜕𝜑
= 𝑓2 

   (𝑟, 𝜂𝑝 , 𝑡);  𝑎𝑡 𝜑 = 0;  𝑓𝑜𝑟 𝑡 > 0;                                                                     (4.5) 

𝑘𝑡𝐷𝑅𝐿
1−𝛼

𝜕𝑇 

𝜕𝜑
= 𝑓3 

   (𝑟, 𝜂𝑝 , 𝑡);  𝑎𝑡 𝜑 = 𝜑0;  𝑓𝑜𝑟 𝑡 > 0;                                                                  (4.6) 

Using, 
𝑇 = 0;  𝑎𝑡 𝑡 = 0;  0 < 𝛼 < 2;                                                                                                       (4.7) 
𝜕𝑇 

𝜕𝑡
= 0;  𝑎𝑡 𝑡 = 0, 1 < 𝛼 < 2;                                                                                                      (4.8) 

Inverse transform and Fourier transform over 𝜑 variable in range 0 ≤ 𝜑 ≤ 𝜑0 can be defined as below; 

𝑇  (𝑟, 𝜈𝑛 , 𝜂𝑝 , 𝑡)  =   𝐾0(𝜈𝑛 , 𝜑′)𝑇 (𝑟, 𝜑′, 𝜂𝑝 , 𝑡)𝑑𝜑′
𝜑0

𝜑′=0

 4.9  

𝑇  (𝑟, 𝜑, 𝜂𝑝 , 𝑡)  =   𝐾0(𝜈𝑛 , 𝜑)𝑇 (𝑟, 𝜈𝑛 , 𝜂𝑝 , 𝑡)

∞

𝑛=1

 4.10  
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Where, 

𝐾(𝜈𝑛 , 𝜑) =  
2

𝜑0
𝑐𝑜𝑠(𝜈𝑛𝜑) 

Where Eigenvalues 𝜈𝑛are considered as positive roots of equation; 

𝑠𝑖𝑛(𝜈𝑛𝜑0) = 0; 𝜈𝑛 =
𝑛𝜋

𝜑0
;  𝑛 = 1,2,3.. 

Fourier transform is applied to equations (4.3) and (4.9) by using the conditions (4.4) to (4.8), we can obtain the 

following equation; 

𝜕2𝑇 

𝜕𝑟2 +
1

𝑟

𝜕𝑇 

𝜕𝑟
 −  

𝜐𝑛
2

𝑟2 𝑇 −  𝜂𝑝
2𝑇 =

1

𝑘

𝜕𝛼𝑇 

𝜕𝑡𝛼
 4.11  

Using 

𝑘𝑡𝐷𝑅𝐿
1−𝛼

𝜕𝑇 

𝜕𝑟
= 𝑓1 

   (𝜈𝑛 , 𝜂𝑝 , 𝑡);  𝑎𝑡 𝑟 = 𝑎;  𝑓𝑜𝑟 𝑡 > 0;                                                                 (4.12) 

𝑇 = 0;  𝑎𝑡 𝑡 = 0;  0 < 𝛼 < 2;                                                                                                                         (4.13) 

𝜕𝑇 

𝜕𝑡
= 0;  𝑎𝑡 𝑡 = 0, 1 < 𝛼 < 2;                                                                                                      (4.14) 

Inverse transform and Hankel transform over r variable at range 0 ≤ 𝑟 < 𝑎can be defined as below; 

𝑇   (𝛽𝑚 , 𝜈𝑛 , 𝜂𝑝 , 𝑡)  =   𝑟′. 𝐾1(𝛽𝑚 , 𝑟′)𝑇 (𝑟, 𝜈𝑛 , 𝜂𝑝 , 𝑡)𝑑𝑟′
a

𝑟′=0

 4.15  

𝑇  (𝑟, 𝜈𝑛 , 𝜂𝑝 , 𝑡)  =   𝐾1(𝛽𝑚 , 𝑟)𝑇  (𝛽𝑚 , 𝜈𝑛 , 𝜂𝑝 , 𝑡)

∞

𝑚=1

 4.16  

Where, 

𝐾(𝛽𝑚 , 𝑟) =  
2

a

1

 1 −
𝜐𝑛

2

𝛽𝑚
2 𝑎2 

1/2  

𝐽0(𝛽𝑚𝑟)

𝐽0(𝛽𝑚𝑎)
 

𝛽1,𝑎𝑛𝑑 𝛽2 are considered positive roots; 
𝐽1(𝛽𝑚𝑎) = 0;  𝑚 = 1,2,3. .. 

Hankel transform is applied in equations 4.11 and (4.15) by using the conditions (4.12) to (4.14), we can obtain the 

following equation 

𝜕𝛼𝑇  (𝛽𝑚 , 𝜈𝑛 , 𝜂𝑝 , 𝑡)

𝜕𝑡𝛼 + 𝑘(𝛽𝑚
2 +

𝜐𝑛
2

𝑟2 + 𝜂𝑝
2)𝑇  (𝛽𝑚 , 𝜈𝑛 , 𝜂𝑝 , 𝑡) = 𝐴(𝛽𝑚 , 𝜈𝑛 , 𝜂𝑝 , 𝑡) 4.17  

And, 

𝑇  (𝛽𝑚 , 𝜂𝑝 , 𝑡) = 0;  𝑎𝑡 𝑡 = 0;  0 < 𝛼 < 2;                                                                                                                         (4.18) 

𝜕𝑇 (𝛽𝑚 , 𝜂𝑝 , 𝑡)

𝜕𝑡
= 0;  𝑎𝑡 𝑡 = 0, 1 < 𝛼 < 2;                                                                                   (4.19) 

Where, 

𝐴(𝛽𝑚 , 𝜈𝑛 , 𝜂𝑝 , 𝑡)  =  𝑘𝑎𝐾1(𝛽𝑚 , 𝑎)𝑓1 
   (𝜈𝑛 , 𝜂𝑝 , 𝑡)   𝑎

𝑑𝐾0(𝜈𝑛 , 𝜑)

𝑑𝜑
𝑓2 
   (𝛽𝑚 , 𝜂𝑝 , 𝑡)|𝜑=0  −  

𝑑𝐾0(𝜈𝑛 , 𝜑)

𝑑𝜑
𝑓3 
   (𝛽𝑚 , 𝜂𝑝 , 𝑡)|𝜑=𝜑0

+
𝑑𝐾(𝜈𝑛 , 𝜑)

𝑑𝑧
𝑓4 
    ( (𝛽𝑚 , 𝜈𝑛 , 𝑡)|𝑧=0

+
𝑑𝐾(𝜈𝑛 , 𝜑)

𝑑𝑧
𝑓5 
   (𝛽𝑚 , 𝜂𝑝 , 𝑡)|𝑧=                                                                        (4.20) 

Laplace and inverse transform is applied to equation (3.17), we can obtain; 

𝑇  (𝛽𝑚 , 𝜈𝑛 , 𝜂𝑝 , 𝑡) =
𝐴(𝛽𝑚 , 𝜈𝑛 , 𝜂𝑝 , 𝑡)

𝑘(𝛽𝑚
2 +

𝜐𝑛
2

𝑟2 + 𝜂𝑝
2)

[1 −  𝐸𝛼 (−𝑘(𝛽𝑚
2 +

𝜐𝑛
2

𝑟2 + 𝜂𝑝
2)𝑡𝛼 )]                              (4.21) 

Finally, the required temperature is obtained by defining the inverse in equations (4.16), (4.10), and (4.2); 
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𝑇 (𝑟, 𝜑, 𝑧, 𝑡)  =

    𝐾1(𝛽𝑚 , 𝑟)∞
𝑝=1

∞
𝑛=1

∞
𝑚=1 𝐾0(𝜈𝑛 , 𝜑)𝐾(𝜂𝑝 , 𝑧)

1

𝑘(𝛽𝑚
2 +

𝜐𝑛
2

𝑟2 +𝜂𝑝
2 )

     [1 − 𝐸𝛼 (−𝑘(𝛽𝑚
2 +

𝜐𝑛
2

𝑟2 +

𝜂𝑝
2)𝑡𝛼 )] 𝑥 𝑏𝑚𝑛𝑝                                                             (4.22) 

Distribution Of Stress And Displacement 

The displacement function 𝜓 can be written using (4.22) in equation (4.11), we can obtain the following equation; 

𝜕2𝜓

𝜕𝑟2
+

1

𝑟

𝜕𝜓

𝜕𝑟
= (1 + 𝜈𝑛)𝛼𝑡    𝐾1(𝛽𝑚 , 𝑟)

∞

𝑝=1

∞

𝑛=1

∞

𝑚=1

𝐾0(𝜈𝑛 , 𝜑)𝐾(𝜂𝑝 , 𝑧)
1

𝑘(𝛽𝑚
2 +

𝜐𝑛
2

𝑟2 + 𝜂𝑝
2)

 [1 − 𝐸𝛼 (−𝑘(𝛽𝑚
2 +

𝜐𝑛
2

𝑟2

+ 𝜂𝑝
2)𝑡𝛼 )] 𝑥 𝑏𝑚𝑛𝑝                                                                 (5.1) 

Equation (5.1) can be written as follows; 

𝜓 = − (1 + 𝜈𝑛)𝛼𝑡    𝐾1(𝛽𝑚 , 𝑟)

∞

𝑝=1

∞

𝑛=1

∞

𝑚=1

𝐾0(𝜈𝑛 , 𝜑)𝐾(𝜂𝑝 , 𝑧)
1

𝑘(𝛽𝑚
2 +

𝜐𝑛
2

𝑟2 + 𝜂𝑝
2)

 [1 − 𝐸𝛼 (−𝑘(𝛽𝑚
2 +

𝜐𝑛
2

𝑟2

+ 𝜂𝑝
2)𝑡𝛼 )] 𝑥 𝑏𝑚𝑛𝑝                                                                                                       (5.2) 

Thermal stress can be written by substituting equation (5.2) in equation (4.12) and (4.13); 

𝜍𝑟𝑟 = −2 1 + 𝜈𝑛 𝛼𝑡𝜇    𝐾2 𝛽𝑚 , 𝑟 

∞

𝑝=1

∞

𝑛=1

∞

𝑚=1

𝐾0 𝜈𝑛 , 𝜑 𝐾 𝜂𝑝 , 𝑧 
1

𝑘  𝛽𝑚
2 +

𝜐𝑛
2

𝑟2 + 𝜂𝑝
2 

 1

− 𝐸𝛼  −𝑘  𝛽𝑚
2 +

𝜐𝑛
2

𝑟2 + 𝜂𝑝
2 𝑡𝛼  𝑥𝑏𝑚𝑛𝑝                                                               (5.3) 

𝜍𝜃𝜃 = −2 1 + 𝜈𝑛 𝛼𝑡𝜇    
1

𝛽𝑚
  𝛽𝑚𝐾2(𝛽𝑚 , 𝑟 −

𝐾2(𝛽𝑚 , 𝑟)

𝑟
 −

∞

𝑝=1

∞

𝑛=1

∞

𝑚=1

𝐾0 𝜈𝑛 , 𝜑 𝐾 𝜂𝑝 , 𝑧 
1

𝑘  𝛽𝑚
2 +

𝜐𝑛
2

𝑟2 + 𝜂𝑝
2 

 1

− 𝐸𝛼  −𝑘  𝛽𝑚
2 +

𝜐𝑛
2

𝑟2 + 𝜂𝑝
2 𝑡𝛼  𝑥𝑏𝑚𝑛𝑝                                                               (5.4) 

 

Numerical Calculations 

The setting of the Thermostatic problem 
𝑓1  𝜑, 𝑧, 𝑡 =  𝜑2 − 𝜑0

2 2 𝑧2 − 2 2𝑒−𝐴𝑡  
𝑓2  𝜑, 𝑧, 𝑡 =  𝑟2 − 𝑎2 2 𝑧2 − 2 2𝑒−𝐴𝑡  
𝑓3  𝜑, 𝑧, 𝑡 =  𝑟2 − 𝑎2 2 𝑧2 − 2 2𝑒−𝐴𝑡  
𝑓4  𝜑, 𝑧, 𝑡 =  𝑟2 − 𝑎2 2 𝜑2 − 𝜑0

2 2𝑒−𝐴𝑡  
𝑓5 𝜑, 𝑧, 𝑡 =  𝑟2 − 𝑎2 2 𝜑2 − 𝜑0

2 2𝑒−𝐴𝑡  

Where r is radius; A > 0. 

Dimensions: 

Axial and Radial directions;𝑧1 = 0.05𝑚 and𝑟1 = 1𝑚 and 𝜑0 = 1350 

The portion of circular disk 𝜑0 = 2700 

Thickness h = 0.1 m 

Radius a = 1m 

The numerical computations and graphics were created using the mathematical computation program PTC Mathcad 

Prime-6.0.0. 

According to the definition, the first positive roots are 𝛽1 = 3.8317, 𝛽2 = 7.0156, 𝛽3 = 10.1735, 𝛽4 = 13.3237, and 𝛽5 = 

16.470. For the purposes of numerical evaluations is pure aluminum material. 

Temperature variations in the radial direction for various time parameters are shown in Figure 5.1. The temperature 

will increase due to an axisymmetric heat source as 0 ≤ 𝑟 ≤ 0.4;  0.7 ≤ 𝑟 ≤ 1, and it decreases in the region as 

0.4 ≤ 𝑟 ≤ 0.7. 

Displacement distribution in the radial direction for various time parameters is shown in Figure 5.2. The 

displacement will decrease due to the axisymmetric heat source as 0 ≤ 𝑟 ≤ 0.4, 0.7 ≤ 𝑟 ≤ 1, and it increases in the 

region as 0.4 ≤ 𝑟 ≤ 0.7. 
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The radial stress distribution is shown in Figure 5.3. It increases within the region of0.5 ≤ 𝑟 ≤ 0.8, and stress 

distribution decreases in the region of 0 ≤ 𝑟 ≤ 0.5, 0.8 ≤ 𝑟 ≤ 1. 

The circumferential stress distribution is shown in Figure 5.4. It increases within the region of0.2 ≤ 𝑟 ≤ 0.5, 0.8 ≤ 𝑟 ≤

1and stress distribution decreases in the region of  0 ≤ 𝑟 ≤ 0.2, 0.5 ≤ 𝑟 ≤ 0.8. 

Figures 5.5, 5.6, 5.7, and 5.8 shows the temperature, displacement, stress distribution radial, and circumference at t 

=0.50 for various value of 𝛼 = 0.5,1, 1.5, and 2, correspondingly. 

Temperature distribution decreases in the region of 0.4 ≤ 𝑟 ≤ 0.7 and increases in the region of 0 ≤ 𝑟 ≤ 0.4, 0.7 ≤ 𝑟 ≤

1. The radial distance increases when the 𝛼 value increases, are shown in Figure 5.5. 

Different parameters of fractional order for displacement in the radial direction are shown in Figure 5.6. when the 𝛼 

value increases, displacement increases in the region of 0.4 ≤ 𝑟 ≤ 0.7 and decreases in the region of 0 ≤ 𝑟 ≤ 0.4, 0.7 ≤

𝑟 ≤ 1. 

When the radius increases, the stress distribution increases in the region of 0.5 ≤ 𝑟 ≤ 0.8. when the 𝛼 value increases 

within the region of 0 ≤ 𝑟 ≤ 0.5, 0.8 ≤ 𝑟 ≤ 1, whereas the radial stress distribution is decreased. 

Figure 5.8 depicts the circumferential stress distribution. when the 𝛼 value increases, it decreases within the region of 

0 ≤ 𝑟 ≤ 02, 0.5 ≤ 𝑟 ≤ 0.8. in radial direction it increases within the region of 0.2 ≤ 𝑟 ≤ 0.5, 0.8 ≤ 𝑟 ≤ 1. 

 

CONCLUSION 
 

The general solution for the formulated problem is obtained using Laplace transforms, Fourier transforms, Hankel 

transform, and its inverses. The temperature distribution displacement distribution and thermal stresses for radial 

and circumference are shown in figures 5.1 to 5.8. We introduce the transformation strategies before developing the 

analysis for the temperature field. Expressions of special interest can be constructed for each specific situation of 

special interest by giving the parameters and functions in the equations of temperature, displacements, and stresses 

the appropriate values. With the use of fractional calculus and boundary conditions for the heat flux that is imposed 

by physical laws, the thermal behavior of the circular sector disk has been examined in the context of time-fractional 

heat conduction. 
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Table 5.1 Material Constant for numerical calculation 

Physical Constant Value 

Thermal Conductivity (𝑘𝑡 ) 204 W/ (m.K) 

Thermal diffusivity (k) 84.18 m2/s 

Heat Transfer Coefficient (𝑘𝑐 ) 15 W/ (m2.K) 

Instantaneous line heat source (𝑔1) 1 x 104 W/ m2 

Young’s Modulus (E) 70 GPa 

Linear Thermal Expansion Coefficient (𝛼𝑡) 22.2 x 10-6/K 

Lame’s Constant (𝜇) 26.67 GPa 

Poisson ration (𝜐) 0.35 
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Figure 3.1Representation of fractional thermoelastic 

problem 

Figure 5.1 Temperature distribution at 𝜶 = 𝟎. 𝟓 for 

various t values 

 
 

Figure 5.2 Displacement distribution at different values 

of t 

Figure 5.3 Radial stress distribution at different 

values of t 

  
Figure 5.4 Circumferential stress distribution at 

different values of t 

Figure 5.5 Temperature distribution at different 

values of 𝜶 
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Figure 5.6 Displacement distribution at different values 

of 𝜶 

Figure 5.7 Radial stress distribution at different 

values of 𝜶 

 
Figure 5.8 Circumferential stress distribution at different values of 𝜶 
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The purpose of this paper is to propose an improved technique to select the optimal transportation from 

the available alternatives. A survey method is used to determine the weights for different criteria. The 

contribution of the current work lies in the practical application of survey method and extended BATOS 

(Best alternative technique for optimal Solution) method, which can be utilized by operation managers in 

factories, tourists, and logistics companies to name a few. This paper elaborates to choose the 

transporting of best quality cocoa powder from four different factories to four different state with the 

minimum cost. The proposed method is simple and easily understandable and accessible. 

 

Keywords: BATOS, Transportation, Survey method, Decision-making, Optimal solution. 

 

 

 

INTRODUCTION 
 

Numerous methods have been used to make a decision according to an analysis model. Several tools have been 

developed to solve multi-criteria decision-making (MCDM) problems effectively [19]. The decision-making process is 

the act of selecting the most suitable action to fulfil the desired goals and objectives [8]. Because decision making is a 

daily task in our everyday routines, effective tools should be used to analyze all aspects of decision-making 

problems. Multi-Criteria Decision Making (MCDM) is a well-structured and multidimensional process developed to 

tackle decision-making problems in different fields and search for the most attractive alternative with consideration 

of all relevant criteria. Due to its powerful tools, it analyzes complex decision-making problems in different fields. 
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This method improves the quality of decision-making to become more rational and efficient [12]. Undoubtedly, 

MCDM has developed recently and been utilized in different fields such as sustainable energy [12,15], maintenance 

management [2,13], construction management [10], tourism management [1], machine selection [16], material 

selection [11], petroleum [14], supply chain management [18], aviation [14,9] and risk management [13]. MCDM 

methods are considered as the most recommended tools when dealing with decision-making problems in various 

fields. MCDM serves as an aid for decision-making but not to make the decision. In other words, MCDM does not 

prescribe how decisions should be made. It only leads to logical and reasonable decision rankings [7]. According to 

many authors, MCDM methods are classified into two groups due to the different problem settings [17]: Multi-

Attribute Decision Making (MADM) and Multi-Objective Decision Making (MODM). 

 

MADM deals with decision problems that have an implicit objective and a discrete decision space (finite number of 

alternatives and attributes). Whereas MODM problems have explicit objectives and a continuous decision space 

(infinite number of alternatives and attributes). Therefore, different methods are applied based on the nature of 

decision. Transportation problem is a special kind of Linear Programming Problem (LPP) in which goods are 

transported from a set of sources to a set of destinations subject to the supply and demand of the sources and 

destination respectively with minimum cost.  

 

Chocolates are one of the most favorite food for human. Indian Cocoa is also considered one of the best in terms of 

quality. Most of the Cocoa cultivation in India happens in Tamil Nadu, Karnataka, Andhra Pradesh and Kerala 

accounting for nearly 80% of the total produce. Instant cocoa beverages belong to the group of hot instant drinks, and 

hot chocolate itself is one of the most popular dairy products within all age groups [4]. Moreover, their nutritional 

and sensory properties make them the favorable drinks by several groups of consumers. According to the research 

done by Daini et al.., [5], hot beverages that contain cocoa have micronutrients and the amount of the nutrients 

increases the nutritional value of the drink. In this study, this paper explains how to select the best transportation to 

purchase the best quality cocoa powder from four different factories among four different states with the minimum 

cost using   multi-criteria decision-making methods which are effective in terms of analysis, selection and ranking.  

The multi-criteria decision-making techniques are applied in many areas such as integrated manufacturing systems, 

evaluation of technology investment, water and agriculture management, Food and energy planning. These methods 

are effective tools for quantitatively considering qualitative concepts, the challenges faced by the production 

manager to select the optimal transportation among the available alternatives. Proposed method helps us to choose 

the best decisions in a right moment. The aim of this method is to avoid complications in using decision making 

methods, BATOS method is easily understandable and accessible by all researchers. 

 

PRELIMINARIES 

Transportation problem 

Transportation problem is a special kind of Linear Programming Problem (LPP) in which goods are transported from 

a set of sources to a set of destinations subject to the supply and demand of the sources and destination respectively 

such that the total cost of transportation is minimized. 

 

Transportation problem in decision making: 

Transportation problem in decision making, is to choose the best transportation available from the alternatives. 

Optimal Solution 

Optimum solution is a feasible solution (not necessarily basic) which optimizes (minimize) the total transportation 

cost. 

 

Survey Method 

Survey Research is a quantitative research method used for collecting data from a set of respondents. It has been 

perhaps one of the most used methodologies in the industry for several years due to the multiple benefits and 

advantages that it has when collecting and analyzing data. 
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PROPOSED MCDM METHOD 

In this section extended decision making method is applied. The structure of the method is shown in table1. For a 

given MCDM problem there are ‘m’ Sub alternatives (F1, F2, F3,<Fm), are factories from ‘m’ main alternatives (S1, S2, 

S3,< Sm) different states and ‘n’ criteria (C1, C2, C3, <Cn). Here we applied the extendedproposed method to find the 

best transportation to purchase goods. 

The original decision matrix is given below 

 

Procedure to find the Optimal Solution 

Figure 1 - Structural Procedure 

 

Algorithm for the Proposed method 

Step 1:Assigning Score Value: 

Rank given to the criteria as per the below mentioned rules 

 (i) Best Rank should be assigned to the greater value (‘+’ ), like quality. 

 (ii)Best Rank should be assigned to the smaller value(‘-’ ), like cost and distance. 

 

Step 2: Assigning weight: 

           Allotting weight for each criteria using survey method. 

Step 3: Calculating weightage: 

Wij = Xij×Wj. 

Wij =



















4544434241

3534333231

2524232221

1514131211

xxxxx

xxxxx

xxxxx

xxxxx

× corresponding weight of each element in the column. 

Step 4: Find the best sub alternative from each main alternatives. 

Step 5: Calculate the optimal transportation according to thefinal rating. 

 

Case Analysis 

A Chocolate factory production manager wants to purchase best quality cocoa powder to make hot chocolate 

beverages. The cocoa powder available from four different states, Tamil Nadu, Kerala, Andhra Pradesh and 

Karnataka with four different factories are considered as alternatives and three evaluation criteria available like Cost, 

Distance, and Quality. In this minimum cost and distance canbe assigned best rank and high quality assigned as best 

rank. For quality we used Likert scale excellent(E), very good(VG), good(G), Fair(F). Here we use proposed method 

to choose the best Transportation. 

 

Structure of the given Problem 

In this first we are finding the best factory among four states using BATOS method after that we are finding the best 

state to purchase goods among the states, considering states and factories as alternatives and cost, distance and 

quality as criteria. 

 

Solution 

Step 1: Assigning Score value 

 For Likert Scale, we assigned the score values as follows E(Excellent)-1,VG(Very Good)-2,G(Good)-3 & 

F(Fair)-4. 

 Best rank should be given to the Smallest value for the cost and distance. 

 Best rank should be given to the greatest values for Quality. 
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Step 2: Assigning weight for Criteria: 

The following table 4 shown the data collected from 10 different chocolate factories about weightage for the criteria. 

Converting the above table in decimal values, the resultant table 5 shown below 

 

Matrix form of Table 5 is [Aij+ where i=1,2,3  &  j =1,2,3<..10 

                                        (Aij =  
𝑎𝑖𝑗

100
 , i.e  A11=

20

100
 =0.2) 

Using Arithmetic Mean Calculate the weight. 

Weight for cost =𝑋1
    = 𝑋𝑖

10
𝑖=1 = 

0.2+0.25+0.25+0.21+0.28+0.22+0.35+0.28+0.23+0.23

10
 = .25 

Weight for Distance=𝑋2
    = 𝑋𝑖

10
𝑖=1  = 

0.3+0.32+0.35+0.33+0.35+0.38+0.32+0.35+0.38+0.42

10
 = .35 

 Weight for Quality=𝑋3
    = 𝑋𝑖

10
𝑖=1 = 

0.5+0.43+0.40+0.46+0.37+0.40+0.33+0.37+0.39+0.35

10
 = .4 

 

Weights for Cost is .25, Distance is .35 and Quality is .4. 

 

Structure of weightage for criteria: 

(For example, Tamil Nadu Factory F1, W1=((1× 0.25) +(1× 0.35)+(1× 0.4) =1.4), same process should be followed for 

the remaining) 

 

Step 4: Find the best sub alternative from each main alternative: 

To choose the best sub alternative We have to find the minimum score value among each state. 

 In Tamil Nadu Min {1.4, 2.9, 2.4, 2.6} is 1.4. Therefore, Factory 1 is best in Tamil Nadu. 

 In Kerala Min {1.4, 3.1, 2.6, 2.2} is 1.4. Therefore, Factory 1 is best in Kerala. 

 In Andhra Pradesh(AP) Min {2.9,1.5,2.5,2} is 1.5. Therefore, Factory 2 is best in AP. 

 In Karnataka Min {2.6, 1.8, 2.9,82.6} is 1.8. Therefore, Factory 2 is best in Karnataka. 

Best Sub Alternative from Each State 

Structure of the best Sub Alternative 

 

Step 5: Calculate the optimal transportation 

According to our conclusion, Table 8 shows the best sub alternatives and their data has taken  from the given 

problem.  

Now, we have only main alternatives, criteria and weight. 

To select the optimal transportation, we have to repeat steps 1 to 4. 

The Table 9 shows the best transportation after applying step 1 to 4. 

 

According to Proposed Method Optimal Transportation is Factory 1 from Tamil Nadu. 

 

CONCLUSION 
 

In this paper we conclude that Using Proposed method, the production manager can choose Factory1 from Tamil 

Nadu as an optimal transportation among the four different factories from four states. Here we used four sub 

alternatives as well as four main alternatives. I conclude that this method helps to avoid complications while using 

decision making methods, proposed method is easily understandable, accessible and time consumable by all 

researchers, which is an easy method to take decisions when we have sub and main alternatives. This method will 

create great impact on Business Industry People, Tourists and Researchers.  
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Table 1. Structure of The decision matrix 

Alternatives 

/Criteria 

S1 S2 << Sm 

W1 W2 
<. 

Wn W1 W2 
<. 

Wn W1 W2 
<. 

Wn W1 W2 
<. 

Wn 

C1 C2 <. Cn C1 C2 <. Cn C1 C2 <. Cn C1 C2 <. Cn 

F1 x11 x12 <. x1n x11 x12 <. x1n x11 x12 <. x1n x11 x12 <. x1n 

F2 x21 x22 <. x2n x21 x22 <. x2n x21 x22 <. x2n x21 x22 <. x2n 
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F3 x31 x32 <. x3n x31 x32 <. x3n x31 x32 <. x3n x31 x32 <. x3n 

<
 

<. <. <. <. <. <. <. <. <. <. <. <. <. <. <. <. 

Fm xm1 xm2 <. xmn xm1 xm2 <. xmn xm1 xm2 <. xmn xm1 xm2 <. xmn 

 

Table 2 

Criteria/ 

Alternative 

Tamil Nadu Kerala Andhra Pradesh Karnataka 

Cost Dist Qua Cost Dist Qua Cost Dist Qua Cost Dist Qua 

F1 210 50 VG 200 100 E 250 150 VG 230 175 E 

F2 240 80 VG 220 120 G 230 135 E 210 90 G 

F3 220 75 G 240 115 VG 200 158 VG 280 120 VG 

F4 225 100 E 250 98 VG 210 145 VG 225 95 F 

 

Table 3. Score Value 

 

Criteria/ 

Alternative 

Tamil Nadu Kerala Andhra Pradesh Karnataka 

Cost Dist Qua Cost Dist Qua Cost Dist Qua Cost Dist Qua 

F1 1 1 2 1 2 1 4 3 2 3 4 1 

F2 4 3 2 2 4 3 3 1 1 1 1 3 

F3 2 2 3 3 3 2 1 4 2 4 3 2 

F4 3 4 1 4 1 2 2 2 2 2 2 4 

 

Table 4  Criteria Weights 

 

Factory Cost Distance Quality Total 

Factory 1 20% 30% 50% 100 

Factory 2 25% 32% 43% 100 

Factory 3 25% 35% 40% 100 

Factory 4 21% 33% 46% 100 

Factory 5 28% 35% 37% 100 

Factory 6 22% 38% 40% 100 

Factory 7 35% 32% 33% 100 

Factory 8 28% 35% 37% 100 

Factory 9 23% 38% 39% 100 

Factory 10 23% 42% 35% 100 

Total 250 350 400 1000 
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Table 5Criteria Conversion 

Factory/criteria F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 

Cost (X1) 0.2 0.25 0.25 0.21 0.28 0.22 0.35 0.28 0.23 0.23 

distance(X2) 0.3 0.32 0.35 0.33 0.35 0.38 0.32 0.35 0.38 0.42 

Quality(X3) 0.5 0.43 0.40 0.46 0.37 0.40 0.33 0.37 0.39 0.35 

 

Table 6  Total Weightage Calculation 

 

Table 7 Best Sub Alternative 

 

 

 

 

 

 

 

 

Table 8- Best Sub Alternatives Data from the Problem 

Alternative/Criteria Cost Distance Quality 

Weight 0.25 0.35 0.4 

Tamil Nadu 210 50 VG 

Kerala 200 100 E 

Andhra Pradesh 230 135 E 

Karnataka 210 90 G 

 

Table 9 Optimal Transportation 

Criteria/ 

Alternative 
Cost Distance Quality 

Total Rank 

Weight 0.25 0.35 0.4 

Tamil Nadu 2 1 2 1.65 1 

Kerala 1 3 1 1.7 2 

Andhra Pradesh 4 4 1 2.8 4 

Karnataka 2 2 3 2.4 3 

 

Criteria/ Tamil Nadu Kerala Andhra Pradesh Karnataka 

Alternati

ve 

Cos

t 

Dis

t 

Qu

a 
Tota

l 

Wi 

Cos

t 

Dis

t 

Qu

a 
Tota

l 

Wi 

Cos

t 

Dis

t 

Qu

a 
Tota

l 

Wi 

Cos

t 

Dis

t 

Qu

a 
Tota

l 

Wi 
Weight 0.25 

0.3

5 
0.4 0.25 

0.3

5 
0.4 0.25 

0.3

5 
0.4 0.25 

0.3

5 
0.4 

F1 1 1 2 1.4 1 2 1 1.4 4 3 2 2.9 3 4 1 2.6 

F2 4 3 2 2.9 2 4 3 3.1 3 1 1 1.5 1 1 3 1.8 

F3 2 2 3 2.4 3 3 2 2.6 1 4 2 2.5 4 3 2 2.9 

F4 3 4 1 2.6 4 1 2 2.2 2 2 2 2 2 2 4 2.8 

Criteria/ 

Alternative 
Tamil Nadu 

Kerala 

 

Andhra Pradesh 

 
Karnataka 

F1 1 1 4 2 

F2 4 4 1 1 

F3 2 3 3 4 

F4 3 2 2 3 
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Figure 1 - Structural Procedure 

 
Figure 2 - Problem structure 

 
Figure 3-Structure of Weightage 
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Figure 4- Structure of the Best Sub Alternative 
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The primary goal of this study is to assess hesperidin's anti-cancer capability against particular molecular 

targets to treat cancer. Hesperidin has been chosen as the experimental ligand after conducting a 

thorough ligand analysis. For this study, Bax, Bcl-2, NF Kappa B, Carbonic anhydrase I (CA-1), Inducible 

Nitric Oxide Synthase (iNOS), Endothelial Nitric oxide synthase (eNOS), Caspase 3, and Caspase 9 

proteins have been chosen as therapeutic targets. Molecular docking was conducted using Glide module 

of Schrödinger software. Further evaluation was based on dock score, conformational changes, and the 

amino acid residues involved in the protein-ligand interaction. Hesperidin showed significant binding 

affinity, especially with caspase 3, carbonic anhydrase I, ENOS, and INOS. It also showcased 

considerable potential against Bax, Bcl-2, Caspase 9 and NFκB, demonstrating its potential as an effective 

anti-cancer drug.In this study, the inhibitory potential of hesperidin was analyzed using in-silico 

molecular docking study. Hesperidin revealed significant binding efficiency against the aforementioned 

therapeutic targets, thereby showcasing its potential as a potent anti-cancer agent. In vitro analysis is 

required for further validation of this data.  

 

Keywords: Computer-aided drug discovery, Hesperidin, Molecular docking, Anti-cancer activity 
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INTRODUCTION 

 
Cancer is one of the leading causes of mortality all around the world. Female breast cancer is the most frequently 

diagnosed disease, closely followed by lung, colorectal, prostate, and stomach cancer [1,2]. Despite developing novel 

anti-cancer drugs, chemotherapy, radiotherapy, and surgery are deployed to treat various cancers. Nonetheless, the 

utilization of synthetic pharmaceutical drugs has not enhanced the treatment productivity, and there has been no 

general improvement in the endurance pace of the patients [3,4]. Pharmaceutical drugs showcase detrimental effects, 

including high toxicity, drug resistance, and fatal impact on the non-targeted tissues. Due to this, there is a 

requirement to discover novel therapeutics for a more secure and robust treatment approach [5]. At first, 

conventional drug discovery approaches took around ten years, employing an experimental method for screening 

potential compounds. The traditional process was tedious and unpractical. In the wake of discovering potential 

ligands, it took around ten years to perform clinical preliminaries to foster a clever medication for a specific sickness. 

For this reason, a computer-aided drug designing technique was developed utilizing Molecular mechanics to 

comprehend protein-ligand interactions [6]. Numerous ligands can be selected, and around 200 – 500 compounds 

can be screened simultaneously via virtual screening. Molecular docking is conducted in-silico, wherein the 

connection between tiny particles and proteins is examined at a nuclear level. It is used to portray the active site of 

target proteins to comprehend the inward functions of human illnesses at the atomic level [7,8]. Ligands with higher 

binding affinity are chosen based on blind docking. Potential drug candidates can be further tested by conducting 

subsequent clinical trials. Nowadays, by focusing on significant domains crucial for inhibition, target-specific 

inhibitors can be developed for effective and targeted approaches [9]. 

 

Flavonoids are known for showcasing potent antioxidant properties by abolishing ROS (reactive oxygen species) and 

free radicals' production, thereby depicting the potential to treat various stages of tissue damage, including diverse 

types of cancers. Most citrus fruits (lemon, mandarin and oranges) contain hesperidin, a vital bioflavonoid. It is 

located in association with Vitamin C [10,11]. It is experimentally verified that hesperidin is not cytotoxic and it is safe 

consumption. It is one of the most significant bioactive compounds, depicting anti-cancer, antioxidant, anti-microbial 

and anti-inflammatory properties. Hesperidin possesses significant anti-inflammatory properties and is being 

administered to treat hypersensitivity reactions[10]. Induction of oxidative stress leads to cellular proliferation, 

inhibition of apoptosis, metastasis and angiogenesis. Hesperidin is known for its potent antioxidant activity and 

showcases potent anti-cancer activity. Hesperidin's antioxidant capacity was assessed by its ability to sequester 1,1-

diphenyl-2-picrylhydrazyl (DPPH), which resulted in a substantial reduction in the levels of the free radical DPPH 

with effectiveness comparable to Trolox [12,13]. Hesperidin has antioxidant properties that protect against the 

harmful effects of paraquat and peroxide hydrogen[14]. By activating apoptosis and decreasing cyclooxygenase-2 

expression, hesperidin inhibited tobacco-related carcinogen NNK-induced mouse lung tumorigenesis[15]. It is 

observed that hesperidin decreased cellular proliferation in the colonic mucosa, thereby inhibiting carcinogenesis 

suffering from colon cancer [16,17]. In this study, hesperidin is chosen as an experimental ligand, and it is docked 

with Bax, BCL-2, NFκB, Carbonic Anhydrase 1 (CA-1), iNOS, eNOS, caspase 3, and caspase 9 to assess its binding 

efficacy and anti-cancer potential. 

 

MATERIALS AND METHODS 

 
Protein preparation 

3D structures of BAX, Bcl-2, NF Kappa B, Carbonic anhydrase I, INOS, ENOS, Caspase 3, and Caspase 9 were 

retrieved from the Protein Data Bank (PDB). It is a repository with various 3D protein structures generated by NMR 

spectroscopy and X-ray crystallography. The removal of water molecules, the insertion of missing hydrogen bonds, 

and proper bond orders were assigned to non-standard residues were all part of the protein preparation process. 

Following this, the optimization of the hydroxyl group and hydrogen bonds along with amine groups of the amino 

acids on the target proteins were carried out. The energy reduction method was carried out using the OPLS3e force 
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field.The non-hydrogen atoms were reduced to a minimum until the average root mean square deviation 

approached 0.3 Å. 

 

Active site prediction 

Active sites are crucial for in-silico analysis as the amino acid residues present in this site will decide whether the 

ligand will inhibit/activate a particular domain. The active sites of the proteins were predicted using the Uniprot 

database, Interpro scan server, and the Sitemap module of Schrodinger. In this study, the active site residues of 

Carbonic anhydrase 1, INOX, ENOX, Caspase 3, and Caspase 9 was predicted via Uniprot and Interpro scan web 

server analysis. Whereas the active site residues of Bax, BCl-2 and NFκB was predicted by Sitemap. 

 

Ligand Preparation 

The 3D structure of compound hesperidin (PubChem ID: 10621) was downloaded from the PubChem database.  

 

Domain analysis 

Domains are the functional part of any protein. From the concept of structural biology, the domains are the 

conserved region of the protein. The protein domain analysis was carried out using the Pfam database to predict the 

functional domain region of the selected protein. 

 

Receptor Grid Generation 

The position and size of the active site are represented by the construction of receptor grids. For the docking 

procedure, a receptor grid generating module was implemented, where compounds were to be docked using a 

centroid of selected protein residues. It's an important step to do before commencing molecular docking. 

 

Induced Fit docking using XP Glide Algorithm 

The compound Hesperidin is docked with all the eight proteins using the GLIDE module of Schrödinger. Primarily, 

protein preparation was performed via the addition of missing hydrogens and by assignment of bond orders. 

Further, the optimization and minimization process of the target proteins was carried out. Then Ligprep was used 

for the preparation of ligand molecules by optimization of the ligand structures through the OPLS3e force 

field.Molecular docking is incorporated in this research study via the use of the XP (Extra Precision) scoring 

algorithm. The ligand docking module was integrated for the docking of compound hesperidin with the target 

proteins using the XP method in the GLIDE module of Schrödinger. The scoring function in XP Glide is based on a 

thorough evaluation of protein-ligand interactions and incorporates an extensive sampling of docked structures [18]. 

The top-scoring structures are subjected to grid-based water scoring methodology, and the entire XP dock score 

scoring function and identification of structural motifs are computed. 

 

RESULTS AND DISCUSSION 

 
Protein preparation  

The targets were chosen on the basis of molecular function and biological processes of the proteins in cancer 

progression. The 3D structures of all eight proteins were downloaded in PDB format from the Protein Data Bank for 

further analysis. 

 

Ligand Preparation 

The ligand hesperidin was downloaded from the PubChem database (Fig. 1).  

 

Domain analysis 

The functional domain analysis of the target proteins was performed using the Pfam database, and this information 

is shown in Table 1. These details were crucial in determining the active sites and amino acid residues in each of our 

target proteins. 
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Active site prediction 

The amino acid residues of the active sites of target proteins were predicted using Uniprot, Interproscan, and 

Sitemap. The active site of Carbonic anhydrase 1, INOX, ENOX, Caspase 3, and Caspase 9 were predicted by Uniprot 

and Interproscan. Whereas BAX, BCl-2, and NFκB binding sites were predicted by Sitemap (Table 2). 

 

Molecular Docking 

The XP (Extra precision) technique of Schrödinger's GLIDE module was used for molecular docking. Table 3 shows 

the docking score, bond length, and different amino acid residues involved in the protein-ligand interaction. Many 

pro-apoptotic proteins (BAX, BAK, BIM, BID, and BAD) are found in the BCL-2 family and are essential for 

triggering apoptosis in malignant cells. It also contains anti-apoptotic proteins (BCL-2, BCL-xL) that are responsible 

for the inhibition of apoptosis. The proteins of the BCL-2 family are a promising target for the treatment of a variety 

of cancers. BCL-2, BCL-xL, and BAX are three members of the Bcl-2 family with many structural and functional 

similarities. BH1-BH4 domains are conserved in the anti-apoptotic proteins BCL-xL and BCL-2. The BH3 domain 

(essential for triggering apoptosis), BH1, and BH2 domains make up Bax, a pro-apoptotic protein. The anti-apoptotic 

proteins constitute a hydrophobic groove, and the BH3 domain of pro-apoptotic proteins like BAX bind to the 

groove via an amphipathic alpha-helix, thereby inhibiting apoptosis. 

 

In this study, this BCL-2 (BCL-xL) domain crucial for imparting anti-apoptotic property is targeted as it is common in 

both Bax and Bcl-2 protein. The docking analysis depicted dock score of -6.0 kcal/mol and -6.7 kcal/mol of hesperidin 

with Bax and Bcl-2 protein, respectively. Hydrogen bond interaction is observed with the binding of hesperidin to 

Bax protein with the binding site residues Ala 81, Val 83, Asp 84 and Asp 86. Multiple interactions were observed 

with the binding of hesperidin to Bcl-2, wherein hydrogen bond interaction is observed with amino acid residues 

Glutamine 58 and Tyrosine 161. Pi-cation interaction is also observed with amino acid residue Arginine at 66th 

position and hydrogen bond interaction with Leu 160, similar to the action inhibitor N-heteroaryl sulfonamide [19]. 

NFκB is a transcription factor present in all cell types and is involved in various biological processes, including 

inflammation, immunity, cell proliferation, differentiation, and survival. Rel homology domain is a protein domain 

found in the family of eukaryotic transcription factors like NFκB. It is composed of two structural domains. The N-

terminal DNA binding domain is similar to the one found in p53 protein; the C-terminal domain has an 

immunoglobulin-like fold that functions as a dimerization domain [20]. Phosphorylation of the N-terminal domain is 

crucial in regulating transcription factors by targeting the expression of specific genes [21].  

 

For this study, the binding site residues are based on the N-terminal of Rel homology domain of NFκB is targeted. 

The docking analysis of hesperidin with NFκB depicted dock score of -6.4 kcal/mol. Hydrogen bond interaction is 

observed with the binding site residues Asp 94 and Arg 103.The active site of most carbonic anhydrases contains a 

zinc ion in its active site for its crucial for its function [22]. Carbonic anhydrases I and II are highly expressed in the 

GI tract and kidneys and are known to mediate the pH in tumour cells by modulating the proton and bicarbonate 

concentrations, thereby inducing cellular survival and proliferation [23]. The zinc ion is coordinated by the imidazole 

rings of 3 histidine residues, His94, His96, and His119 [22]. The docking analysis of hesperidin with Carbonic 

anhydrase I depicted dock score of -7.8 kcal/mol. Multiple non-covalent molecular interactions are observed. 

Hydrogen bond interaction is observed with the binding site residues HIE 94 and Pi-Pi stacking interaction with Thr 

199 similar to the inhibitor Polmacoxib [24].  

 

Inflammation is caused by inducible nitric oxide synthase (iNOS), which increases the production of pro-

inflammatory cytokines such as IL-6, IL-8, TNF, and IFN-. Vascular endothelial growth factor-induced angiogenesis 

(VEGF) is mediated by endothelial nitric oxide synthase (eNOS), which increases angiogenesis in cancer cells. iNOS 

is primarily present in the cytosol, whereas eNOS is situated on the membrane.For this study, the oxygenase domain 

is targeted containing Nitric oxide synthase. The docking analysis of hesperidin with Inducible nitric oxide synthase 

(INOS) with a dock score of -12.7 Kcal/mol. Hydrogen bond interactions are observed with active site residues Cys 

200, Asp 382 and Trp 463, similar to the interaction observed by inhibitor S-ethylisothiourea (SEITU) with INOS [25]. 

The docking analysis of hesperidin with Endothelial nitric oxide synthase (ENOS) with a dock score of -12.6 
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Kcal/mol. Hydrogen bond interactions with the active site residues Tyr 475 and Glu 361 and pi-pi stacking 

interaction with Trp 178. Among all caspases, caspase 3 and caspase 9 play a crucial in initiating and executing 

programmed cell death in cancerous cells. When cytochrome c produced from mitochondria binds with Apaf-1 in 

response to an apoptotic signal, caspase 9 is activated [26]. This causes caspase 3 to be cleaved, and it is activated 

along with caspases 6 and 7 to induce apoptosis[26,27]. For this study, the peptidase C14 / p20 domain of caspase 3 is 

targeted. The activation of apoptosis can sometimes lead to caspase-1 activation, which links apoptosis and 

inflammation, such as during the targeting of infected cells [28]. For this study, peptidase C14, the caspase catalytic 

domain of caspase 9, is targeted. This domain includes the core of the p45 precursor of caspases, which is processed 

to produce the active p20 and p10 subunits [29]. The docking analysis of hesperidin with Caspase 3 protein with a 

dock score of -7.8 kcal/mol. Hydrogen bond interaction is observed with the active site residues Arg 207, Trp 214 and 

Asp 253. The docking analysis of hesperidin with Caspase 9 protein resulted in the dock score of -5.7 kcal/mol.  

Hydrogen bond interaction is observed with active site residues Asp 355, Ser 345, Glu 351, Glu 358, Lys 380. 

 

CONCLUSION 

 
According to the findings of this study, hesperidin is an effective treatment because of its considerable antioxidant 

capacity, which provides excellent anti-cancer and chemopreventive effects. It demonstrates high binding 

effectiveness and affinity for several important anti-cancer targets. An in-silico analysis cannot fully comprehend the 

anti-cancer mechanism of hesperidin. To fully understand hesperidin's anti-cancer, chemopreventive, and 

antioxidant potential, more research using in-vitro and in-vivo methods are necessary. 
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Table1: Domain Analysis 

 

SR.NO Protein Name Domain Name Domain Region 

1. BAX protein (Q07812) Bcl-2 63-158 

2. Bcl-2 protein (Q07817) Bcl-2 90-188 

3. NF Kappa B (Q00653) RHD_DNA_bind 40-220 

4. Human carbonic anhydrase 1 (P00915) Carb_anhydrase 12-261 

5. INOS (P35228) NO_synthase 82-508 

6. ENOS (P29474) NO_synthase 119-481 

7. Caspase 3 (P42574) Peptidase_C14 43-167 

8. Caspase 9 (P55211) Peptidase_C14 160-412 

 

Table 2: Prediction of binding site residues 

S.No Protein Name Active site/Binding site residues 

1. BAX protein (Q07812) 70, 80, 81, 83-85, 88, 91, 92, 115, 116, 119, 120, 123, 124, 127, 

132, 136, 139  

2. Bcl-2 protein (Q07817) 55, 58, 59, 62, 63, 66, 67, 103, 104, 105, 107, 108, 157, 161-163. 

3. NF Kappa B (Q00653) 94, 95, 103-105, 107-109, 117-119, 153, 154, 156, 157, 160, 193 

4. Human carbonic anhydrase 1 (P00915) 62, 64, 65, 67, 91, 92, 94, 96 ,119, 121, 122, 131, 135, 141, 143, 

198-200, 207, 209 

5. INOS (P35228) 118, 200, 347, 370, 372, 381, 382, 463, 491 

6. ENOS (P29474) 184, 247, 353, 354, 356, 357, 368, 366, 447, 475 

7. Caspase 3 (P42574) 64, 121, 122, 161, 163, 168, 204-209, 213, 214 

8. Caspase 9 (P55211) 180, 237, 238, 285, 287, 292, 352-357, 361, 362 

 

Table 3: Molecular docking of hesperidin against the given cancer targets 

SR.NO Protein Name 
Dock Score 

(Kcal/mol) 
Interacting residues Bond length (Å) 

1. BAX protein (4SOP) -6.0 
Ala 81, Val 83, Asp 84 (2), Asp 

86 

1.79, 1.83, 1.89, 2.05, 

2.12 

2. Bcl-2 protein (4IEH) -6.7 Gln 58, Arg 66, Leu 160, Tyr 161 2.06, 3.12, 1.90, 1.96 

3. NF Kappa B (1A3Q) -6.4 
Lys 90, Glu 92 (2), Asp 94, Arg 

103 

2.00, 1.66, 1.93, 1.96, 

2.01 

4. 
Carbonic anhydrase 1 

(5GMM) 
-7.8 

Asp 72 (2), His 94, Thr 199, His 

200 

1.60, 1.84, 3.31, 2.34, 

2.20 

5. INOS (4NOS) -12.7 Cys 200, Tyr 373, Asp 382 (2), 2.20, 1.99, 1.81, 2.10, 
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Trp 463, Tyr 491 1.95, 1.97, 2.09 

6. ENOS (1M9M) -12.6 Trp 178 (2), Glu 361, Tyr 475 (2) 
3.21, 3.24, 1.69, 1.71, 

1.90 

7. Caspase 3 (1NMS) -7.8 Arg 207 (3), Trp 214, Asp 253 
1.78, 1.81, 2.40, 2.11, 

2.10 

8. Caspase 9 (1JXQ) -5.7 
Ser 345, Glu 351, Asp 355, Glu 

358, Lys 380 

1.98, 1.77, 1.62, 1.90, 

2.10 

 

 
 

Fig. 1. 3D structure of Hesperidin Fig. 2. (A) 3D and 2D representation of hesperidin-Bax 

Protein complex. (B) 3D and 2D representation of 

hesperidin-Bcl-2 protein complex. 

  

Fig. 3.Interaction of hesperidin with NFκB protein. (A) 

3D representation of hesperidin - NFκB protein 

complex. (B) 2D visualization of various non-covalent 

molecular interactions. 

Fig. 4. Interaction of hesperidin with Carbonic 

anhydrase 1 protein (A) 3D representation of 

hesperidin - carbonic anhydrase-1 complex. (B) 2D 

visualization of various non-covalent molecular 

interactions. 
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Fig. 5.(A) 3D and 2D representation of hesperidin-

iNOS protein complex. (B) 3D and 2D representation of 

hesperidin-eNOS protein complex. 

 

Fig. 6. (A) 3D and 2D representation of hesperidin-

caspase 3 protein complex. (B) 3D and 2D 

representation of hesperidin-caspase 9 protein 

complex. 
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For thousands of years, people have been intrigued by snakes. Worldwide, snakebites pose a significant 

health, social, and economic challenge, but in tropical and subtropical regions, this challenge is 

compounded. More species of the most dangerous snakes are present, prompt medical care is 

unavailable, and medical care is subpar. The purpose of this research was to document the existence of 

under-appreciated medicinal plants. Research conducted in India has identified over a hundred plants 

that show promise as anti-snake venom treatments. Information gathered from various literature 

sources identified useful plant families, plant parts, and methods of using these plants. There are over 

520 plant species in India, from about 122 families, that may help with snakebite treatment. The purpose 

of this research was to spur the development of herbal antidotes to snake venom. These have the 

potential to be a low-cost, easily-evaluated alternative that would have huge implications for society. 

Caesalpiniaceae, Zingiberaceae, Acanthaceae, Fabaceae, Apocynaceae, Cucurbitaceae, Euphorbiaceae, 

Lamiaceae, Rubiaceae and Arecaceae are some of the most beneficial plant families. Folk medicine 

practitioners in India use herbs singly or in combination. 

 

Keywords: Antiophidic Plants, Snake venom, Local tissue damage, Phytochemicals, Antivenin Plants. 

 

INTRODUCTION 

 
The snake is widely considered to be both one of the most fascinating and one of the most misunderstood members 

of the animal kingdom. Snakes can be discovered in a variety of habitats, including deserts, grasslands, swamps, 

and forests. They can also be discovered in both freshwater and saltwater environments. As predators, snakes 

consume a wide variety of prey, including rodents, insects, the eggs and young of other birds, and young birds 
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themselves. Because of their cold blood, snakes need to find a new home in an environment that will enable them to 

maintain a temperature that is suitable for their bodies. They are only occasionally seen out in the open because they 

cannot withstand the heat of the summer for more than ten to twenty minutes at a time. They enter a state of 

dormancy during the scorching summer months and hibernate during the bitterly cold winter months of the year. 

There are close to 300 different species of snakes that can be found in India. Of these, there are more than 60 

venomous species, more than 40 mildly venomous species, and 180 non-venomous species. There are four different 

families that these species belong to: the Colubridae, Elapidae, Hydrophiidae, and Viperidae families. Only about 

half of the few venomous snakes that do exist are actually capable of killing someone with their bite. The majority of 

snakebite cases in Southeast Asia result in death, despite the fact that the annual mortality rate from snakebites is 

thought to be between 80,000 and 140,000. There are several reasons for this, including a lack of access to medical 

care, malnutrition among victims, and the high density of venomous species. Snakes are able to exert control over 

the amount of venom they expel, and they can bite in either an offensive or defensive manner, depending on 

whether or not they are attempting to capture prey or protect themselves. Because snakes only have a limited 

supply of venom at any given time, they try to conserve it by avoiding wasting it on things that are not their prey. 

As a result, approximately forty percent of all human bites are considered defensive and "dry" (without 

envenomation). There are more than 60 different species of poisonous snakes native to India, and each one's fangs 

contain a one-of-a-kind cocktail of different toxins. Four of the most common species of terrestrial venomous snakes 

can be found on the Indian mainland. These four are known as the "big four." Spectacled cobra (Najanaja),Common 

kraits (Bungarus caeruleus), saw-scaled viper (Echiscarinatus), Russell's viper (Daboia russelii). These dominant species 

are responsible for the vast majority of the country's reported cases of injury and death. When it comes to the 

process of prey capture, venom is an essential component[1]. Snakes are able to kill their prey, such as birds and 

rodents, by injecting their lethal venom into their bodies through their lightning-fast bites. This causes their victims 

to become unconscious and unable to move. In addition to this, serpents use their venom to defend themselves 

against other species that are predators[2]. 

 

 Because it contains a variety of enzymes, venom has the capability to cause damage to the internal tissues and 

nervous system of its victim. It is widely held that the respective snake species purposefully evolved this helpful 

venom delivery pathway over the course of their evolution. Proteins, enzymes, anticoagulants, neurotoxins, and 

other chemicals are just some of the components that make up snake venom, which is a complex mixture[3]. It is 

possible to classify the venom of all venomous species into one of three primary categories: neurotoxic, hemotoxic, 

or cytotoxic. These are categorised according to the parts of the body that they target or affect. For instance, 

neurotoxic venom causes damage to the nervous system and the brain. Hemotoxic venom has an effect on the 

cardiovascular system because it prevents blood from clotting properly and disrupts blood flow[4]. In addition, it 

causes damage to tissues all throughout the body in addition to the deterioration of organs. Cytotoxic venom causes 

unbearable pain because it disrupts the normal molecular structure of the tissues it attacks. The annual death toll 

from snakebites in India is the highest of any country at 58,000, and the country's disability rate is four times higher 

than the death toll. In the previous 20 years, snakebites have been responsible for the deaths of close to 1.2 million 

people. The World Health Organization (WHO) included snakebite in its list of"Neglected Tropical Disease," or 

NTD, due to the fact that it is a problem in a number of countries all over the world. Antivenom serum therapy is 

the only treatment that has been shown to be effective. This therapy purifies neutralising immunoglobulins or 

fragments by using plasma derived from animals that have been immunised against snake venoms or specific 

toxins. Antivenom is, sadly, in short supply across the board, despite the critical demand for it. Because of how 

common these species are, the only ones for which there is antivenom available for purchase are the ones listed 

above[4]. The "big four" antivenoms are typically used in the treatment of all conditions related to snakebite. Beyond 

the "big four," antivenoms have very little success and are ineffective.Internal bleeding or failure of multiple organs, 

including the heart, lungs, and kidneys, may result from snake bites. It could even result in the person's death or 

paralysis. In the event that someone is bitten by a snake, the only course of action that is recommended and 

considered acceptable is the prompt administration of a sufficient dose of antivenom. The Polyvalent Antivenom 

Serum, which can be obtained from government centres located all over India, is particularly effective at 

neutralising the injected venom of the "big four" snake species. It is typically possible to achieve systemic effects by 
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beginning the administration of antivenom as soon as possible after envenomation; however, it is much more 

difficult to reverse the damage to local tissues. There are numerous anecdotes describing the widespread use of 

medicinal plants as a treatment for snakebites, particularly in subtropical and tropical regions such as Africa, South 

America and Asia. When dealing with the aftermath of a venomous animal bite, residents of rural and tribal areas 

frequently turn to home remedies. Throughout human history, people have treated snakebites with medicinal 

plants, and this knowledge has been passed down through rural communities. Immunotherapy has been shown to 

be effective in the treatment of envenomation brought on by a snakebite; however, the treatment's side effects have 

piqued the interest of venom toxicologists and other researchers working in this area who are looking for an 

alternative therapy to treat ophidian bites. Traditional treatments for snake envenomation have their limitations, so 

researchers are looking for alternatives that are both safe and effective. One such alternative is herbal medicinal 

plants. They are not only common, but also risk-free, efficient, reasonably priced, and accessible even in remote 

areas. Because there is a large body of evidence that points to the significance of active plant metabolites for the 

construction of anti-snake venom medication moieties, it is believed that a single purified component is insufficient 

for completely neutralising the toxicity of snake venom. This is due to the fact that active plant metabolites can be 

found in various plants. On the other hand, there is a substantial body of evidence that points to the significance of 

active plant metabolites. Despite the extensive research that has been done on herbal medicinal plants to alleviate 

the problems caused by snakebite poisoning, there is currently no plant-based medicine that is available that is 

effective against snake venom. Because of this, the current situation necessitates isolating pure chemicals from 

plants that are capable of acting specifically against the toxins that are found in snake venom while simultaneously 

minimising the risk of side effects. In other words, the situation calls for a win-win situation. In order to evaluate the 

anti-venom activity of appropriate herbal formulations, it is also necessary to carry out a number of pre-clinical 

studies. These studies need to include a wide range of active component combinations in a variety of permutations. 

In addition, there is an urgent need to focus on the pathogenic properties of snake venom toxins as well as the 

mechanisms by which they exert the harmful effects that they have. When it comes to the treatment of snake 

envenomation, it would be extremely beneficial to have a better understanding of the specificity of the toxins that 

can be found in snake venom, the connection between their structure and their activity, as well as the antigenic 

characteristics that are associated with those toxins[5]. Because of this, researchers need to develop new medicines 

that are safe for the environment, are effective against ophidians, and are affordable to people who are economically 

marginalised and disadvantaged. Traditional herbal antidotes are becoming an increasingly popular starting point 

for toxicologists all over the world who are working on the development of effective inhibitors of snake venom 

toxins. Antiophidic plants have the potential benefits of being inexpensive, readily available, stable at room 

temperature, and neutralising a wide variety of toxins, including those that cause only local tissue damage. These 

benefits are in addition to the fact that antiophidic plants can neutralise toxins. 

 

Composition of Snake Venom  

Venom proteins can be broadly categorized as having or not having built-in enzymatic activity. The possibility that 

therapeutic small molecules will inhibit the enzymatic venom components is the obvious significance of this 

distinction. According to proteomic analysis, snake venom contains proteins from 26 different protein families with 

significant species variation[6]. However, the majority of the medically significant components are concentrated in 

just four families, in varying amounts. These proteins include the non-enzymatic three-finger toxins (FTX), 

metalloproteases (MPs), serine proteases (SPs), and secreted phospholipase A2 in addition to bungarotoxin, a 

nicotinic receptor antagonist (sPLA2)[7]. 

 

Local Tissue Damage 

Local tissue damage is a common result of most viperid venoms and a small number of elapid venoms. These 

venoms include myotoxic phospholipases A2 (PLA2s), which attach to and damage the plasma membranes of 

muscle fibers, resulting in myonecrosis. Certain PLA2s damage sarcolemmals by interactions with hydrophobic 

molecules, whereas catalytically inactive PLA2 homologues harm sarcolemmals by hydrolyzing membrane 

phospholipids. After membrane disruption, calcium influx into the cytosol results in myofibrillar hypercontraction, 

mitochondrial malfunction, and other degenerative processes that irreparably harm muscle cells. Tiny basic 
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myotoxic peptides constrict muscles and result in necrosis in the venom of viperids. Pressure on the muscle fibers 

and ischaemia are caused by vascular alterations and oedema. Skeletal muscle requires blood and innervation to 

recover, thus phagocytic cells must clear away necrotic material. Viperid venom impairs skeletal muscle 

regeneration and often results in permanent injury by harming muscle fibers, blood vessels, and neurons. Blood 

vessel integrity is also affected by myonecrosis. Type IV collagen in particular is hydrolyzed by viperid venom 

metalloproteinases (SVMPs), which reduces the mechanical stability of microvessels. As a result, extravasation is 

brought on by haemodynamic biophysical forces in the circulation that stretch and tear the capillary wall. SVMP-

induced microvascular damage may be brought on by breaking down endothelial cell-cell adhesions. Collagen, 

hyaluronic acid, and proteoglycans are examples of extracellular matrix components that are hydrolyzed by SVMPs 

and hyaluronidases[8, 9]. This alters the structure and function of microvascular and other tissue components, 

resulting in local tissue damage by venom. Blisters are the result of SVMPs harming the dermal-epidermal interface, 

a non-enzymatic mechanism, the three-finger toxin family of cytotoxins found in several Elapidae family venoms 

disrupt the plasma membranes of different cell types in diverse tissues, leading to broad cutaneous necrosis. 

Intramuscular nerves, lymphatic vessels, arterioles, and venules are all impacted by PLA2s and SVMPs. A local 

inflammatory process is brought on by the synthesis and release of eicosanoids, nitric oxide, anaphylatoxins, 

bradykinin, histamine, cytokines, resident macrophages and other cells, and leukocytes in envenomed tissue. 

Exudates including plasma proteins, intracellular and extracellular protein fragments, cytokines, chemokines and 

damage-associated molecular patterns are formed in this inflammatory environment, which may exacerbate 

inflammation and harm tissue.Pain-related sensory neurons are stimulated in catalytically inactive PLA2 

homologues by ATP and purinergic receptors. The best treatment is conventional medicine, which has no impact on 

the local tissue damage caused by antivenom therapy. According to several viper venom victims, the issue recurs 

every year. Traditional healers make great use of plant extracts for this reason[10, 11]. 

 

Folk plants commonly used for the treatment of snakebites in India. 

Withania somnifera. 

The winter cherry, also known as ashwagandha, is the fruit of the small evergreen woody under shrub Withania 

somnifera, which is a member of the Solanaceae family. It is a native of India's subtropical dry regions. Withania 

somnifera plant has most of its unique steroidal alkaloids and lactones which are found in roots and leaves. The 

protein component of Withania somnifera, called Withania somnifera glycoprotein (WSG), has been reported to exhibit 

a variety of significant pharmacological action, including anti-microbial, anti-protease, inhibitor of phospholipase, 

and hyaluronidase activity of snake venom. Hyaluronidases in venom help the toxins spread quickly by breaking 

down the extracellular matrix of the victim's tissues. The glycoprotein inhibited the hyaluronidase activity of viper 

(Daboia russelii) and cobra (Najanaja) venoms. This was shown by zymogram assay and staining the skin tissues for 

different activity. At a concentration of 1:1 w/w of venom to WSG, the enzyme's activity was completely stopped by 

WSG. So, we can show that the glycoprotein stops the hyaluronidase from working in the venoms. There seems to 

be a scientific reason why snakebite victims in rural India put the plant extract on their skin as a cure[12–18]. 

 

Sapindus saponaria 

Sapindus saponariais a deciduous tree of small to medium size. Also known as wing leaf soapberry and western 

soapberry. Belongs to the Sapindaceae family. Extracts from the callus of Sapindus saponariaand its principal active 

component stigmasterol inhibit the pharmacological and toxic effects of snake venoms and  proteins isolated from 

viperidae family. Myotoxic, hemorrhagic, and phospholipase A2 activities. It was discovered that both fractions and 

extracts can inhibit the activity of hemorrhagic proteins found in venoms. These proteins are highly dependent on 

Zn2+, and the active chemicals in this plant may be interfering with protein-cofactor interactions or binding to other 

active sites required for this activity. -sitosterol, stigmasterol, and -sitosterol glucoside can inhibit the edematous, 

hemorrhagic, myotoxic, and PLA2 activities induced by snake venoms and toxins[19]. 
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Sarsaparilla Hemidesmus indicus 

Indian sarsaparilla is a plant native to South Asia. The family Asclepiadaceae encompasses plants found throughout 

India. The root of Hemidesmus indicus is used. It was discovered that Hemidesmus indicus possesses antisnake venom 

activity. This aromatic root is mashed into a thin paste and administered to the snakebite victim's wound, according 

to local studies in West Bengal, India's rural areas. Moreover, it was administered orally in combination with several 

other ingredients, such as salt, jaggery, lime, etc. The people who lived in rural areas had a strong belief in this 

healing plant and wanted to cultivate it at home for their personal benefit. Hemidesmus indicus root extract contained 

the active substance 2-hydroxy 4-methoxybenzoic acid, which was very efficient in reversing the pathophysiological 

alterations caused by Daboia russellii venom. The plant inhibits hemorrhage, defibrinogenate,PLA2 activity and 

cardiotoxicity. It was discovered that the methanolic crude extract considerably reduced the fatal, hemorrhagic, 

necrotic, defibrinogenating, coagulant, and fibrinolytic effects of viper venom[20]. 

 

Mangifera indica. 

Mangifera indica, often known as mango, is a flowering plant species in the Anacardiaceae family.Mangifera indica 

aqueous extract is recognized to have anti-snake venom properties. The most toxic and lethal part of snake venom, 

multi-toxic phospholipases A2s, are yet unknown as is its inhibitory efficacy and mode of action. Mangifera indica 

bark extract may neutralize the venom of the Indian Russells viper. Hemolytic activity was dose-dependently 

reduced by Mangifera indicaextract. Moreover, extracts from Mangifera indica decrease edema in a dose-dependent 

way. In conclusion, Mangifera indicaaqueous extract suppresses PLA2's toxic and enzymatic activities, proving it has 

anti-snake venom characteristics. It would be useful to carry out more in-depth study on the function and 

mechanism of the main inhibitory elements of the extract in order to develop them as an effective anti-snake venom 

and anti-inflammatory drug. The anti-hemorrhagic, anti-coagulant, fibrinogenolytic, edema-inducing, and anti-

myotoxic properties of Mangifera indica have been shown.[21] 

 

Tamarindus indica. 

Tamarind (Tamarindus indica) belongs to the family Leguminosae and grows abundantly all over India. Inhibited the 

PLA2, protease, hyaluronidase, L-amino acid oxidase and 5′-nucleotidase enzyme activities of venom. Tamarind 

seed extract is a good source of powerful natural PLA2 inhibitors, mainly myotoxic PLA2 found in V. russelli 

venom.[22] 

 

Pluchea indica. 

Pluchea indica Less. (Asteraceae) methanolic root extract has the potential to counteract the effects of viper venom. By 

utilizing silica gel column chromatography, the active fraction which contains the primary component 𝛽-sitosterol 

and the minor compound stigmasterol was separated, purified, and the structure was ascertained. It was discovered 

that the active portion considerably reduced the fatal, hemorrhagic, defibrinogenation, edema, and PLA2 activity 

caused by viper venom. The active ingredient also inhibited PLA2 activity, respiratory alterations, cardiotoxicity, 

neurotoxicity, and mortality brought on by cobra venom.[23] 

 

Emblica officinalis. 

Emblica officinalis belongs to family Phyllanthaceae. For anti-snake venom action, Emblica officinalis methanolic root 

extracts are employed. In both in vitro and in vivo studies, the plant extracts effectively inhibited the lethal activity 

caused by the venom of the Viperarussellii and Najakaouthia snakes. The plant extract significantly reduced the 

hemorrhage, coagulant, defibrinogenating, and inflammatory effects caused by viperarussellii venom[24–26]. 

 

Rosmarinus officinalis 

Rosemary, or Rosemarinus officinalis L., is a perennial evergreen aromatic plant of the Lamiaceae family. There were 

significant amounts of phenolics, falvonoids, and different phenolic acids in the rosemary aqueous extract. The main 

ingredient, rosmarinic acid, may be the cause of the viper venom's possible neutralizing activity against proteases, 

PLAs2, fibrinogenases, LAAOs, hemorrhagic, hemolytic, edema-inducing, myotoxic and fatal actions. An effective 

treatment for deadly viper bites is said to be rosemary aqueous extract.[27–29]  
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Trichosanthes tricuspidata. 

Trichosanthes tricuspidata belongs to the family Cucurbitaceae. T. tricuspidata leaf protein rich fraction exhibited 

proteolytic activity. Prevention of Echiscarinatus venom -induced tissue necrosis by tricuspidin via modulation of 

immune mediators. The paste of Tricosanthus tricuspidata plant leaves is used to treat snakebite poisoning. 

 

Butea monosperma 

Butea monosperma (Lam) Kuntze belongs to the Fabaceae family of plants. By inhibiting hyaluronidase, which is a 

spreading agent, the extract of Butea monosperma stem bark is used. Stigmasterol is extracted from Butea 

monosperma bark.[30, 31] 

 

Mimosa pudica 

Mimosa pudica belongs to the family Mimosaceae. Mimosa pudica aqueous root extract inhibited the hyaluronidase 

and protease activities of Najanaja, Viper arusselii, and Echiscarinatus venom in a dose-dependent manner.[32] 

 

Curcuma longa. 

Curcuma longa belongs to the family Zingiberaceae, Roots of Curcuma longa, were pulverized and extracted using 

hexane. ar-turmerone is the active chemical component. ar-turmerone may inhibit proteolytic and hemorrhagic 

venom enzymes by acting as an enzymatic inhibitor. Ar-turmerone was the most effective therapy for the 

suppression of edema, necrosis, and local bleeding after viper venom.[33, 34] 

 

Vitex negundo 

Vitex negundo Linn, also known as Nirgundi or Five-leaved Chaste Tree, is a huge aromatic shrub in the Verbenaceae 

family. The methanolic root extracts of Vitex negundo used for antisnake venom activity.V. russellii venom-induced 

haemorrhage, coagulant, defibrinogenating and inflammatory activity was significantly neutralized by plant 

extracts.[25] 

 

Azadirachta indica 

Azadirachta indica, commonly known as neem, nimtree, and Indian lilac, is a Meliaceae mahogany tree. In a dose-

dependent manner, anAzadirachta indica PLA2 inhibitor isolated from the methanolic leaf extract of A. indica (Neem) 

inhibits the phospholipase A2 enzymes in cobra and Russell's viper venom.[35] 

 

Strychnosnux-vomica 

Strychnosnux-vomica Linn (Family: Loganiaceae), a medicinally important toxic plant, commonly known as nux 

vomica, poison nut, has diverse therapeutic and clinical applications. In low doses, nux vomica seeds extract was 

found to effectively neutralized Daboia russelii venom induced lethal, haemorrhage, defibrinogenation, 

phospholipase A2 (PLA2) enzyme activity and Najakaouthia venom induced lethal, cardiotoxicity, neurotoxicity, 

PLA2 enzyme activity.[36] 

 

Piper longum  

Piper longum L. (family Piperaceae), popularly known as "long pepper," is a climbing shrub native to the world's 

tropical and subtropical regions. In ethanolic extract of Piper longum fruits, piperine was discovered to reduce 

Russell's viper (Viperidae) snake venom activity.[37] 

 

Alstonia scholaris 

Alstonia scholaris, often known as blackboard tree or devil's tree, is an evergreen tropical tree belonging to the 

Apocynaceae family. The dried bark of Alstonia scholaris Linn is used.  It might significantly inhibit the elevation of 

serum lactate dehydrogenase (LDH) and proinflammatory cytokines (IL6, TNF) caused by Viper russelli venom.[1, 

38] 
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Pittosporum tetraspermum. 

 Pittosporum is a genus in the Pittosporaceae family that has over 200 species with a global distribution, with the 

highest concentration in Australia and China. Only 11 species have been documented in India so far. The bark part 

is used as narcotic, antidote to snake poison, and also a stimulant. (Pillai & Swapna, 2019). The bioactive component 

responsible for the biological activity of Pittosporum tetraspermum is identified as trihydroxyoleanolic acid glycoside, 

whose aglycone part is characterized as trihy-droxyoleanolic acid and the glycone part as sugars glucose and 

glucuronic acid.[39, 40] 

 

Azima tetracantha 

Azima tetracantha Lam. belongs to the Salvodoraceae family and is known as Kundali. Phosphomonoesterase, 

phosphodiesterase, acetylcholinesterase, phospholipase A2, 5′ nucleotidase, and hyaluronidase enzymes were all 

inhibited by the ethylacetate extract Azima tetracantha.[41] 
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Fig I;  Major venom composition of  ‚big four‛ 
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Table I: Commonly Used Plants Which Have Antivenin Property 

Sl 

no 
Name of the plant Parts used 

Inhibited 

activities 

Sl 

no 
Name of the plant 

Parts 

used 

Inhibited 

activities 

1.  Anacardium 
𝑜𝑐𝑐𝑖𝑑𝑒𝑛𝑡𝑎𝑙𝑒 

Bark  PLA2, 

proteolytic, 

SVH 

13.  Andrographis 

paniculata 

Whole 

plant, 

Stem 

and leaf 

extract  

- 

2.  Tylophora𝑖𝑛𝑑𝑖𝑐𝑎 Leaf, root  PLA2  14.  Andrographis 

serpyllifolia 

Whole 

plant 

- 

3.  Vitis vinifera. Seed  Proteolytic, 

SVH 

15.  Carmona retusa  Whole 

plant 

- 

4.  Ophiorrhiza𝑚𝑢𝑛𝑔𝑜𝑠 Root  Hemorrhage 16.  Desmodiummotorium whole 

plant  

- 

5.  Morus 𝑎𝑙𝑏𝑎 Leaf  Proteolytic, 

SVH  

17.  Ehretiacanarensis root 

bark  

- 

6.  Acalypha 𝑖𝑛𝑑𝑖𝑐𝑎 Leaf  Hemorrhage 18.  Lantana indica  Leaf  - 

7.  Leucas 𝑎𝑠𝑝𝑒𝑟𝑎 Leaf, root  PLA2  19.  Polyalthiakorinti Root - 

8.  Aristolochia𝑖𝑛𝑑𝑖𝑐𝑎 Root  LAAO, 

proteolytic 

20.  Polygala arvensis  whole 

plant 

- 

9.  Aristolochia𝑏𝑟𝑎𝑐𝑡𝑒𝑜𝑙𝑎𝑡𝑎 Leaf, root, 

Aqueous 

leaf and 

root 

extract. 

PLA2  21.  Aristolochia indica  

 

Plant 

extract 

 

- 

10.  Tylophora𝑖𝑛𝑑𝑖𝑐𝑎 Leaf, root PLA2  22.  Wattakakavolubilis Leaf and 

root 

- 

11.  Hemidesmus𝑖𝑛𝑑𝑖𝑐𝑢𝑠 Root  Hemorrhage 23.  Abutilon indicum  

 

Leaf 

extract  

- 

12.  Crinum jagus Bulb  Hemorrhage 24.  Acorus calamus  

 

Root 

extract  

- 

13.  Senna auriculata  Leaf  PLA2, 

proteolytic, 

SVH  

25.  Ecliptaprostrata Aerial 

parts  

- 
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The regulatory environment is one of the most crucial factors in bringing a cutting-edge medical product 

to market, such as a drug-device combination product. Drug-device combinations have developed a 

method for product development, regulatory approval, and business interactions that has provided 

crucial information for the creation of subsequent generations of combination goods. Drugs, equipment, 

and/or biological products may be combined to create therapeutic and diagnostic medical products 

known as combination products. The medical device markets, which are often viewed as having high 

growth potential and offering higher profit margins and better patient outcomes, now include devices 

that can deliver medications and biologics to particular sites.  Combination product development, clinical 

translation, and regulatory review are intricate and difficult processes. The main ideas for 

comprehending the USFDA, Japan, and China's thoughts on combination goods are outlined in this 

article. The combination of product provisions and the approval process are discussed in this article.  

 

Keywords: Drug-device combinations, USFDA, China, Japan, Medical device, Clinical translation, 

Regulatory review. 
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INTRODUCTION 
 

Since ancient times, the traditional medical system has been practised, however, treating new ailments with 

traditional medicine is becoming an increasingly challenging process. Currently, the unique technology makes use of 

combination products (1). In the early 2000s, the medical device, pharmaceutical, and biological industries started to 

understand that the future of therapeutic interventions did not lie just in specialized subsets of those products. A 

transdisciplinary approach results in true innovation, which can lead to considerably increased therapeutic value. 

For instance, the growing development of complex combination products is a result of ongoing technological 

developments in drug and biological research as well as those in engineering and producing medications, biologics, 

and devices (2). Because medical devices, biologics, and drugs alone may not be sufficient to treat disease or harm. In 

reality, every field of medicine will gain from this since disease or physical harm may eventually be reversed rather 

than just stopped. 

 

Regulatory requirements for Combination products in US 

As two or three products combining medical equipment, medicines, and biological products, combination products 

first appeared in 1970 and gained distinctive efficacy (4). The Federal Food, Drug, and Cosmetic Act (FFD&C) was 

revised in 1990 by the Safe Medical Device Act (SMDA), which marked the start of the development of regulations 

for combination items in the US. Prior to these things being managed on an as-needed basis, there was no formal 

regulatory system in existence (5). Combination goods are expanding in scope and complexity as manufacturing 

technology advances. The first definition of combination goods appeared in Title 21 of CFR 3.21 in 1991 (6). 

 

Combination products are defined in 21 CFR 3.2(e). The term combination product includes:  

1.  A product consisting of two or more regulated components, such as a drug and a device, a biologic and a device, 

a drug and a biologic, or a drug and a device and a biological, and produced as a single entity by physical, 

chemical, or other processes. 

2. Examples of two or more different products that are packaged together in a single container or as a single unit are 

drug and device goods, device and biological products, or biological and drug products. 

3. A drug, device, or biological product packaged separately that, according to its investigational plan or proposed 

labelling, is intended for use only with an approved individually specified drug, device, or biological product 

when both are required to achieve the intended use, indication, or effect and when, after the proposed product's 

approval, the labelling of the approved product would need to be changed.  

4. Any experimental drug, apparatus, or biological product that is packaged separately and, in accordance with its 

planned labelling, is only to be used in conjunction with another such product, when both are required to achieve 

the intended use, indication, or effect (7). 

 

Combination Product Types (8) 

Table 1-Types of combination products 

 

Office of Combination products 

The requirements of the Medical Device User Fee and Modernization Act (MDUFMA) in 2002 led to the 

establishment of the Office of Combination Products. The primary agency responsible for regulating and grading 

combination products is chosen by OCP (9). 

 

 It acts as the primary point of contact for staff and the industry with regards to inquiries concerning combination 

items. The creation of guidelines, rules, and standard operating procedures to make the laws governing 

combination goods clearer. 

 Facilitate the settlement of disagreements about the premarket examination of timetables for combination 

products. 

 Modernization of contracts, policies, or procedures pertaining to the assignment of combination goods (10). 
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PMOA. 

Combination products will have more than one mode of action since they are composed of more than one regulated 

product category (such as a biological product, device, or medication), and each component contributes its own 

mode of action. Therefore, the FDA defines the primary mode of action (PMOA) as "the single mode of action of a 

combination product that produces the most important therapeutic action of the combination product." The most 

crucial therapeutic effect is the one that is anticipated to have the greatest influence on all of the intended therapeutic 

advantages of the product (11). 

 

Pre-Request for Designation process 

The sponsor provided the details in written form to the OCP to identify combination products. The feedback period 

has a 60-day calendar constraint. During the review, the sponsor is always able to connect to OCP and ask any 

questions they may have. OCP informed the sponsor of a longer review period if it was unable to provide comments 

within 60 days. Any substantial changes to the product made by the sponsor, such as changes to the indication or a 

component, must be communicated to OCP. It is necessary to file a separate pre-Request for Designation for each 

product if it has various configurations, ingredients, applications, or indications (13).  

 

Request for Designation 

21 CFR 3.2, (j), states a request letter from an applicant is another name for an RFD, It is an OCP written contribution. 

RFDs ask for an assessment of  

(1) The product's categorization or regulatory designation as a drug, device, biological product, or combination 

product, and/or 

(2) Which FDA division will oversee a non-combination product if one exists? Which agency center will be in charge 

of premarket regulation and inspection if it's a combined one? 

 

The designation letter is FDA's official response to an RFD and constitutes a legally-binding determination of the 

center's classification and/or assignment. However, as per 21 CFR 3.2(i) of the regulations, this determination may be 

modified in accordance with the criteria set forth in 563 of the FD&C Act and 21 CFR 3.9 rules (14). 

 

Product approval procedure 

After the lead center has been designated the product developer can submit the required market application to the 

lead center in order to approach it for market authorization. The product should be submitted as an NDA if the lead 

center is CDER; if it is allocated to CBER, the application is a BLA; similarly, if the lead center is CDRH, the 

application is either a 510k or a PMA, depending on the device's classification. CDRH, CBER, and CDER collect the 

device user fee and the registration charge in order to approve and review a combination product (15). 

Application for combination products in accordance with the PMOA and the evaluation period (16). 

 

Regulatory requirements for Combination products in China 

 

The primary Chinese regulatory authority is the CFDA/NMPA (China Food and Drug Administration/National 

Medical Product Administration) (17). The NMPA has regulated combination goods since 2002(18). The regulatory 

requirements for drug-device combination products were first made clear in the NMPA's Notice on Matters 

Concerning the Registration of Drug-Device Combination Products, which was published in November 2009. The 

Announcement on the Registration of Drug-Device Combination Products was published in 2021 by the NMPA(19). 

According to the statement, a medication-device combination product's primary mode of action (PMOA) must be 

considered when determining whether to regulate it as a medicine or a device. When the PMOA is a device and vice 

versa, the product must adhere to the regulatory process for devices (20). The PMOA for combined items is validated 

by the Centre for Medical Device Standard Administration. The development of China's regulatory science for 

medical devices is covered in this portion of the Regulatory Science Action Plan (RSAP), which was introduced by 

the NMPA in 2019. 
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In China, a Combination product is defined as ‚a single, manufactured item that consists of both pharmaceuticals 

and medical equipment‛ (21). 

 

Registration of Drug-Device Combination Products 

 

 Products that combine medications and devices must be declared and registered in accordance with the 

applicable drug regulations. 

 Products combining medicines and devices that principally depend on medical devices' functionality must be 

declared and registered in line with the relevant medical device standards.  

 The accompanying marketing certification documents for any medications or medical devices included in a 

combination of drugs and devices that have been given the go-ahead for marketing in China or the country (area) 

of manufacture must be included with the registration application.  

 The applicant must thoroughly evaluate all of the characteristics of the stated medicine and device combination 

product. In order to define the management qualities of the medication and device combination product, the 

applicant must first submit an application to the State Medical Products Administration's Medical Device 

Standards Management Centre. 

 The standard management canter shall review the accepted application materials for the definition of the 

attributes of drug-device combination products, solicit input on that definition in accordance with the 

procedures, notify the applicant in the information system for that purpose, and promptly post the outcomes of 

that definition on its website. 

 The applicant must identify a "drug-device combination product" on the application form and submit an 

application to the State Medical Products Administration for registration of medications or medical devices based 

on the outcomes of defining the product's qualities (22). 

 

Regulatory Requirements of Combination Products in Japan 

The regulating body in Japan is the PMDA (Pharmaceuticals Medicine and Device Agency). It is a department of the 

Ministry of Health, Labour, and Welfare (MHLW). A "combination product" in Japan is a product that is advertised 

as a single drug, medical device, or cellular and tissue-based product but actually combines two or more different 

types of drugs, devices, processed cells, etc. that ordinarily fall into the drug, medical device, or cellular and tissue-

based product categories if marketed separately (24). 

 

Examples of Combination Products  

 These comparable drug-combination products are only a few examples. Prefilled syringes and asthma medicine are 

delivered through inhalers with a programmable respiratory intake mechanism. Heparin-coated catheters, 

antimicrobial bone cement, and drug-eluting stents are a few examples of combination items that correlate to 

medical devices. Cell suspensions in prefilled syringes and a pair of cell suspension and scaffold goods used for 

impregnation in clinical settings are two examples of cellular and tissue-based combination products. 

 

The following goods are permitted in combination products: 

 

a)  A collection of products (integrated goods where each component can be sold as a distinct medication, medical 

device, or cell and tissue product since the pharmaceuticals, etc., are not indivisible). 

b)  Kit products ("In Handling Kit and Other goods That Combine Solutions, etc. with Injections, it says "kit 

products.") (PAB/ELD Notice No. 2-98 by the Directors of the Office of Pharmaceutical Affairs, Ministry of Health 

and Welfare's First Division of Evaluation and Registration, Second Division of Evaluation and Registration, and 

Division of Biological Products, dated 12 March 1986) 

c)  Products, such as medical equipment, etc., that cannot be utilized independently from pharmaceuticals and in 

which the constituent drugs, etc., cannot be marketed individually. (Excluding kit products). 
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Handling of Marketing Application 

 Cellular and tissue-based products, medical devices, and medication combinations must be submitted as a single 

product. 

 It is not necessary for pharmaceuticals, medical devices, or cellular and tissue-based products that are part of a 

combination product to have individual marketing permission, certification, or notice, even if they are 

manufactured at a different manufacturing facility than the final combination product. 

 The marketing authorization holder will require a separate license and marketing clearance if the medication, 

device, or another component of the combination product is offered as a finished good. 

 When filing your marketing approval application, be sure to specify whether your product has a clinical necessity 

since set products—with the exception of those with a need—are often not accepted. 

  Specify in the comments area of the application which "Combination Products" match to which medications. If 

the combination products match the "Kit products" specified in the "Combination Products" section of the 

Handling of Kit and Other Goods that Combined Solutions, etc. to Injections, then they are "Kit products‛. 

 Be sure to put "combination products" in the section of the application form designated for comments, and 

request the chance to submit either the application for a partial modification or the minor change notice for 

combination items (25). 

 

Decision-Making Procedures  

In Japan, combination products are evaluated on a case-by-case basis. The primary mode of action is the primary 

criterion for classifying a substance as a drug or a device. The Ministry of Health, Labour, and Social Services will 

examine the matter. The Office of New Drugs of the PMDA will oversee the review if the product is classified as a 

pharmaceutical. The PMDA's Office of Medical Devices will take the lead if the item is a medical device (26). 

 

License, Manufacture, and Quality Management  

The company must get the license to develop any combination of drugs, medical devices, or products made from 

cellular tissues. Combination products need to follow GMP for medications and quasi-drugs, QMS for medical 

devices, in vitro diagnostics, and cellular and tissue-based products. 

 

CONCLUSION 
 

Combination products are the new approach that has been used in a vast range because in some scenarios it may be 

difficult to treat the diseases with the drug, biologics, and medical device alone. The regulations of Combination 

products in the US, China, and Japan are discussed in this article. The primary mode of action is the primary factor in 

determining whether a combination product should be classified as a medicine, biologic, or medical device in each of 

the three counties, and the regulatory pathway that results from that classification. The field of Combination 

products in the US is very well developed with transparency when compared to China and Japan. 
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Table 1-Types of combination products 

Type Description Common Example(s) 

1 Convenience Kit or Co-Package 

Drug and device are provided as 

individual constituent parts within 

the same package 

Drug or biological product vials packaged with device(s) or accessory 

kits (empty syringes, auto-injectors, transfer sets), first aid or surgical 

kits containing devices and drugs 

2 Prefilled Drug Delivery Device/ 

System 

Drug is filled into or otherwise 

combined with the device AND the 

sole purpose of the device is to deliver 

drug 

Prefilled drug syringe, auto-injectors, metered-dose inhalers, dry 

powder inhalers, nasal-spray, pumps, transdermal systems, prefilled 

iontophoresis system or microneedle ‚patch‛ 

3 Prefilled Biologic Delivery Device/ 

System 

Biological product is filled into or 

otherwise combined with the device 

AND the sole purpose of the device is 

to deliver biological product 

Vaccine or other biological product in a prefilled syringe, autoinjector, 

nasal spray, transdermal systems or microneedle patch pre-loaded 

with biological product 

4 Device Coated/ Impregnated/ 

Otherwise Combined with Drug 

Device has an additional function in 

addition to delivering the drug 

Drug pills embedded with sensors, contact lens coated with a drug, 

drug-eluting stents, drug-eluting leads, condoms with spermicide, 

dental floss with fluoride, antimicrobial coated catheters/sutures, bone 

cements with antibiotics 

5 Device Coated or Otherwise 

Combined with Biologic 

Device has an additional function in 

addition to delivering the drug 

Live cells seeded on or in a device scaffold, extracorporeal column 

with column-bound protein 

6 Drug/Biologic Combination Antibody-drug conjugates, progenitor cells combined with a drug to 

promote homing 

7 Separate Products Requiring 

Cross Labeling 

Light-activated drugs or biological products not co-packaged but 

labeled for use with a specific light source device 

8 Possible Combination Based on 

Cross Labeling of Separate 

Products 

Drug/biological product under development utilizes a device, but   

unclear whether the final product will require that the two be cross-

labeled 

9 Other Type of Part 3 Combination 

Product (e.g., Drug/Device/ 

Biological Product) 

Combination product not 

otherwise described 

All 3 articles are combined in a single product (e.g., a prefilled syringe 

containing an antibody-drug conjugate), device to manufacture a 

biologic also includes a drug or biologic in the kit, or the product 

contains two different combination product types (e.g., Type 1 and 

Type 2 are provided together). 
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Table 2-US regulatory agencies application type and review period 

Lead Centre Application type Review clock 

Centre for Drug 

Evaluation and 

Research 

or 

Centre for Biologics 

Evaluation and 

Research 

New Drug Application 

 

/ 

 

 

Biologic License 

Application 

6 Months (Priority 

Review)  

 

or  

 

10 Months (Standard 

Review)  

Centre for Devices 

and Centre 

Radiological Health 

Humanitarian Device 

Exemption 

 

510k (Premarket 

notification) 

 

Pre-market approval 

(PMA) 

75 days  

 

 

90 days  

 

 

180 days  

 

 
Fig 1: Examples of Combination Products (3) 
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Fig 2: Algorithm of PMOA in US (12) 

 
Fig 3: Drug/device combination product attributes-definition application procedure in China (21) 
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Fig 4: Combination products Approval Process in China (23) 
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Rice (Oryzae sativa L.) is the most important food for over two billion people in Asia. Which is 

mainly infested by Brownspot and blast diseases and cause maximum  yield loss.The present study 

was undertaken to find out the efficacy of different Indigenous Technical Knowledge (ITK) practices 

(Panchagavya, Mint leaf extract, Five leaf extract and Fish amino acid) alone and in combination 

against the diseases and also characterization of antimicrobial compound against disease causing 

pathogens. The rice plant are treated with combined application of Panchagavya, Five leaf extract, Mint 

leaf extract and cd  with seed treatment @20ml/ kg of seeds and foliar spray @10 % conc. on 20 and 40 

Days after transplanting (T7)  recorded minimum disease incidence and significantly enhanced the yield 

parameters. Several antimicrobial compounds were identified from the ITK components which were 

found to possess antimicrobial compounds against fungal and bacterial pathogens causing diseases in 

crop plants. These compounds could be the reason for inducing resistant in the plant against the 

pathogen causing major disease in rice. 

Keywords: Rice, ITK, Panchagavya, Fish amino acid. 
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INTRODUCTION 

 
Rice (Oryza sativa L.) is the most important and extensively grown crop in tropical and subtropical regions of the 

world and consuming as a staple food for more than 70 percent of the world’s population. It is grown in almost all 

the states of India. In Tamil Nadu rice crop (paddy) is predominantly grown in the Cauvery delta region which is 

also known as the rice bowl of Tamil Nadu. Rice crop is affected by serious biotic factors like diseases caused by 

fungi, bacteria and viruses leads to the economic loss and non-availability of food to the population. Among the 

diseases, Brown leaf spot disease caused by Bipolaris oryzae and blast incited  by Pyricularia oryzae are considered to 

be major constrain is rice cultivation  due to extensive distribution of numerous physiological races (Arshad et al., 

2008) and resulting in yield loss of about 27–35 percent (Deepak CA et al., 2021).  

 

Diseases of Rice is managed by seed treatment with fungicides and spraying of fungicides in the field that break 

down the natural ecological balance. The use of Indigenous Technical knowledge (ITK) practices may help in 

avoiding environmental pollution as well as increase the production of pesticide-free produce. The ITK components 

Viz,. Panchagavya,  Fish amino acid, Five leaf extract, 3G solution, Mooligai viratti, Tulsi leaf extract, Mint leaf extract 

and Ten leaf extract, etc., generally refers to knowledge systems embedded in the cultural traditions of regional or 

local communities (Talukdar et al. 2012).The information on traditional agriculture pertinent on efficacy of  ITK 

components against rice diseases and characterization of antimicrobial compounds available in ITK components 

have never been recorded or documented. With the background, the present investigation was done to study the 

efficacy and characterization of antimicrobial compounds of ITK components against the diseases incited by Bipolaris 

oryzae and Pyricularia oryzae.  

 

MATERIALS AND METHODS 
 

Isolation of B. oryzae 

Ten Strains of B. oryzae was obtained from foliar lesions of the rice variety ADT-36 by pure culture technique and 

was grown on a rice flour medium (rice flour, 14g; yeast extract, 4g; agar-agar, 15g; distilled water, 1000ml) the 

culture was maintained at 28Â°C under continuous fluorescent lighting (Michelena and Castilo, 1984). The 

pathogenic isolates of B. oryzae were designated as (AUBO-1 to AUBO-10). 

 

Isolation of P. oryzae 

Ten isolates of P. oryzae was isolated from the seeds of ADT-36 by pure culture technique and was grown on prune- 

agar medium (prune,40g; agar-agar,20g; distilled water, 1000ml) (Ram B. Khadka et al. 2012). Petri plates inoculated 

with P. oryzae was incubated at 28Â°C for 7 days in the dark, and for further 3 days at the same temperature under 

continuous fluorescent lighting. The pathogenic isolates of P.oryzae were designated as (AUPO-1 to AUPO-10). 

 

Pathogenicity proving of the fungal pathogen 

The efficacy of ten isolates of pathogenic fungi such as and Bipolaris oryzae and Pyricularia oryzae were tested by 

pathogenicity proving study and the isolates  Bo8 & Po7 were found to be effective in cause  the disease symptom in 

pot cultural condition. Hence Bipolaris oryzae Bo8 and Pyricularia oryzae Po7 were used for further studies.  From the 

result of the pathogenicity test the virulent isolates of each pathogen Bo8 and Po7 were subjected to molecular 

confirmation through ITS region sequencing. the sequence thus obtained was analyzed by using the BLAST analysis 

tool of the NCBI database. Based on the BLAST search, isolate Bo8 is confirmed as B. oryzae and Po7 as P. oryzae. The 

sequences analysed were deposited in the Gen Bank database and the accession number is obtained. The pathogen 

isolates with accession numbers were given below: 

Isolate         Organism                                Accesion number 

Bo8             Bipolaris oryzae                            OQ349750 

Po7              Pyricularia oryzae                        OQ359421 
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Preparation of ITK components.  

Panchagavya 

The Panchagavya was prepared by using cow dung (5 parts), cow urine (3 parts), milk (2 parts), curd (2 parts), and 

ghee (1 part). The fresh cow dung was thoroughly mixed with ghee in a wide-mouth mud pot and kept for three 

days. The above mixture was thoroughly mixed once daily. On the fourth day, other ITK were added to the mud pot, 

mixed properly, and covered with a nylon net to prevent flies into the pot. The pot was placed in a shed and mixed 

thoroughly twice for thirty days. (Krishna kumar et al., 2020) 

  

 Five leaf extract 

Collect leaves of the Neem, Pungam, Calotrophis, Adathoda and, Vitex at the rate of each 1 Kg and clean well with 

water, grind into paste form with water, soak in an equal amount of water or cow urine and keep it undisturbed 

overnight. In the morning for better effect, boil the extract for 1/2 -1 hour at 70-80°C in a closed container. After 

boiling, leave it for another 12 hours to cool, the cooled suspension must be filtered with Kada cloth and the filtrate is 

stored in a clean glass bottle and can be stored upto 15 days. Mix the extract with the recommended quantity of 

water for the crop. 

 

Mint leaf extract  

Mint leaves are purchased from the local market. The fresh leaves are washed in sterilized distilled water. The 

aqueous extract was then prepared by macerating 10 g of leaves in 100 ml of sterilized distilled water. Subsequently, 

the extract was filtered twice with Whatmann filter paper 1. This extract was used for investigations. 

 

Fish amino acid 

The fish amino acid was prepared from fish waste obtained from the local fish market. An equal amount of fish 

waste and jaggery was taken (1 kg of each fish waste and jaggery). The fish waste was taken in an air-tight plastic 

jar/bottle and jaggery was added. The materials were mixed well and stored in a cool dry place. It was kept away 

from direct sunlight. After 10 days, the liquid portion was filtered and used for spraying (Maghirang, 2011). The final 

product was viscous fluid and smelled of panchamirtham.  

 

Gas chromatography–mass spectrometry (GC-MS): 

The compounds present in the ITK components Viz  Panchagavya, five leaf extract, mint leaf extract and fish amino 

acid were characterized through GC-MS analysis at Bio Focus Research Centre, Thanjavur using Thermo Scientific 

Trace GC Ultra chromatograph system (Thermo Fischer Scientific, Austria) coupled to Thermo Scientific DSQ II 

quadruple mass spectrometer. Methanolic extracts of Panchagavya, five leaf extract and mint leaf extract were 

separated using a TG-SQC capillary column (15 m in length, 0.25mm I.D. and 0.25 µm film thicknesses). Helium gas 

was used as a carrier gas with a flow rate of 1.0 mL/min and split mode was used with the split flow of 10 mL. The 

injector temperature was set at 207°C. The column temperature programs consisted of the following: initial 

temperature of 50°C (held 1 min), increased to 150°C at a rate of 25°C/min. After each injection, the column 

temperature was increased to 250°C and then held for 7.0 min to remove the residues that were potentially retained 

in the column. The transfer line temperature and MS source temperature were 265 and 200°C, respectively. Ions with 

masses of 44 and 56 were selected for the quantification of compounds. The sample extraction and introduction were 

fully automated using a Triplus RSH Head Space Autosampler. The volume of syringe used was 2.5mL and needle 

length was 65mm. The 20mL headspace vials were incubated for 1 min in the agitator with temperature 300OC. 

Filling and injection speed was maintained at 20mL/min. Pre-injection and post-injection flush were given using 

nitrogen gas to avoid contamination. The time for pre-injection and post-injection flushing was 5 s and 30 s 

respectively. Raw hexanal (99 per cent purity) purchased from Sigma Aldrich is used as the standard check. 

 

Pot culture experiment 

A pot culture study was conducted with sterilized garden land soil in completely randomized block design with ten 

treatments and three replications each at Department of Plant Pathology, Annamalai University, Annamalai nagar 

from September 2021 to January 2022. Rectangular cement pot of size 18‛ x 12‛ x 12‛ filled with 45 kg of paddy field 
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soil under puddle condition were used for this study. BPT 5204 rice seeds were used (Figure I). The plants in the 

`pots were maintained with uniform, regular and judicious watering. The ITK components viz., Panchagavya, Mint 

leaf extract, Five leaf extract, and Fish amino acid and the chemical Tricyclazole were tested against the Pyricularia 

oryzae, Bipolaris oryzae. Twenty percent concentration of ITK components such as Panchagavya, Fish amino acid, Five 

leaf extract and Mint leaf extract treated with seed @20 ml/ kg of seeds and foliar spray @10 % conc. on 20 and 40 

Days after transplanting. The chemical tricyclazole used as foliar spray at 0.6g/ha first standard chemical check. The 

spore suspension of Bipolaris oryzae, Pyricularia oryzae 20 days culture grown on PDA were inoculated the plants 

using the sterile pinpricking method 15 days after transplanting rice plants. The inoculated plants were incubated in 

a humid chamber for 48 h and subsequently moved to the greenhouse and it is maintained at 22-28℃, 70-90% 

relative humidity. Under a light intensity of 85 µmol m-1 S-1, 12 h photoperiod and subsequently transfer to pot 

culture yard. The treatment schedules were designed on the basis of the above phenomena.  

 

Treatment schedule 

T1- Application of panchagavya with seed treatment @20ml/kg of seeds and foliar spray @10 % conc. on 20 and 40 

Days after transplanting, T2 - Application of five leaf extract with seed treatment @20ml/ kg of seeds and foliar spray 

@10 % conc. on 20 and 40 Days after transplanting T3 - Application of mint leaf extract with seed treatment @20ml/ kg 

of seeds and foliar spray @10 % conc. on 20 and 40 Days after transplanting T4- Application of fish amino acid with 

seed treatment @20ml/ kg of seeds and foliar spray @10 % conc. on 25 and 50 Days after transplanting T5-T1+T2 T6 -  

T5+T3 T7 - T6+T4 T8 - Application of Tricyclazole @ 0.6 % conc. on 20 and 40 Days after transplanting T9 - Healthy 

Control T10 - Inoculated Control. 

 

Assessment of the disease severity in the field  

Twelve plants from each plot were randomly selected and tagged for grading the severity of diseases. The severity of 

two diseases viz. brown leaf spot and leaf blast were recorded following IRRI scales (Standard Evaluation System for 

Rice, 1980). The disease severity was recorded at 30,50 and at the time of harvest and per cent diseases index was 

determined us usual. 

 

Field trial  

 The field trials were conducted at Nalladai, Mayiladudurai district of Tamilnadu during September 2021 to January 

2022, in field with a history of brown leaf spot, blast and sheath blight incidence (Figure II). The trial was laid out in 

plots (5x4 m) arranged in randomized block design. Rice seeds of cv. BPT 5204 were sown in the plot and 

transplanted in 30 DAS in row with row/ plant spacing of 12.5 x 10 cm. Three replicate plots were maintained for 

each treatment. Regular cultivation practices were followed as per the recommendation. Treatment application 

details and experimental observation were the same as in greenhouse experiment.  

 

Treatment schedule 

T1 - Application of panchagavya with seed treatment @20 ml/ kg of seeds and foliar spray @10 % conc. on 20 and 40 

Days after transplanting, T2  - Application of five leaf extract with seed treatment @20ml/ kg of seeds and foliar spray 

@10 % conc. on 20 and 40 Days after transplanting, T3- Application of mint leaf extract with seed treatment @20ml/ kg 

of seeds and foliar spray @10 % conc. on 20 and 40 Days after transplanting, T4 -T1+T2,  T5 - T4+T3,  T6 - Application of 

Tricyclazole  @ 0.6 % conc. on 20 and 40 Days after transplanting, T7 – Contro 

 

Data analysis 

The data obtained from the studies conducted under laboratory and field conditions were subjected to the analysis of 

variance techniques (ANOVA) and were applied to completely randomized design (CRD) and randomized block 

design (RBD). The data obtained on per cent inhibition were transformed using angular (arc sine) transformation. 
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RESULTS  

 
Evaluation of combined application of ITK components against blast and brown leaf spot incidence of rice Brown 

leaf spot disease incidence.  The Effect of ITK components were tested against the Brown leaf spot disease of rice 

under pot culture condition. The result revealed that all the ITK components were found to be effective in inhibiting 

the progress of disease development than the untreated control. Among the various treatments, the plants are treated 

with standard chemical check Tricyclazole (T8) @ 0.6 % conc. on 20 and 40 days after transplanting (T8) recorded 

minimum brown leaf spot disease incidence which recorded 7.82 %, 10.04 % and 11.65 % percent disease incidence 

on 30, 50 and at the time of harvest 68.83%,71.27% and 70.62% respectively and followed by the plant are treated 

with combined application of Panchagavya, Five leaf extract, Mint leaf extract and Fish amino acid  with seed 

treatment @20ml/ kg of seeds and foliar spray @10 % conc. on 20 and 40 Days after transplanting (T7)  recorded 

brown leaf spot disease incidence 7.99%, 10.22% and 11.72% percent disease incidence on 30, 50 and at the time of 

harvest 72.14%,71.77% and 70.44%  respectively and combined application  Panchagavya, Five leaf extract and Mint 

leaf extract with seed treatment @20ml/ kg of seeds and foliar spray @10 % conc. on 20 and 40 Days after 

transplanting (T6) recorded brown leaf spot disease incidence 8.35%, 11.18% and 12.24% percent disease incidence on 

30, 50 and at the time of harvest 70.89%, 69.11% and 69.13% respectively and the above three treatments were at par 

with each other in controlling the disease incidence. The same trend was  observed in field trial also. The minimum 

disease incidence was registered with treatment T6 which recorded the brown leaf spot disease incidence of 7.98 %, 

9.87 % and 10.84 % on 30, 50 and at the time of harvest respectively and followed by T5 recording  8.32 %, 10.13 % 

and 11.12 %  percent disease incidence and T4 which recorded 9.40 %, 12.76 % and 13.32 % percent disease incidence 

on 30, 50 and at the time of harvest respectively. However all the above three treatments were statistically on par 

with each other in controlling the brown leaf spot disease incidence and significantly superior than all other 

treatments. Combined applications of ITK components significantly reduce blast disease incidence than the 

individual application of ITK components (Table III,IV) 

 

Blast disease incidence. 

The result of the experiments revealed that all the ITK components were effectively  arrested the progress of disease 

development than the untreated control. The maximum percent disease control was observed with the plants are 

treated with standard chemical check Tricyclazole (T8) @ 0.6 % conc. on 20 and 40 days after transplanting (T8) 

recorded minimum blast disease incidence which recorded 8.50 %, 12.76 % and 13.32 % percent disease incidence on 

30, 50 and at the time of harvest 74.53%, 66.46% and 66.18% respectively and followed by the plant are treated with 

combined application of Panchagavya, Five leaf extract, Mint leaf extract and Fish amino acid  with seed treatment 

@20ml/ kg of seeds and foliar spray @10 % conc. on 20 and 40 Days after transplanting (T7)  recorded minimum blast 

disease incidence which recorded 9.09 %, 12.22 % and 13.60 % percent disease incidence on 30, 50 and at the time of 

harvest 72.76%, 67.88% and 66.49% respectively and combined application  Panchagavya, Five leaf extract and Mint 

leaf extract with seed treatment @20ml/ kg of seeds and foliar spray @10 % conc. on 20 and 40 Days after 

transplanting (T6) recorded minimum blast disease incidence which recorded 10.12 %, 13.07 % and 14.12 % percent 

disease incidence on 30, 50 and at the time of harvest 70.03%, 65.64% and 64.15% respectively. The treatments 

T8,T7andT6 were statistically at par with each other to manage the disease incidence. The same result was observed 

in field trial also. The maximum percent disease control was observed with treatment T6 ,which recorded 9.85 %, 

11.74 % and 12.83 % percent disease incidence on 30, 50 and at the time of harvest respectively and followed by 

treatment T5 recording  10.16 %, 12.12 % and 13.48 % percent disease incidence and treatment T4 which recorded 

11.45 %, 13.23 % and 14.09 %percent disease incidence on 30, 50 and at the time of harvest respectively. The 

maximum percent disease control was observed with treatment T6, How ever all the above three treatments were 

statistically on par with each other in controlling the blast disease incidence and significantly superior than all other 

treatments. Combined applications of ITK components significantly reduce blast disease incidence than the 

individual application of ITK components (Table III,IV) 
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Evaluation of different ITK components on growth and yield parameters of rice  

The results pot culture experiment revealed that among the ten treatments, the plants are treated with combined 

application of Panchagavya, Five leaf extract, Mint leaf extract and Fish amino acid  with seed treatment @20ml/ kg 

of seeds and foliar spray @10 % conc. on 20 and 40 Days after transplanting (T7) recorded maximum plant height 

(90.45 cm), grain yield (32 g/plant), straw weight (117.5 g/plant), number of tillers (22/ clump). It was followed by 

standard chemical check Tricyclazole @ 0.6 % conc. on 20 and 40 days after transplanting (T8) which registered  plant 

height (91.57 cm), grain yield (34 g/plant), straw weight (122.51 g/plant), number of tillers (24/ clump) and combined 

application  of Panchagavya, Five leaf extract and Mint leaf extract with seed treatment @20ml/ kg of seeds and foliar 

spray @10 % conc. on 20 and 40 Days after transplanting (T6)  recording plant height (92.14 cm), grain yield (33 

g/plant), straw weight (116.56 g/plant), number of tillers (21/ clump). In field trial experiments similar observation 

was recorded. The maximum growth and yield were observed with treatment T5 which recorded maximum plant 

height (90.56 cm), grain yield (4.36 t/ha) and followed by T6 which recorded plant height (91.67 cm), grain yield (4.50 

t/ha) and T4 recording plant height (88.93 cm), grain yield (3.49 t/ha) and the treatment T4 recording plant height 

(88.93 cm), grain yield (3.49 t/ha). However all the above three treatments were statistically on par in enhancing the  

growth and yield parameters and significantly superior than all other treatments. (Table I,II) 

   

Gas Chromatography Mass Spectroscopy (GC MS) Analysis: 

Characterization of antimicrobial compounds from methanolic solvent of ITK components through GC-MS. 

 Panchagavya.  

The methanolic extract of Panchagavya was analysed in GC-MS for its antimicrobial properties. The analysis shown 

that, two antibiotics & antimicrobials such as Squalene &Octadecanoic acid and two antioxidants & pesticide 

compounds, n-Hexadecanoic acid & Hexadecanoic acid and one induce systemic acquired resistance (ISR) ie 2,3- 

Butanediol. The retention time, name of the compound, biological activity, molecular weights, molecular formula 

and structure of the compound are presented in the table V. 

 

Mint leaf extracts 

The antimicrobial and antibiotic compounds identified from mint leaf extract by GC-MS. are recorded as, two 

antimicrobials Viz  Nitrogen oxide (N2O) (CAS) Nitrous oxide & 1-Octadecyne and Citronellyl acetate. The 

compounds Cyclohexanol, 2-methyl-5-(1-methylethenyl)-, (1α,2α,5β) having antimicrobial, antibacterial, antifungal 

and antiviral property also identified. The retention time, name of the compound, biological activity, molecular 

weights, molecular formula and structure of the compound are presented in the table VI. 

 

Five leaf extract. 

The antimicrobial and antibiotic compounds identified from five leaf extract by GC-MS are recorded. Three 

antimicrobials compounds Viz  Phenol (CAS) Izal, Benzoic acid (CAS) Retardex and Peracetic acid and one pesticide 

compound of Carbamic acid Phenyl ester were identified. Peracetic acid also noticed as antifungal activity. The 

retention time, name of the compound, biological activity, molecular weights, molecular formula and structure of the 

compound are presented in the table VII. 

 

Fish amino acid (FAA)  

The extract  of fish amino acid was analysis for its antimicrobial property by GC-MS. The analysis shown that two 

antioxidants, nematicide & pesticidal activity compounds such as n-Hexadecanoic acid & Hexadecanoic acid and one 

antimicrobial as octadecanoic acid. The retention time, name of the compound, biological activity, molecular weights, 

molecular formula and structure of the compound are presented in the table VIII. 
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DISCUSSION 
 

Efficacy of combined application of ITK components against blast and brown leaf spot  

The efficacy of ITK components viz., Panchagavya, Fish amino acid, Five leaf extract and Mint leaf extract were 

tested at different combinations against brown leaf spot and blast diseases of rice under pot culture and field 

conditions. Plants treated with combined application of Panchagavya, Fish amino acid, Five leaf extract and Mint leaf 

extract as seed treatment @ 20ml/kg of seeds and foliar spray @10 % conc. on 20 and 40 DAT was found to 

significantly manage the brown leaf spot and blast diseases and in influencing yield parameters. Similar findings 

were made by several workers using ITK components viz., Panchagavya, Fish amino acid, Five leaf extract, Mint leaf 

extract. Panchagavya has played a significant role in providing resistance to pests and diseases, resulting in 

increased overall yields (Tharmaraj et al., 2011). Panchagavya possess the properties of fertilizers and bio pesticides 

and resulted in positive effect on growth and productivity of crops (Somasundaram et al. 2003 and Sireesha, 2013). 

Yadav and Lourduraj (2006) studied that foliar spray of Panchagavya recorded significantly higher physical 

characteristics like grain size, 1000-grain weight and milling quality as well as cooking quality. Abassi (2011) said 

that fish emulsions is an excellent model system for development of an organic amendment as fertilizer with disease 

suppressing effects. Cow dung and Hen litter at 20% conc. was found to inhibit the mycelial growth of P. oryzae 

(Anandeeswari and John Christopher 2020).     Kamalakannan et al. (2001) studied the efficacy of different plant 

extracts against blast disease under pot culture conditions and reported that, pre and post inoculation spray of 

Prosophis julifera, Zizyphus jujuba and Azadirachta indica exhibited greater reduction in disease incidence. However, 

pre-inoculation spray was comparatively more effective than post inoculation spray in reducing disease incidence. 

 

Characterization of antimicrobial compounds from ITK components.  

Several antimicrobial compounds were identified from the ITK components through GC-MS. All the components 

were found to possess antimicrobial compounds against fungal and bacterial pathogens causing diseases in crop 

plants, (Reference listed in table 5,6,7,8).   similar findings were reported by several workers, Omotoso et al. (2014), Yi 

Shi et al. (2018), Lozano-Grande et al. (2018) I G Mamedov and Y V Mamedova (2021), Alicja Synowiec et al. (2021), 

Carlos et al. (2021), Sermakkani and Thangapandian (2012), D Akachukwu and R I. Uchegbu (2016), R.C. Gupta 

(2014), David et al. (2016), Zhilin Zhang et al. (2018) Vijayakumar and Pannerselvam (2013) and Blechert et al., (1995). 

The plants are treated with ITK components viz., Panchagavya, Fish amino acid, Five leaf extract and  Mint leaf 

extract, the compounds as listed in the table directly interact with  mitochondria of plants and reaches the 

endoplasmic reticulum hence significantly enhance the structure like cutin, suberin and wax artificially in the plants  

system thereby the plant will escape from the disease incidence during adverse conditions .These findings are  

supported by many research workers Zhukov (2015) and Thirukumar et al., (2017). Besides Hexadecaconic acid and 

octadecanoic acid are the 16 carbon and 18 carbon compounds and their derivatives act as a signalling molecules, 

modulating diseases related physiologies in plants. 

 

CONCLUSION 
 

The results reported here indicated that Rice crop treated with complained application of Indigenous Technical 

Knowledges (ITKs) components viz., Panchagavya, Mint leaf extract, Five leaf extract and Fish amino acid were 

trigging the metabolic pathway of plant system against disease causing pathogens due to antimicrobial compound 

present in the ITKs components.  
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Table I: Evaluation of combined application of ITK practices on the growth and yield parameters of rice under 

Pot culture condition  

 

Tr. No 
Plant height 

(Cm) 
No. of tillers/ clump 

Straw yield 

g/plant 

Grain yield  

g/plant 

T1 84.43 20 106.98 28 

T2 83.21 19 104.42 26 

T3 80.32 18 103.97 25 

T4 72.93 16 100.29 21 

T5 88.47 20 118.87 31 

T6 92.14 21 116.56 33 

T7 91.57 24 122.51 34 

T8 90.45 22 117.54 32 

T9 80.41 11 98.22 16 

T10 78.52 9 94.63 13 

 

Table II: Evaluation of combined application of ITK practices on the growth and yield parameters of rice under 

Field study 

Tr. No 
Plant height 

(Cm) 
No. of tillers/ clump 

Straw yield 

t/ha 

Grain yield  

t/ha 

T1 85.43 20 3.98 3.22 

T2 82.21 18 3.42 2.78 

T3 79.32 16 2.97 2.33 

T4 88.93 22 4.29 3.49 

T5 91.67 24 5.14 4.50 

T6 90.56 23 4.97 4.36 

T7 80.43 13 2.21 1.57 

 

Table III: Evaluation of combined application of ITK practices on the Brown leaf spot and blast incidence of rice 

(Pot culture) 

Tr. 

No 

Brown leaf spot  Blast 

Disease incidence (%) 
Disease over control 

(%) 
Disease incidence (%) 

Disease over control 

(%) 

30 

DAT 
50DAT 

At 

Harvest 

30 

DAT 

50 

DAT 

At 

Harvest 

30 

DAT 

50 

DAT 

At 

Harvest 

30 

DAT 

50 

DAT 

At 

Harvest 

T1 
14.85 

(22.66) 

18.42 

(25.41) 

19.94 

(26.52) 
48.22 49.12 49.71 

15.45 

(23.15) 

 

17.71 

(24.89) 

20.45 

(26.89) 

 

53.70 53.44 48.08 
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Table IV: Evaluation of combined application of ITK practices on the Brown leaf spot and Blast incidence of rice 

(Field study) 

 

T2 
16.97 

(24.33) 

20.05 

(26.60) 

21.55 

(27.66) 
40.83 44.61 45.65 

17.07 

(24.40) 

18.58 

(25.53) 

22.56 

(28.36) 

 

48.85 51.16 42.73 

T3 
17.23 

(24.53) 

21.55 

(27.66) 

22.26 

(28.15) 
39.92 40.47 43.86 

18.23 

(25.28) 

19.73 

(26.37) 

23.17 

(28.77) 
45.37 48.13 41.18 

T4 
23.40 

(28.93) 

27.76 

(31.79) 

29.32 

(32.78) 
18.41 23.31 26.05 

25.63 

(30.42) 

27.28 

(31.49) 

31.23 

(33.98) 
23.19 28.29 20.72 

T5 
10.42 

(18.83) 

13.33 

(21.41) 

14.12 

(22.07) 
63.67 63.18 64.39 

12.44 

(20.65) 

15.27 

(23.00) 

16.87 

(24.25) 
62.72 59.86 57.17 

T6 
8.35 

(16.80) 

11.18 

(19.53) 

12.24 

(20.47) 
70.89 69.11 69.13 

10.12 

(18.54) 

13.07 

(21.19) 

14.12 

(22.07) 
70.03 65.64 64.15 

T7 
7.99 

(16.41) 

10.22 

(18.64) 

11.72 

(20.01) 
72.14 71.77 70.44 

9.09 

(17.54) 

12.22 

(20.46) 

13.60 

(21.30) 
72.76 67.88 66.49 

T8 
7.82 

(16.24) 

10.04 

(18.47) 

11.65 

(19.95) 
68.83 71.27 70.62 

8.50 

(16.95) 

12.76 

(20.92) 

13.32 

(21.40) 
74.53 66.46 66.18 

T9 
8.94 

(17.39) 

12.76 

(20.93) 

14.67 

(22.52) 
   

10.47 

(18.87) 

13.63 

(21.66) 

15.73 

(23.36) 
   

T10 
28.68 

(32.38) 

36.20 

(36.98) 

39.65 

(39.03) 
   

33.77 

(35.29) 

38.04 

(38.08) 

39.39 

(38.87) 
   

C.D. 0.88 1.12 1.18    1.02 1.11 1.20    

SE(d) 0.42 0.52 0.56    0.48 0.52 0.57    

Tr. 

No 

Brown leaf spot Blast 

Disease incidence (%) 
Disease over control 

(%) 
Disease incidence (%) 

Disease over control 

(%) 

 
30 

DAT 

50 

DAT 

At 

Harvest 

30 

DAT 

50 

DAT 

At 

Harvest 

30 

DAT 

50 

DAT 

At 

Harvest 

30 

DAT 

50 

DAT 

At 

Harvest 

T1 
10.34 

(18.75) 

13.42 

(21.48) 

14.94 

(22.73) 
56.65 52.45 49.73 

12.87 

(21.02) 

15.67 

(23.31) 

16.49 

(23.95) 
58.47 54.51 56.31 

T2 
11.97 

(20.24) 

16.21 

(23.74) 

15.55 

(23.22) 
50.10 42.56 47.68 

16.97 

(24.32) 

18.00 

(25.10) 

19.50 

(26.20) 
45.24 47.75 48.33 

T3 
12.23 

(20.47) 

20.59 

(26.98) 

21.26 

(27.45) 
49.02 27.04 28.47 

15.46 

(23.15) 

17.56 

(24.77) 

18.24 

(25.28) 
50.11 49.03 51.66 

T4 
9.40 

(17.85) 

12.76 

(20.92) 

13.32 

(21.41) 
60.82 54.78 55.18 

11.45 

(19.77) 

13.23 

(21.33) 

14.09 

(22.04) 
63.05 61.59 62.66 

T5 
8.32 

(16.76) 

10.13 

(18.74) 

11.12 

(19.47) 
65.32 64.10 62.59 

10.16 

(18.68) 

 

12.12 

(20.37) 

13.48 

(21.54) 
67.22 64.82 64.28 

T6 
7.98 

(16.41) 

9.87 

(18.31) 

10.84 

(19.22) 
66.74 65.02 63.53 

9.85 

(17.29) 

11.74 

(20.04) 

12.83 

(20.99) 
68.22 65.92 66 

T7 
23.99 

(29.33) 

28.22 

(32.08) 

29.72 

(33.03) 
   

30.99 

(33.83) 

34.45 

(35.94) 

37.74 

(37.90) 
   

C.D. 0.80 1.04 1.06    1.01 1.14 1.25    

SE(d) 0.36 0.47 0.48    0.46 0.51 0.57    
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Table V: Characterization of antimicrobial compounds from aqueous extract of Panchagavya 

 
Table VI: Characterization of antimicrobial compounds from aqueous extract of Mint leaf extract 
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Table VII: Characterization of antimicrobial compounds from aqueous extract of Five leaf extract 

 

Table VIII: Characterization of antimicrobial compounds from aqueous extract of fish amino acid (FAA) 

 

 
 

 
 

Figure I: Pot culture experiment Figure II: Field trial 

 

S. 

No 
Compound 

Biological 

activity 

Molecular 

Weight 

Molecular 

formula 

Retention 

time 

 

Structure 

 

Reference 

1. 

Benzoic 

acid (CAS) 

Retardex 

Antimicrobial 

activity 
122.12 C7H6O2 4.614 

 

Alicja 

Synowiec et 

al. 2021 

2. 

Carbamic 

acid, 

Phenyl 

ester 

Pesticide 61.04 CH3NO2 4.067 

 

R.C. Gupta 

2014 

3. 
Phenol 

(CAS) Izal 

Antimicrobial 

activity 
94.11 C₆H₆O 2.815 

 

Alicja 

Synowiec et 

al. 2021 

4. 
Peracetic 

acid 

Antifungal 

and 

antimicrobial 

activity 

76.05 CH₃CO₃H 1.300 

 

Carlos et al. 

2021 

Livitha et al., 

https://www.sciencedirect.com/science/article/pii/B9780123864543001068#!
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This study examines various sequencing issues where the processing times are trapezoidal intuitionistic 

fuzzy numbers. Through the use of Graded Mean Ranking Methodology of Pascal’s Triangle and the 

Zero Identifier method, an algorithm is shown for determining the ideal sequence, the minimum total 

time spent and the idle time for each machine. To demonstrate the viability of the sequencing problem, 

numerical examples have been provided.  

 

Keywords: Trapezoidal Intuitionistic Fuzzy Number, Optimal Sequence, Total elapsed time, Idle time, 

Pascal’s Triangle Graded Mean Ranking value.  

 

 

INTRODUCTION 
 

Operations Research assists us in making wiser judgements in difficult situations. Considered to be one of the most 

crucial applications of operations research is the Sequencing problem. When we are worried about the situation, 

where there is an option regarding how a number of activities can be done, job sequencing concerns occurs. 

Sequencing refers to a set of actions or tasks that must be carried out in a particular order. Johnson’s method *1+ , 

which he provided in 1954 for production scheduling and which minimized the overall idle time of machines and the 

total production times of the jobs, is one of the most well-known works in this field still being used today. Later in 

1967, Smith and Dudek created a general method for the flow shop’s ’n’ task on ’m’ machines sequencing problem 

when the number of passing is permitted. In most cases, Processing times in sequencing problems are accurately 
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valued. However, in reality, it seems as though the processing time needed to do a task varies and unreliable. So, we 

employ Fuzzy Numbers to manage these uncertainties. The uncertainty in determining the data can be replaced by 

the fuzzy notions which was introduced by Zadeh [2] in the year 1965. Later, Intuitionistic Fuzzy Set was created by 

Atanassov [3] as a generalization of fuzzy sets. With help of Zero Identifier method [4] , we need not to convert the 

’n’ jobs on three machines or ’n’ jobs on ’m’ machines problem to ’n’ jobs on two machines problem for finding the 

optimal sequence. Using Graded Mean of Pascal’s Triangle *5+ and Zero Identifier approach, we use the key concepts 

and definitions of fuzzy numbers in this work to solve Trapezoidal Intuitionistic Sequencing Problem and obtain the 

shortest processing times for each machine. 

PRELIMINARIES 

Definition 2.1[2]: 

A Fuzzy Set 𝐴  in 𝑋 is a set of ordered pairs defined by 

𝐴 = { 𝑥, 𝜇𝐴  𝑥  : 𝑥 𝜖 𝑋, 𝜇𝐴  𝑥 𝜖 [0,1]}, where 𝜇𝐴  𝑥  is a membership function. 

 

Definition 2.2[2]: 

A fuzzy set 𝐴  defined on a set of real numbersℝ  is claimed as a Fuzzy Number, if its membership function 

𝜇𝐴  𝑥  : ℝ →  [0,1] that satisfies the following properties: 

a. 𝐴  is convex. 

b. 𝐴  is normal. 

c. 𝜇𝐴  𝑥  is piecewise continuous. 

 

Definition 2.3[3]: 

Consider 𝑋to be a non-empty set. An Intuitionistic Fuzzy Set is defined as 

𝐴𝐼  = { 𝑥, 𝜇𝐴𝐼  𝑥 ,  𝜗𝐴𝐼 (𝑥) : 𝑥 𝜖 𝑋} which assigns to each element 𝑥, a membership degree 𝜇𝐴𝐼  𝑥  and a non 

membership degree 𝜗
𝐴𝐼 (𝑥) under the condition 0 ≤  𝜇

𝐴𝐼  𝑥 + 𝜗
𝐴𝐼  𝑥 ≤ 1,  for all 𝑥 ∈ 𝑋. 

 

Definition 2.4[6]: 

An Intuitionistic Fuzzy Subset 𝐴𝐼  = { 𝑥, 𝜇
𝐴𝐼  𝑥 ,  𝜗

𝐴𝐼 (𝑥) : 𝑥 𝜖 ℝ} of the real line ℝ is called an Intuitionistic Fuzzy 

Number (IFN) if the following conditions hold: 

i. There exists 𝑚 ∈ ℝ such that 𝜇𝐴𝐼  𝑚 = 1 and 𝜗𝐴𝐼  𝑚 = 0. 

ii. 𝜇𝐴𝐼  is a continuous function from ℝ → [0,1] such that 0 ≤  𝜇𝐴𝐼  𝑥 + 𝜗𝐴𝐼  𝑥 ≤ 1,  for all 𝑥 ∈ 𝑋. 

iii. The membership and non-membership functions of 𝐴𝐼  are in the following form: 

𝜇𝐴𝐼  𝑥     =

 
 
 

 
 

0,         − ∞ < 𝑥 ≤ 𝑎1

𝑓 𝑥 ,      𝑎1 ≤ 𝑥 ≤ 𝑎2

1,                     𝑥 = 𝑎2

𝑔 𝑥 ,             𝑎2 ≤ 𝑥 ≤ 𝑎3

0,                   𝑎3 ≤ 𝑥 ≤ ∞

  

 

and                                    𝛾
𝐴𝐼  𝑥     =

 
 
 

 
 1,         − ∞ < 𝑥 ≤ 𝑎1

′

𝑓 ′ 𝑥 ,     𝑎1
′ ≤ 𝑥 ≤ 𝑎2

0,                     𝑥 = 𝑎2

𝑔′ 𝑥 ,             𝑎2 ≤ 𝑥 ≤ 𝑎3
′

1,              𝑎3
′ ≤ 𝑥 ≤ ∞

  

where 𝑓, 𝑓′, 𝑔,  𝑔′ are functions from ℝ →  0,1 ,  𝑓 and 𝑔′ are strictly increasing functions, and 𝑔 and 𝑓′ are strictly 

decreasing functions with the conditions 0 ≤ 𝑓 𝑥 + 𝑓′(𝑥) ≤ 1 and 0 ≤ 𝑔 𝑥 + 𝑔′(𝑥) ≤ 1.  
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Definition 2.5[7]: 

An Intuitionistic fuzzy number 𝐴𝐼 = {(𝑎1, 𝑎2, 𝑎3; 𝑎1
′ , 𝑎2, 𝑎3

′ )} is supposed to be called as a Triangular Intuitionistic 

Fuzzy Number if its membership and non-membership functions are respectively given by 

𝜇𝐴𝐼  𝑥 =

 
 
 

 
 

𝑥 − 𝑎1

𝑎2 − 𝑎1
,   𝑎1 ≤ 𝑥 ≤ 𝑎2

𝑎3 − 𝑥

𝑎3 − 𝑎2
,   𝑎2 ≤ 𝑥 ≤ 𝑎3

0,            𝑜𝑡𝑒𝑟𝑤𝑖𝑠𝑒

      and           𝜗𝐴𝐼  𝑥 =

 
 
 

 
 

𝑎2 − 𝑥

𝑎2 − 𝑎1
′

,   𝑎1
′ ≤ 𝑥 ≤ 𝑎2

𝑥 − 𝑎2

𝑎3
′ − 𝑎2

,   𝑎2 ≤ 𝑥 ≤ 𝑎3
′

1,              𝑜𝑡𝑒𝑟𝑤𝑖𝑠𝑒

  

 

      Here 𝑎1
′  ≤ 𝑎1 ≤ 𝑎2 ≤ 𝑎3 ≤ 𝑎3

′  and 𝜇𝐴  𝑥 + 𝜗𝐴  𝑥 ≤ 1 or 𝜇𝐴  𝑥 = 𝜗𝐴 (𝑥) for all 𝑥 ∈ 𝑋. 

 

Definition 2.6[8] 

An Intuitionistic fuzzy number 𝑨𝑰 = {(𝒂𝟏, 𝒂𝟐, 𝒂𝟑, 𝒂𝟒; 𝒃𝟏, 𝒃𝟐, 𝒃𝟑, 𝒃𝟒)} is said to be a Trapezoidal Intuitionistic Fuzzy 

Number if its membership and non-membership functions are respectively given by 

 

 

𝝁𝑨𝑰  𝒙 =

 
 
 

 
 

𝒙 − 𝒂𝟏

𝒂𝟐 − 𝒂𝟏
,      𝒂𝟏 ≤ 𝒙 ≤ 𝒂𝟐

𝟏,                         𝒂𝟐 ≤ 𝒙 ≤ 𝒂𝟑
𝒂𝟒 − 𝒙

𝒂𝟒 − 𝒂𝟑
,            𝒂𝟑 ≤ 𝒙 ≤ 𝒂𝟒

𝟎,                𝒐𝒕𝒉𝒆𝒓𝒘𝒊𝒔𝒆

       𝒂𝒏𝒅   𝝑𝑨𝑰  𝒙 =

 
  
 

  
 

𝒃𝟐 − 𝒙

𝒃𝟐 − 𝒃𝟏
,    𝒃𝟏 ≤ 𝒙 ≤ 𝒃𝟐

𝟎,               𝒃𝟐 ≤ 𝒙 ≤ 𝒃𝟑

𝒙 − 𝒃𝟑

𝒃𝟒 − 𝒃𝟑
,         𝒃𝟑 ≤ 𝒙 ≤ 𝒃𝟒

𝟏,                 𝒐𝒕𝒉𝒆𝒓𝒘𝒊𝒔𝒆

  

Here 𝒃𝟏 ≤ 𝒂𝟏 ≤ 𝒃𝟐 ≤ 𝒂𝟐 ≤ 𝒂𝟑 ≤ 𝒃𝟑 ≤ 𝒂𝟒 ≤ 𝒃𝟒 and 𝝁𝑨𝑰  𝒙 + 𝝑𝑨𝑰  𝒙 ≤ 𝟏 or 𝝁𝑨𝑰  𝒙 = 𝝑𝑨𝑰 (𝒙) for 

all 𝑥 ∈ 𝑋. The membership and non-membership functions of Trapezoidal Intuitionistic Fuzzy Number is given in 

Fig.1. 

 

ARITHMETIC OPERATIONS ON TRAPEZOIDAL INTUITIONISTIC FUZZY NUMBER 

          Let 𝐴𝐼 ={(𝑎1 , 𝑎2, 𝑎3, 𝑎4; 𝑏1, 𝑏2 , 𝑏3, 𝑏4)} and 𝐵𝐼 = {(𝑎1
′ , 𝑎2

′ , 𝑎3
′ , 𝑎4

′ ; 𝑏1
′ , 𝑏2

′ , 𝑏3
′ , 𝑏4

′ )}. Then 

1. Addition: 

       𝐴𝐼 + 𝐵𝐼 = {(𝑎1 + 𝑎1
′ , 𝑎2 + 𝑎2

′ , 𝑎3 + 𝑎3
′ , 𝑎4 + 𝑎4

′ ; 𝑏1 + 𝑏1
′ , 𝑏2 + 𝑏2

′ , 𝑏3 + 𝑏3
′ , 𝑏4 + 𝑏4

′ )} 

2. Subtraction: 

𝐴𝐼 − 𝐵𝐼 = {(𝑎1 − 𝑎4
′ , 𝑎2 − 𝑎3

′ , 𝑎3 − 𝑎2
′ , 𝑎4 − 𝑎1

′ ; 𝑏1 − 𝑏4
′ , 𝑏2 − 𝑏3

′ , 𝑏3 − 𝑏2
′ , 𝑏4 − 𝑏1

′ )} 

3. Scalar Multiplication: 

      If 𝑘 ≥ 0,  𝑘𝐴𝐼 = (𝑘𝑎1, 𝑘𝑎2, 𝑘𝑎3, 𝑘𝑎4) 

      If 𝑘 ≤ 0,  𝑘𝐴𝐼 = (𝑘𝑎4, 𝑘𝑎3, 𝑘𝑎2 , 𝑘𝑎1) 

 

RANKING USING PASCAL’S TRIANGULAR GRADED MEAN[5] 

       Let 𝐴𝐼 ={(𝑎1 , 𝑎2, 𝑎3, 𝑎4; 𝑏1 , 𝑏2 , 𝑏3 , 𝑏4)} be a trapezoidal intuitionistic fuzzy number.  

The ranking function is given by  

 

R(A) = Max[ mag(𝑨 𝝁
𝑰 ), mag(𝑨 𝝑

𝑰 )] 

where mag(𝐴 𝜇
𝐼 ) =

𝑎1+3𝑎2+3𝑎3+𝑎4

8
  and  mag(𝐴 𝜗

𝐼 ) =
𝑏1+3𝑏2+3𝑏3+𝑏4

8
 

 

 

ALGORITHM FOR SOLVING INTUITIONISTIC FUZZY SEQUENCING PROBLEM USING ZERO 

IDENTIFIER METHOD [4] 

Processing ‘n’ jobs on two machines 

 Let 𝐴11 ,𝐴21,<.𝐴𝑛1be the processing times of ‘n’ jobs on machine I and let 

𝐴12 ,𝐴22,<.𝐴𝑛2be the processing times of ‘n’ jobs on machine II.  

Steps involved in the algorithm: 
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1. Identify Min(𝐴𝑖1,𝐴𝑖2), 𝑖 = 1,2, … , 𝑛. 

2. (a) If we get minimum on machine I say 𝐴𝑖1, then process the 𝑖𝑡  job first. 

          (b) If we get minimum on machine II say 𝐴𝑚2, then process the 𝑚𝑡  job last. 

         (c) If there is a tie, that is,𝐴𝑖1 =  𝐴𝑚2, process the 𝑖𝑡  job first and  𝑚𝑡  job last. 

3. Cancel the jobs already assigned and repeat the procedure till each jobs 

have been assigned. 

 

Processing ‘n’ jobs on three machines: 

Let A,B,C be three machines and processing each job in the proper sequence A,B,C. Instead of converting this 

problem into ‘n’ jobs across two machines, the following steps shows us the way to get the optimal sequence using 

Zero Identifier method. 

1. Convert the Trapezoidal Intuitionistic Fuzzy Number into crisp value using Graded Mean Ranking Function of 

Pascal’s Triangle and identify the minimum processing time. 

2. Subtract all components from this minimum processing time. 

3. Locate the zeros; they might happen in any of the machines. 

4. Give preference to the first machine if zeros are present and the order of sequence is from left to right. 

5. If zeros occur in the second machine or third machine, prefer that machine from left to right and the order of 

sequence is from right to left. 

6. Cancel the jobs already assigned and repeat the process until all jobs have been assigned and compute the time in 

and time out. 

 

Processing ‘n’ jobs on ‘m’ machines: 

Let 𝐴1,𝐴2,<<𝐴𝑚  be ‘m’ machines processed over ‘n’ jobs and each job be processed in the sequence 𝐴1,𝐴2,<<𝐴𝑚 . 

Instead of converting this problem into ‘n’ jobs on two machines, we use Zero Identifier method to obtain the 

optimal sequence. 

1. Convert the Trapezoidal Intuitionistic Fuzzy Number into crisp value using Graded Mean Ranking Function of 

Pascal’s Triangle and identify the minimum processing time’ 

2. Subtract all components from this minimum processing time. 

3. Locate the zeros; they might happen in any of the machines. 

4. If zeros occur in the first machine, give priority to machine 1 and the order of sequence is from left to right. 

5. If zeros occur in the second, third,<𝑚𝑡  machine, give priority to that machine from left to right and the order of 

sequence is from right to left. 

6. Cancel the jobs already assigned and repeat the process until all jobs have been assigned and compute the time in 

and time out. 

 

NUMERICAL EXAMPLES 

 

Example: 1 (‘n’ jobs on two machines) 

There are 5 jobs, each of which is intended to be completed by two machines 𝑀1, 𝑀2 in the sequence 𝑀1𝑀2.  

Processing time (in hours) is given below: 

Jobs Machine (𝑀1) Machine (𝑀2) 

A (2,3,4,5; 1,3,4,6) (4,5,6,7; 2,5,6,9) 

B (8,9,10,11; 6,9,10,13) (6,7,8,9; 5,7,8,10) 

C (5,6,7,8; 4,6,7,9) (11,12,13,14; 9,12,13,16) 

D (4,5,6,7; 2,5,6,9) (10,11,12,13; 7,11,12,16) 

E (10,11,12,13; 7,11,12,16) (13,14,15,16; 12,14,15,17) 

 

Obtain the optimal sequence, minimum total elapsed time and idle time for each machine. 

Solution: 
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Using Graded mean ranking function of Pascal’s triangle, we convert the Trapezoidal Intuitionistic fuzzy number 

into crisp one and obtain the optimal sequence as: 𝐴 → 𝐷 → 𝐶 → 𝐸 → 𝐵. 

To find the total elapsed time: 

Jobs 
Machine(𝑀1) 

Time in – Time Out 

Machine(𝑀2) 

Time in – Time out 

A (0,0,0,0; 0,0,0,0) - (2,3,4,5; 1,3,4,6) (2,3,4,5; 1,3,4,6) - (6,8,10,12; 3,8,10,15) 

D (2,3,4,5; 1,3,4,6) - (6,8,10,12; 3,8,10,15) (6,8,10,12; 3,8,10,15) - (16,19,22,25; 11,19,22,30) 

C (6,8,10,12; 3,8,10,15) - (11,14,17,20; 7,14,17,24) (16,19,22,25; 11,19,22,30) - (27,31,35,39; 20,31,35,46) 

E (11,14,17,20; 7,14,17,24) - (21,25,29,33; 14,25,29,40) (27,31,35,39; 20,31,35,46) - (40,45,50,54; 32,45,50,63) 

B (21,25,29,33; 14,25,29,40) - (29,34,39,44; 20,34,39,53) (40,45,50,54; 32,45,50,63) - (46,52,58,63; 37,52,58,73) 

 

Jobs Idle time(𝑀1) Idle time (𝑀2) 

A - (2,3,4,5; 1,3,4,6) 

D - (-6,-2,2,6; -12,-2,2,12) 

C - (-9,-3,3,9; -19,-3,3,19) 

E - (-12,-4,4,12; -26,-4,4,26) 

B - (-14,-5,5,14; -31,-5,5,31) 

Total (2,13,24,34; -16,13,24,53) (-39,-11,18,46; -87,-11,18,94) 

 

Minimum Total Elapsed Time = (46,52,58,63; 37,52,58,73) hours 

Idle time for Machine𝑀1= (2,13,24,34; -16,13,24,53) hours 

Idle time for Machine 𝑀2 = (-39,-11,18,46; -87,-11,18,94) hours 

 

Example:2 (‘n’ jobs on three machines) 

Three machines 𝑀1, 𝑀2 and 𝑀3are to process each of the five jobs in the following order 𝑀1, 𝑀2, 𝑀3. Processing time 

(in hours) is given below: 

 

Jobs Machine(𝑀1) Machine(𝑀2) Machine(𝑀3) 

A (3,5,7,9; 1,5,7,11) (4,5,6,7; 3,5,6,8) (5,8,9,10; 3,8,9,12) 

B (7,8,9,10; 6,8,9,11) (2,4,6,8; 0,4,6,10) (1,2,3,4; 0,2,3,5) 

C (5,8,9,10; 3,8,9,12) (2,3,4,5; 1,3,4,6) (8,9,10,11; 5,9,10,14) 

D (4,5,6,7; 3,5,6,8) (3,5,7,9; 1,5,7,11) (1,2,3,6; 0,2,3,7) 

E (8,9,10,11; 5,9,10,14) (1,2,3,6; 0,2,3,7) (2,4,6,8; 0,4,6,10) 

 

Obtain the optimal sequence and also determine the minimum total elapsed time and idle time for each of the 

machine. 

 

Solution 

Using New Zero Identifier Method, we get the optimal sequence as follows: 

 

Jobs 𝑀1 𝑀2 𝑀𝑀33
  Jobs 𝑀1 𝑀2 𝑀3 

A 6 5.5 8.25 A 3.5 3 5.75 

B 5.5 5 2.5 B 6 2.5 0 

C 8.25 3.5 11 C 5.75 1 8.5 

D 5.5 6 2.75 D 3 3.5 0.25 

E 9.5 2.75 5 E 7 0.25 2.5 
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Jobs 𝑀1 𝑀2 𝑀𝑀33
 Jobs 𝑀1 𝑀2 𝑀𝑀33

 

A 3.25 2.75 5.5 A 2.5 2 4.75 

B 6 2.5 0 B 6 2.5 0 

C 5.5 0.75 8.25 C 4.75 0 7.5 

D 2.75 3.25 0 D 2.75 3.25 0 

E 6.75 0 2.25 E 6.75 0 2.25 

  

Jobs 𝑀1 𝑀2 𝑀𝑀33
 

A 0.5 0 2.75 

B 6 2.5 0 

C 4.75 0 7.5 

D 2.75 3.25 0 

E 6.75 0 2.25 

 

Therefore, Optimal Sequence: A→C→D→E→B 

To find the total elapsed time: 

 

Jobs Machine (𝑀1) 

Time in-Time out 

Machine (𝑀2) 

Time in-Time out 

Machine (𝑀3) 

Time in-Time out 

A (0,0,0,0; 0,0,0,0) – (3,5,7,9; 

1,5,7,11) 

(3,5,7,9; 1,5,7,11) – (7,10,13,16; 

3,10,13,20) 

(7,10,13,16; 3,10,13,20) – (12,18,22,26; 

6,18,22,32) 

C (3,5,7,9; 1,5,7,11) – (8,13,16,19; 

4,13,16,23) 

(8,13,16,19; 4,13,16,23) – 

(10,16,20,24; 5,16,20,29) 

(12,18,22,26; 6,18,22,32) – (20,28,34,40; 

13,28,34,47) 

D (8,13,16,19; 4,13,16,23) – 

(12,18,22,26; 7,18,22,31) 

(12,18,22,26; 7,18,22,31) – 

(15,23,29,35; 12,23,29,42) 

(20,28,34,40; 13,28,34,47) – 

(21,30,37,46; 13,30,37,54) 

E (12,18,22,26; 7,18,22,31) – 

(20,27,32,37; 12,27,32,45) 

(20,27,32,37; 12,27,32,45) – 

(21,29,35,43; 12,29,35,52) 

(21,30,37,46; 13,30,37,54) – 

(23,34,43,54; 13,34,43,64) 

B (20,27,32,37; 12,27,32,45) – 

(27,35,41,47; 18,35,41,56) 

(27,35,41,47; 18,35,41,56) – 

(29,39,47,55; 18,39,47,66) 

(23,34,43,54; 13,34,43,64) – 

(30,41,50,59;18,41,50,71) 

Idle 

time 

(-17,6,9,32; -38,6,9,53) (-73,-5,51,115; -149,-5,51,187) (-77,-11,43,107; -144,-11,43, 

 

Minimum Total Elapsed Time = (30,41,50,59; 18,41,50,71) hours 

Idle time for Machine 𝑀1       = (-17,6,9,32; -38,6,9,53) hours 

Idle time for Machine 𝑀2       = (-73,-5,51,115; -149,-5,51,187)hours 

Idle time for Machine 𝑀3       = (-77,-11,43,107; -144,-11,43,174) hours 

Example 3: (‘n’ jobs on ‘m’ machines) 

Find the best order for the next sequencing issue with four jobs and four machines when passing is prohibited, of 

which processing time (in hours) are given below: 

 

Jobs Machine(𝑀1) Machine(𝑀2) Machine(𝑀3) Machine(𝑀4) 

A (3,5,7,9; 1,5,7,11) (1,2,3,4; 0,2,3,5) (2,3,4,5; 1,3,4,6) (2,4,6,8; 0,4,6,10) 

B (7,8,9,10; 6,8,9,11) (4,5,6,7; 2,5,6,9) (1,3,4,5; 0,3,4,6) (4,7,8,9; 2,7,8,11) 

C (8,9,10,11; 5,9,10,14) (2,3,4,5; 1,3,4,6) (4,5,6,8; 3,5,6,9) (1,2,3,4; 0,2,3,5) 

D (5,6,7,8; 4,6,7,9) (3,5,7,9; 1,5,7,11) (3,5,7,8; 1,5,7,10) (8,9,10,11; 5,9,10,14) 
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Solution: 

Using Pascal’s Triangular graded mean and zero identifier method, we get 

 

Jobs 𝑀1 𝑀2 𝑀𝑀33
 𝑀𝑀43  Jobs 𝑀1 𝑀2 𝑀𝑀33

 𝑀𝑀43 

A 6 2.5 3.5 5 A 3.5 0 1 2.5 

B 8.5 5.5 3.375 7.25 B 6 3 0.875 4.75 

C 9.5 3.5 5.625 2.5 C 7 1 3.125 0 

D 6.5 6 5.875 9.5 D 4 3.5 3.375 7 

 

Jobs 𝑀1 𝑀2 𝑀𝑀33
 𝑀𝑀43

  Jobs 𝑀1 𝑀2 𝑀𝑀33
 𝑀𝑀43

 

A 3.5 0 1 2.5 A 3.5 0 1 2.5 

B 5.125 2.125 0 3.875 B 5.125 2.125 0 3.875 

C 7 1 3.125 0 C 7 1 3.125 0 

D 6.5 2.625 2.5 6.125 D 4 0.125 0 3.625 

 

Therefore, Optimal Sequence: D→B→C→A  

To find total elapsed time: 

Jobs Machine (𝑀1) 

Time in-Time out 

Machine (𝑀2) 

Time in-Time out 

Machine (𝑀3) 

Time in-Time out 

Machine (𝑀4) 

Time in-Time out 

D (0,0,0,0;0,0,0,0) -

(5,6,7,8;4,6,7,9) 

(5,6,7,8;4,6,7,9) – 

(8,11,14,17;5,11,14,20) 

(8,11,14,17;5,11,14,20) – 

(11,16,21,25;6,16,21,30) 

(11,16,21,25;6,16,21,30) – 

(19,25,31,36;13,25,31,42) 

B (5,6,7,8;4,6,7,9) -

(12,14,16,18;10,14,16,20) 

(12,14,16,18;10,14,16,20) 

– 

(16,19,22,25;12,19,22,29) 

(16,19,22,25;12,19,22,29) – 

(17,22,26,30;12,22,26,35) 

(19,25,31,36;13,25,31,42) – 

(23,32,39,45;15,32,39,53) 

C (12,14,16,18;10,14,16,20) 

– 

(20,23,26,29;15,23,26,33) 

(20,23,26,29;15,23,26,33) 

– 

(22,26,30,34;16,26,30,40) 

(22,26,30,34;16,26,30,40) – 

(26,31,36,42;19,31,36,49) 

(23,32,39,45;15,32,39,53) – 

(24,34,42,49;15,34,42,58) 

A (20,23,26,29;15,23,26,33) 

– 

(23,28,33,38;16,28,33,45) 

(23,28,33,38;16,28,33,45) 

– 

(24,30,36,42;16,30,36,50) 

(26,31,36,42;19,31,36,49) – 

(28,34,40,47;20,34,40,55) 

(24,34,42,49;15,34,42,58) – 

(26,38,48,57;15,38,48,68) 

Idle 

Time 

(-12,5,20,34; -30,5,20,52) (-32,7,44,80; -79,7,44,95) (-46,2,47,93; 

-102,2,47,149) 

(-53,-5,42,89; -104,-5,42,140) 

 

Finally, 

Minimum Total Elapsed Time = (26,38,48,57; 15,38,48,68) hours 

Idle time for Machine 𝑀1       = (-12,5,20,34; -30,5,20,52) hours 

Idle time for Machine 𝑀2       = (-32,7,44,80; -79,7,44,95)hours 

Idle time for Machine 𝑀3       = (-46,2,47,93; -102,2,47,149) hours 

Idle time for Machine 𝑀4       = (-53,-5,42,89; -104,-5,42,140) hours. 

 

CONCLUSION 
 

Using Trapezoidal intuitionistic fuzzy numbers, we have solved several kinds of fuzzy sequencing problems in this 

study. With the aid of Graded Mean Ranking function of Pascal’s Triangle and Zero Identifier approach, we are able 

to process all jobs through machines in the most efficient order and with the least amount of time spent on each job. 

The fuzzy sequencing problem notion offers an useful foundation for resolving the practical issue. 
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Neurocognitive disorders are characterized by impairment in cognitive functions which is present in 

many neurological and mental disorders such as Alzheimer's disease, traumatic brain injury, fronto-

temporal degeneration, infections, schizophrenia, and bipolar disorder etc., Neurocognitive disorders are 

divided into major and minor neurocognitive disorder. Dementia also known as major neurocognitive 

disorder is a group of symptoms caused by decreased mental function. A worldwide estimation of 

people affected by dementia is around 30 million by the year 2008 and it will rise to 59 million by 2030 

and 104 million by 2050. In India, 3.01 million people were already affected by dementia. Currently, 

available treatment modalities, Cholinesterase inhibitors are the only choice of drug for the treatment of 

neurocognitive disorders, it might be helpful to manage symptomatically. Prolonged administration of 

Cholinesterase inhibitors may cause adverse side effect which includes dyspepsia, anorexia, asthenia, 

dizziness, muscle cramps, insomnia, diarrhea, etc., In the Siddha system of medicine various conditions 

of Neurocognitive disorders are treated through highly effective herbal preparations, Sagala Noi 

choornam (SNC) is one among them. Which is used for treating Vatha-related diseases, urolithiasis, 

insomnia, slurred speech, cervical lymphadenopathy, delirium, ulcers, etc,  The study was designed to 

evaluate the neuroprotective activity of SNC through the AChE enzyme Inhibition assay method. In this 

study, the trial drug SNC was studied in various concentrations (25, 50, 100,250, 500 μg/ml) by 

Acetylcholinesterase inhibition assay method, Physostigmine was used as a standard drug.  The 
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maximum inhibition of AChE enzyme by SNC and the standard drug was 45.63 4.40% and 93.9 5.36 % 

respectively. The present study indicates that the test drug SNC was effective in inhibiting the AChE 

enzyme at a stipulated concentration dose independently. The percentage of inhibition and IC50 value 

were calculated and compared with standards.  This study concluded that the test drug Sagala Noi 

choornam (SNC) has shown proven neuroprotective activity through the acetylcholinesterase enzyme 

inhibition assay method. Further studies must be conducted in the future to confirm its Neuroprotective 

activity clinically.  

 

Keywords: Acetylcholinesterase, Neuroprotective activity. Sagala Noi choornam, Siddha medicine. 

  

 

INTRODUCTION 
 

Siddha system of medicine offers a holistic approach to treatment along with a list of nootropic herbs and therapeutic 

formulations that are a rich source of neuroprotective, anti-oxidant, anti-amyloidogenic, adaptogenic, anti-

inflammatory, and immune-modulatory compounds that are found to enhance cognitive functions and improves 

quality of life. Neurocognitive disorders are characterized by cognitive impairment associated with depression, 

progressive memory loss, agitation, language deficits, and various neurodegenerative disorders including 

Alzheimer's disease (AD), Parkinsonism and epilepsy is a major health issues. Neurological disorders ranked as the 

second most common cause of global mortality in the year 2016 [1]. 

 

The estimated number of people in 2010 and 2015 living with major Neurocognitive disorders are 3.7 million and 4.1 

million respectively.[2] Owing to various side effects, limited efficacy of neuroprotective drugs, and poor patient 

compliance for recent rationally designed therapies scientists to searching for new and effective alternative 

medicines with low adverse effects.[3] The Siddha system of medicine is one of the traditional systems of medicine 

that gives effective treatment and has minimal side effects after chronic consumption of medicines.[4]  

 

Choornam is one type of internal medicine that is used to regulate the vital humors ( Vaatham, Pittham, 

Kabham).[5] Sagala Noi choornam (SNC) is one of the Siddha polyherbal formulations that is therapeutically used for 

sirasu noigal ( Neurological disorders), Vaikonal (Facial palsy), Vaikularal ( Slurring of speech) etc. [6] [7] Sagala Noi 

Choornam is composed of multiple herbs as most of the ingredients in Sagala Noi Choornam exhibited AChE 

inhibitory, decreased lipid peroxidation, and anti-oxidant activities. 

 

Acetylcholinesterase inhibitors are the only choice of drug for the treatment of Neurocognitive disorders especially 

Alzheimer’s disease, but it gives only symptomatic relief. Also currently available drugs for AChE inhibitors have 

shown various illnesses in a person’s life including bradycardia, weight loss, miosis, hypotension, urinary 

incontinence, diaphoresis, emesis, Gastrointestinal upset.etc.,[8] Patients with cardiac conduction diseases, Gastric 

ulcers, urinary retention, and previous allergic history are contraindicated for AChE inhibitors.[9],[10].  This research 

study focused on scientifically validating the Neuroprotective potential of Sagala Noi Choornam through in-

vitro acetylcholinesterase inhibition assay method. 

 

MATERIALS AND METHODS 
 

The SNC was procured from GMP-certified IMPCOPS Pharmacy in Thiruvanmiyur, Chennai.  

 

Method of Preparation  
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Each 35 grams of Cuminum Cyminum, Glycyrrhiza glabra, Nigella sativa, Anethum graveolens, Cycas circinalis, 

Cinnamomum verum purified raw drugs, Coriandrum sativum – 210 grams, and seeni karkandu 420 g were taken and 

ground all these ingredients separately. Then mix all the powdered drugs well and store in air tight glass container. 

 

Procurement of test drug for analysis 

The test drug Sagala noi choornam (SNC) was prepared in the above manner and procured from GMP-certified 

IMPCOPS pharmacy in Thiruvanmiyur, Chennai, and then given for analysis. 

 

Drug dosage: Verukadiyalavu (2 times a day) 

Adjuvant: Hot water 

 

Indication:  

 Sirasu noigal (Neurological disorders), 

 Vaikonal (Facial paly), 

 Vaikularal(Slurring of speech ), 

 Delirium (Unmaatham), 

 Sleep Disturbances (Insomnia).  

 

In-vitro AChE enzyme Inhibition Assay – Methodology  

The test drug Sagala Noi Choornam (SNC) was procured from GMP-certified   IMPCOPS pharmacy in Thiruvanmiyur, 

Chennai, and used for analysis. AChE activity of Siddha poly herbal formulation Sagala Noi Choornam (SNC) was 

measured using a modified 96-well microplate assay based on Ellman’s method, enzyme hydrolyses the substrate 

acetylthiocholine resulting, the experiment, a buffer solution of 50 Mm Tris- HCL at a PH of 8.0 was employed. The 

reaction involved the conversion of thiocholine into 2-nitrobenzoate-5-mercaptothiocholine and 5-thio-2-

nitrobenzoate when it interacted with Ellman’s reagent (DTNB), with detection carried out at a wavelength of 

412nm.AChE enzyme stock solution (518 U/ml) was kept at -80oC and the enzyme dilution was done in 0.1% BSA in 

the buffer.  

 

DTNB was dissolved in a buffer solution comprising 0.1 M Nacl and 0.02 M MgCl2, while ATCI was dissolved in 

deionized water. In each of the 96-well plates, the following components were added: 100µl of 3Mm DTNB, 20 µl of 

0.26 U/ml AChE, and 40 µl of buffer with a PH of 8.0 containing 50 Mm Tris. To these wells, 20 µl of the test drug at 

various concentration (25,50,100,250 and 500 µl/ml) dissolved in a buffer containing no more than 0% methanol were 

introduced. After thorough mixing, the plate was incubated for 15 minutes. The enzymatic reaction was initiated by 

the addition of 20 µl of 15 mM acetylthiocholine iodide and the hydrolysis of acetylthiocholine was monitored by 

reading the absorbance every 5 min for 20 min at 412 nm. Physostigmine (5, 10, 20 and 40 µg/ml) was used as 

positive control. All the reactions were performed in triplicate.[12],[13] 

 

Statistical analysis 

The statistical analysis was done by one-way ANOVA (Graph pad Prism 5 computer program). Numerical data were 

expressed as the mean value ± standard deviation (SD). 

       

RESULTS 
 

Inhibition of the AChE enzyme by the test drug, expressed as a percentage 

 

Effect of Sagala Noi Choornam (SNC) in AChE Enzyme Inhibition Activity  

The result obtained from the present study indicates that the test drug SNC was effective in inhibiting the AChE 

enzyme at the stipulated concentration dose-dependently. Maximum percentage inhibition of about 45.63 ± 4.405 % 

was observed at 500 μg/ml with the IC 50 value of 519.4 ± 87.56 μg/ml. The results are shown in Fig 1 and Table 2. 
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Effect of Physostigmine on AChE Enzyme Inhibition Activity  

The results obtained from the present study have been compared with the Standard drug Physostigmine (a well-

known AChE inhibitor ), the results revealed that the maximum inhibition of AChE Enzyme at the concentration of 

40 % is 93.9 ± 5.306 % with the IC50 value of 13.47 ±  2.115 µg/ml. Results are expressed in Fig no 2 and Table no 3. 

 

DISCUSSION  
 

5th edition of the Diagnostic and Statistical Manual of Mental Disorders (DSM-IV) provides a framework for 

diagnosing neurocognitive disorders. That is, explaining the main cognitive syndromes and defining criteria to 

delineate particular aetiological subtypes of mild and major NCD.[14] According to the DSM-5 dementia was 

developed step by step decline of memory and cognitive functions. Alzheimer’s disease is one of the most common 

causes of Neurocognitive disorders it develops slowly after the age of 65. Nowadays, Symptomatic management is 

only provided to NCD patients if these drugs will cause severe side effects in the future.  

 

Herbal drugs possess Neuroprotective activity it have been used in many countries because of their therapeutic 

potency, safety, and efficacy. Sagala Noi Choornam (SNC) has AChE inhibition properties in a stipulant dose-

dependent manner. Among the ingredients Cuminum Cyminum, Glycyrrhiza glabra, Nigella sativa, Anethum graveolens, 

Coriandrum sativum, Cycas circinalis, Cinnamomum verum are known for its anti Alzheimer’s, nootrophic, and 

neuroprotective activities. Cuminum cyminum seeds have protective effects against Alzheimer’s disease, Parkinson’s 

disease, and other Neurodegenerative diseases. Azetidine,2-methyl -1-phenyl isolated from Cuminum cyminum seeds 

was used for preventing or treating Alzheimer’s disease, Parkinson’s disease.[15] Cuminaldehyde was isolated 

from Cuminum Cyminum seeds’ neuroprotective activity was performed using an in vitro SH-SY5Y cells model. In the 

results MTT assay shows that, Cuminaldehyde has a Neuroprotective activity against neuronal damage caused by 

dexamethasone. [16]  

 

Nigella sativa has been used as a therapeutic agent for various disorders especially Neurodegenerative disorders.[17] 

The bioactive component present in the herb like Thymoquinone has a significant role in neuroprotection like the 

improvement of memory & learning, neuroinflammation, and reduction of ROS.[18]  Research studies have shown 

that Coriandrum sativum exhibits numerous therapeutic effects including anti-anxiety, anti-convulsant, oxidative 

stress reduction, and improvement of memory and cognitive functions. [19] Linalool a compound separated from 

Coriandrum sativum has higher retention performance in induced AD in mice. [20]. Glycyrrhiza glabra has a protective 

effect against neurological disorders. Glabridin a compound isolated from the Glycyrrhiza glabra which was 

improved memory and cognitive functions in mice by oral administration (5, 25, and 50 mg/kg, p.o.). 

[21] Cinnamomum verum essential oil shows acetylcholinesterase (AChE) and butyrylcholinesterase (BuChE) 

inhibitory activities. [22]  From the literature evidence Ingredients of Sagala Noi Choornam (SNC) have been proven 

Neuroprotective activity, Anti-oxidant, Anti- Alzheimer's activities in various in-vitro/in- vivo activities.This research 

article revealed that the Sagala Noi Choornam (SNC) has a promising Neuroprotective effect and the above-mentioned 

evidence provides the SNC can be used to manage and prevent Neurocognitive disorders.  

 

CONCLUSION 
 

This study concluded that the Neuroprotective activity of Sagala Noi Choornam was studied based on an in vitro assay. 

The results show Sagala Noi Choornam has promising Neuroprotective activity. In the future, proper clinical studies to 

be conducted to confirm its therapeutic effect. 
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Table:1  Ingredients of  Sagala Noi Choornam [11] 

S.No Name of the drug Botanical Name Common Name Taste Quantity 

1 Seeragam Cuminum Cyminum L. Cumin Pungent, Sweet 35 grams 

2 Athimathuram Glycyrrhiza glabra L. Liquorice Sweet, Bitter 35 grams 

3 Karunjeeragam Nigella sativa L. Black cumin Bitter 35 grams 

4 Sathakuppai Anethum graveolens L. Dill Sweet, Pungent 35 grams 

5 Kottha malli Coriandrum sativum L. Cilantro seeds Pungent 210grams 

6 Madhanakama poo Cycas circinalis L. Queen sago Sweet 35 grams 

7 Sanna lavangam Cinnamomum verum  J.S. Presl Cinnamon Pungent, Sweet 35 grams 

 

Table 2 : Inhibition of the AChE enzyme by the test drug (SNC), expressed as a percentage. 

Concentration of SNC  in µg/ml Percentage Inhibition of AChE Enzyme by Test Drug 

SNC 25 8.133  ±  1.898 

SNC 50 19.13  ±  4.207 

SNC 100 30.72  ±  6.778 

SNC 250 36.79  ±  6.271 

SNC 500 45.63  ±  4.405 

Each value represents the mean ± SD. N=3 

 

Table 3 : Percentage Inhibition of AChE Enzyme by Standard Drug 

Concentration of Physostigmine in µg/ml Percentage Inhibition of AChE Enzyme by Std Drug 

5 21.35  ±  5.205 

10 47.44  ±  5.589 

20 77.96  ±  2.3427 

40 93.9  ±  5.306 

Each value represents the mean ± SD. N=3 

 

  

Figure:1. Percentage Inhibition of AChE Enzyme by the 

Siddha poly herbal formulation   SNC. 

Fig 2: Percentage Inhibition of AChE Enzyme by 

Physostigmine 
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RSS based localization systems are widely applied in indoor positioning for generating and distribution 

of radio map with co-ordinate system. Even for a large indoor space, system linked with spatial 

information is vital.  In this paper, we propose spatial radio mapping system (SRMS) that effectively 

combines mobile access point model (MAPM) and mobile phone sensor to perform both spatial and 

Radio mapping. This SRMS consists of Synchronization, position estimation, mapping and create real 

time spatial and radio signals. In synchronization process number of different dimensions and time 

required to receive signals data collected from MAP and Mobile phone signals collected based on sensing 

time are stored in one node. Localization, a geographic feature is used to identify number of neighbour 

nodes based on movement direction and axes are measured same co-ordinates to extract spatial and 

radio map. We estimate the distance between mobile phone and the access points using the mathematical 

model of RSS from received signal strength. These can be more effective in heterogeneous property and 

adopted changing environments than RSSI Fingerprints. By this way, we can reduce the effect of the 

most problems on indoor positioning system. Current models assume that the spatial network of wireless 

terminal to locate people without requiring them to carry or wear any electronic device. This paper gives 

an overview of indoor localization technologies, methods and performance metrics, and makes 

benchmark of existing solutions of Wi-Fi fingerprinting technique with detailed presentation of 

performances and limitations related to most important recent advances. 

 

Keywords: SRMS, MAPM, RSSI, SPATIAL MAP, RADIO MAP 
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INTRODUCTION 

 
The Global Positioning System (GPS) is the most widely used localization system for outdoor use. However, GPS 

doesn’t work well indoors because walls block the direct view between the satellites and the passengers. For this reason, 

researchers are trying to use some of the telecommunications tools available indoors. Such as Wi-Fi, Bluetooth, inertial 

sensors (Accelerometer, gyroscope, magnetometer, barome-ter, etc.), RFID, cameras, light, and others. [1]With the 

development of mobile computing technology, location-based service (LBS) has become more and more requiring in 

our daily life. [2].This scope is recently been developed to large indoor spaces [3]. In particular, with increasing use 

of mobile phones and developments in telecommunication devices, indoor localization technology is being closely 

utilized in the field of life safety, e.g., for emergency calls and emergency exit guidance [4]. received signal strength 

(RSS) or received signal strength indicator (RSSI) is a measurement of the strength of a received radio signal. In 

theory, the RSS value decreases as the distance between transmitter and receiver increases [5]. Other methods 

include measurement of the time difference of arrival [6] and angle of arrival [7]. However, their widespread use 

in the public domain is limited owing to the high cost of purchasing, installing, managing, and maintaining specially 

designed devices such as ultra-wideband (UWB) [8,9]. Conversely, the fingerprinting method can implement the 

RSS of WiFi and Bluetooth devices without the need of additional devices, which are representative pervasive 

network devices installed for cloud computing. Hence, the RSS-based finger- printing method, which does not 

require additional costs even in the case of mobile phones, is being developed into a practical indoor localization 

technology. RSS is an indoor positioning technique that estimates the position coordinates by measuring received 

signal strength during communication [10]. This method can use the mathematical model (the telecommunication 

equation) that relates signal strength. 

 

The aims of this paper are to provide the reader with mobile sensor and access point wireless techniques from that 

generate radio and spatial map. There are following consideration are required to apply the radio RSS-based 

localization method. First measure received signal strength from different mobile access point .This method can use 

the mathematical model that relate signal strength to distance.[11].connectivity with spatial map[12].Mobile sensor 

(geograph)is compatiable with generate spatial data than Lidar.The different calculation methods are used to locate 

the device.Then solution is generated in which position is estimated by algorithm.The time required to build the 

radio map is directly releated to cost of implementating localization.[13]As complexity of above mentioned,this 

study proposes a novel SRMS can simultaneously bulid spatial and Radio map in real time.SRMS collect data from 

mobile sensor data and mobile access point to estimate the distance range, collected one node position and 

simultaneously build spatial and radio map.This system combine advanced technology of mobile phone- GPS 

sensor[14] and mobile access point(MAPM)method to extract spatial data..[11]. Due to improved mapping efficiency, 

reliable accuracy, and connectivity with the spatial map when building the radio map. Considering that the spatial 

and radio maps are built using the position estimated through mobile GIS sensor -based localization technology, the 

location coordinate system of both maps is automatically registered to a common coordinate system. Hence, the RSS 

Based location of the radio map can ensure reliable accuracy. This study also developed by identifying trends of a 

mobile phone’s motion data and radio signals. Mobile GIS sensor data achieving efficient and real-time mapping, 

and reduce cost.[14].Visual tracking is kind of indoor positioning that uses mobile sensor to position of user.  

 

RELATED WORKS 

 

Several works have already shown that human presence and motion alters the way radio signals propagate, enabling 

the localization and tracking of people. Different measurement modalities, models, algorithms and applications have 

been proposed, having all as objective to locate people with high accuracy. Most approaches achieve sub meter 

localization accuracy. However, a comparison of the results obtained by these systems is difficult since they differ 

considerably in nodes number, type of indoor environment, hardware, communication protocols, size The RSS-based 

fingerprinting localization method contains two stages: the offline and online stage. The basic idea of fingerprinting 

localization for estimating user’s position is matching the online RSS readings with offline prebuilt radio map. Radio 
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map is composed of extensive location-labeled fingerprints at specific reference points (RPs). Generally, at each RP, 

several tens of samples are performed and the average RSS vector is stored as fingerprint in the radio map. 

Sometimes, to avoid the sheltering impact of the human body on RSS, the data collection procedure requires signal 

sampling in four directions[1,2]. Obviously, as the system coverage expands, the workload and time are greatly 

increased. Therefore, the radio map construction is time-consuming and labor-sensitive, hindering the wide use of 

Wi-Fi fingerprinting localization system. Although there are many challenges for constructing radio map, it is 

inevitable impact of the human body on RSS, the data collection procedure requires signal sampling in four 

directions [1,2].  

 

Obviously, as the system coverage expands, the workload and time are greatly increased. Therefore, the radio map 

construction is time-consuming and labor-sensitive, hindering the wide use of Wi-Fi fingerprinting localization 

system. Although there are many challenges for constructing radio map, it is inevitable for fingerprinting-based 

approaches. of the monitored area, just to name a few parameters.[15] To implement radio RSS-based indoor 

localization technology, a radio map whose coordinate system is linked with the spatial map must be provided 

beforehand. This is typically implemented by designating fingerprint location containing the collected radio received 

signal information u s e d  as the spatial map [16,17].  As a result, the floorplan and actual radio fingerprint location 

are frequently inconsistent. In some investigations, to address the limitations of PDR, SLAM using a LiDAR and a 

panoramic camera is employed to construct a spatial map, and then it is manually linked with a radio map [18]. The 

spatial map is used only for extracting the ground-truth location information of the waypoints for the challenge. The 

operator constructs a radio map for the location of the waypoints defined on the spatial map with PMC method. 

LiDAR-based SLAM is applied to the construction of radio maps, but a system that can build both spatial and radio 

maps concurrently as in the case of SRS is not provided. 

 

A learning-based approach designates some labeled fingerprint locations on the spatial map and adds fingerprint 

information for unknown areas according to the learning model. The method enables building a radio map of the 

entire area by specifying a few labeled fingerprints, thus reducing manual calibration cost compared to PMC. 

However, the method requires efforts to designate the labeled fingerprint locations on the spatial map. Usually, this 

method can be used only in indoor environments that include a place where the reference location can be known, 

such as GPS. [17]. Accordingly, to address the limitations of the existing techniques, next study, SRS which 

combines the data acquired from LiDAR and mobile phone to simultaneously build and distribute the spatial and 

radio maps. Additionally, to confirm the applicability of SRS as a base technology for indoor LBS, its performance 

was experimentally verified in terms of securing radio-map fingerprint accuracy, registration of location information 

using the spatial map, and improvement of mapping efficiency.[19]. 

 

To enhance the accuracy of RSS-based DFL. The improvements concern four aspects: exploiting channel diversity, 

deriving a more accurate spatial model for the human-induced RSS changes, proposing a measurement model that 

determines the probability of the person being inside the modeled area, and taking into consideration the direction of 

the RSS changes[15] . Accordingly, to above existing techniques, in this study we propose SRMS, which the data 

received from mobile sensor and mobile access point to build and distribute spatial and radio map.[14] Additionally 

this system work to limit the static access point and also undetected access point also determine their positions. This 

study reveals the technologies and methods to apply to develop indoor localization system to generate spatial and 

radio Map. The different clustering algorithms can use future research and data extraction from spatial data and 

different simulation tools to system process and database process also carried out. 

 

SYSTEM OVERVIEW 

 

SPATIAL RADIO MAPPING SYSTEM (SRMS)  

SRMS can simultaneously build spatial and radio maps in different axed points and signals measured from mobile 

sensor and mobile access points. In Synchronous procedure radio signals are received from different dimensions and 

time acquired from mobile phone sensor and multiple access point (MAP) connected through WLAN and stored in 
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one node. Localization step estimate the position based on mathematical algorithm and difference directions. In the 

mapping step, estimated positions are used to construct spatial map .The estimated position and radio signals can be 

used to build the radio map. Map in real time has been generated by visualization of spatial data. 

 

Synchronization 

Mobile phone sensor and mobile access point connected via WLAN,.to synchronize the sensing data different nodes 

signal and sensing details(si) are collected and radio signals (ri) received  combined as one node(ni).Fig(1.1) 

 

Ni={si,ri}    ----------------------------------   (1) 

 

Those are constructed as single node based on time acquired from the mobile access point and mobile sensor. The  

position origin is calculated from  x horizontal direction and y vertical directions .(x,y,distance). 

 

Localization 

Multiple access points(MAP) and mobile sensor(GIS)  measure the locations of nearby objects at uniform bearing 

angle arrival. Fig(1.2)shows x,y, and z determination of location. To estimate the location using RSSI Mathematical 

model ,it require calibration between environmental changes. 

 

Algorithm1.MAPM Localization Algorithm’ 

 

Input: 

Xi-The horizontal coordinate of  node position  

Yi-The verticial coordinate of node position 

id-Node number 

FS=Sample frequency 

FO=Signal Frequency 

Ns=Number of nodes 

 

Output: 

Xo=estimated output 

Yo=estimated output 

De=estimated distance 

Pr=Received Strength 

 

Begin 

Algorithm initialization 

 For new input data t<-t+1 do 

  <Synchronization> 

Node generation= Ni={si,ri} 

 <localization> 

   1.Insert data into database(xo,yo,id) 

2.Insert user random data 

3.Measure the received signal strength (pr)between user. 

4.estimate the location. 

If sensing data==true then 

   Polygon shapes are created 

End if 

End for 
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Algorithm2: 

Main function(Estimate position ) 

5.Select Idsap 

6.Select the SAPs connected node 

7.SAP/LOCATION 

if the number of communications is greater than or equal to two 

then 

 Estimate node position  

   end if 

 

 Map Generation 

After estimate the position MAP algorithm generate map for store into database. 

Algorithm 3: 

Main function 

8.select x and y co-ordinates 

9.select the device connected with x 

10.if  the number of node is greate than or equal to two then Estimate the position 

11.end if 

12.insert map connected to the user into database 

13.End 

 

Spatial data is information about shape and location of geographic features. It contains two types of data that’s called 

raster and vector data. We use vector data format is used to represents geographical features by set of co-ordinates. 

It’s represented as two dimensional spaces where features are represented by co-ordinates on two axes. It is formed 

use of geometry .Fig (1.3) represents 3 dimensional It is combined one or more interconnected vertices. Fig (1.4) A 

vertex describe position in space using x, y and optionally z axis.  

 

Therefore an intermediate location of neighboring nodes can be selected as the positions.Calculate the global position 

, by using the Euclidean distance formula. 

We give the Euclidean equation for deduce the position co-ordintes  

 

Djk2=[(xk-xj)]2+(yk-yj)2  --------------------  (2) 

 

Where xj,yj  is the user co-ordinate position ,xk,yk is the access point position coordinates and Djk is the distance 

between the j and k access point. The system is well adapted to the change of environment. 

 

CONCLUSION 
 

In this study, we proposed an SRMS that can simultaneously generate spatial and radio maps even in large indoor 

environments. The SRMS effectively fuses the sensing data obtained from, Mobile sensor (GIS) scanner and a mobile 

access point to generate spatial and radio maps in real time. SRMS achieves high accuracy, real-time performance, 

efficiency advancement, and localization applicability in both spatial and radio mapping. Furthermore, the 

applicability of the SRMS to actual LBS was confirmed by utilizing the constructed maps   to well-known RSS 

mathematical   localization algorithms and heterogeneous Mobile   phones. SRMS requires specialized wireless 

device mobile sensor, thus it is suitable for   creating an initial radio map in an unknown environment by map 

building operators instead of public users. Considering the accessibility of SRMS equipment, in the case of a site 

where the radio maps are provided in advance, the cloud collection method that can update the existing maps with 

only mobile phones might be more effective than SRS in terms of map management cost. 
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In the future works, therefore, we will aim to add a function to update the radio map constructed by SRMS using a 

cloud strategy. Because the cloud method constructs radio maps in various ways, uniform accuracy cannot be 

ensured.  
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Fig 1..Overview of the proposed spatial radio mapping system 

 

 

Fig. 2 Location determination Fig..3.Spatial co-ordinates 

 

Fig. 4 .vector data represents 3 dimensional 
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A new approach of pattern recognition using the IFsgp* Relational Composition is studied in this paper. 

The Relational Composition of the Intuitionistic Fuzzy Semi Generalized Pre-Star (IFsgp*) in 

Intuitionistic Fuzzy Topological Spaceis one of the important features.Few numerical examples of pattern 

recognition are provided for two and three parametric members and it is found that the three parametric 

methodology is more accurate. 

 

Keywords: Intuitionistic Fuzzy Sets; Intuitionistic Fuzzy Relations; Intuitionistic Fuzzy Sets with 
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INTRODUCTION 

 
The concept of an Intuitionistic fuzzy semi generalized pre-star set Relational Composition (IFsgp*S) with some 

preliminary informations are introduced in the first stage of this research. Then the novel method is proposed and 

analysedfor the pattern recognition process. Several additional concepts of higher-order FSs have been presented 

since Zadeh [9] established the Fuzzy Sets theory. Among them, Atanassov's [2] Intuitionistic Fuzzy Sets (IFSs) give a 

flexible mathematical framework for dealing with reluctance caused by defective or imprecise knowledge, in 

addition to the presence of vagueness. When dealing with incomplete information and ambiguous knowledge, 

various IFSs features have been exploited for pattern identification. Li Dengfeng and Li Yanhong [7, 8] submitted an 

application in pattern recognition. As a result, several scholars widely utilized IFS to decision-making analysis and 

pattern identification.  

ABSTRACT 
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PRELIMINARIES 

In this section, some basic concepts related to IFSs were discussed. 

Definition 2.1 [2]: An Intuitionistic Fuzzy Set (IFS) 𝑀 in 𝑋 and IFS is an object having the form 

𝑀 = {< 𝑥, 𝜇𝑀 𝑥 , 𝜈𝑀 𝑥 > 𝑥 ∈ 𝑋} where the functions𝜇𝑀 𝑥 : 𝑋 ⟶ [0,1]  and 𝜈𝑀 𝑥 : 𝑋 ⟶ [0,1] denote the degree of 

membership (namely 𝜇𝑀 𝑥 ) and the degree of non - membership (namely 𝜈𝑀 𝑥 ) of each element 𝑥 ∈ 𝑋 to a set 𝑀 

and 0 ≤ 𝜇𝑀 𝑥 + 𝜈𝑀 𝑥 ≤ 1 for each𝑥 ∈ 𝑋. 

The value𝜋𝐴  (𝑥)  =  1 −  (𝜇𝐴 𝑥 + 𝜈𝐴 𝑥 ) is called the hesitation part which may cater to either membership value or 

non-membership value or both. 

 

Definition 2.2 [2]: Let 𝑀 and 𝑁 be IFSs of the form 𝑀 = {< 𝑥, 𝜇𝑀 𝑥 , 𝜈𝑀 𝑥 > 𝑥 ∈ 𝑋} and 𝑁 = {< 𝑥, 𝜇𝑁 𝑥 , 𝜈𝑁 𝑥 > 𝑥 ∈

𝑋}  Then  

 

a) 𝑀 ⊂ 𝑁 if and only if 𝜇𝑀 𝑥 ≤ 𝜈𝑁 𝑥  and 𝜈𝑀 𝑥 ≥ 𝜈𝑁 𝑥 for all 𝑥 ∈ 𝑋, 

b) 𝑀 = 𝑁 if and only if 𝑀 ⊆ 𝑁 and 𝑁 ⊆ 𝑀,  

c) 𝑀𝐶 = {< 𝑥, 𝜇𝑀 𝑥 , 𝜈𝑀 𝑥 > 𝑥 ∈ 𝑋},  

d) 𝑀 ∩ 𝑁 = {< 𝑥, 𝜇𝑀 𝑥 ∩   𝜇𝑁 𝑥 , 𝜈𝑀 𝑥 ∪  𝜈𝑁 𝑥 >/𝑥 ∈ 𝑋}, 

e) 𝑀 ∪ 𝑁 = {< 𝑥, 𝜇𝑀 𝑥 ∪  𝑥 , 𝜈𝑀 𝑥 ∩  𝜈𝑁 𝑥 >/𝑥 ∈ 𝑋}, 

For the sake of simplicity, the notation 𝑀 = < 𝑥, 𝜇𝑀 , 𝜈𝑀 > shall be used instead of                  𝑀 = {< 𝑥, 𝜇𝑀 𝑥 , 𝜈𝑀 𝑥 >

𝑥 ∈ 𝑋}. Also, the notation𝑀 = {< 𝑥,  𝜇𝑀 , 𝜇𝑁 , (𝜈𝑀 , 𝜈𝑁) >} is used instead of  𝑀 = {< 𝑥,   𝑀/𝜇𝑀 , 𝑁/𝜇𝑁 , (𝑀/𝜈𝑀 , 𝑁/𝜈𝑁) >

}. The Intuitionistic Fuzzy Sets 0~ = {< 𝑥, 0,1 >/ 𝑥𝜖𝑋} and 1~ = {< 𝑥, 1,0 >/ 𝑥𝜖𝑋} are the empty set and the whole set 

of 𝑋, respectively. 

 

RELATION WITH IFsgp* SETS 

This section describes the Intuitionistic Fuzzy generalized pre star Relation 

Definition 3.1 [6]: An Intuitionistic Fuzzy Set Aof an Intuitionistic Fuzzy Topological Sets (IFTS) isreferred 

asIntuitionistic Fuzzy semi generalized pre star closed (briefly IFsgp* - closed) if 𝑠𝑐𝑙(𝐴)  ⊆ 𝑈whenever 𝐴 ⊆  𝑈and 

𝑈is IFgp* - open set in 𝑋. 

Example 3.2: Let 𝑋 = {𝑎, 𝑏} and let 𝜏 = {0~, 𝑇, 1~} be an IFT on 𝑋, where  

𝑇 = {𝑥, (0.6, 0.8), (0.4, 0.2)}. Then the IFS 𝐴 =  {𝑥, (0.1, 0.2), (0.9, 0.8)} is an IFsgp*cs in 𝑋. 

Example 3.3: Let 𝑋 = {𝑎, 𝑏} and let 𝜏 = {0~, 𝑇, 1~} be an IFT on 𝑋, where                                              

𝑇 = {𝑥, (0.4, 0.5), (0.6, 0.5)}. Then the IFS 𝐴 =  {𝑥, (0.3, 0.4), (0.7, 0.6)} is an IFsgp*cs in 𝑋. 

Example 3.4: Let 𝑋 = {𝑎, 𝑏} and let 𝜏 = {0~, 𝑇, 1~} be an IFT on 𝑋, where                                              

𝑇 = {𝑥, (0.2, 0.3), (0.8, 0.7)}. Then the IFS 𝐴 =  {𝑥, (0.1, 0.1), (0.9, 0.9)} is an IFsgp*cs in 𝑋. 

 

Definition 3.5:The Intuitionistic Fuzzy semi generalized pre star Relation (IFsgp*Relation)𝑅 on 𝐴is defined as 

𝑅 =    𝑥, 𝑦 , 𝜇𝑅 𝑥, 𝑦  , 𝜐𝑅 𝑥, 𝑦   /  𝑥, 𝑦   ∈  𝐴 × 𝐴  . 

 

Definition 3.6:Let 𝑋be a non-empty set and 𝐴 and 𝐵 be the IFsgp*Ss in 𝑋 given by the membership 𝜇𝐴 𝑥 , 𝜇𝐵 𝑥 and 

the non membership 𝜐𝐴 𝑥 , 𝜐𝐵 𝑥 suchthat 𝜇𝐴 𝑥 , 𝜇𝐵 𝑥  , 𝜐𝐴 𝑥  and𝜐𝐵 𝑥 are the IFsgp*S drawn from the unit interval 

[0, 1].  

 

Let 𝐴 ×  𝐵 be theIFsgp*S in 𝑋 ×  𝑋defined as 

𝜇𝐴×𝐵 𝑥, 𝑦 = min 𝜇𝐴 𝑥  , 𝜇𝐵 𝑥  and 

𝜐𝐴×𝐵 𝑥, 𝑦 = max 𝜐𝐴 𝑥  , 𝜐𝐵 𝑥   for all 𝑥, 𝑦 ∈ 𝑋.  

 

Then the relation 𝑅 from 𝐴 and 𝐵 is said to be IFsgp*Relation if 𝑅 ⊆  𝐴 ×  𝐵such that 

𝑅 =    𝑥, 𝑦 , 𝜇𝑅 𝑥, 𝑦  , 𝜐𝑅 𝑥, 𝑦   /  𝑥, 𝑦   ∈ 𝐴 × 𝐵  where𝜇𝑅 𝑥, 𝑦  ≤  𝜇𝐴×𝐵  (𝑥, 𝑦) and 𝜐𝑅 𝑥, 𝑦  ≥  𝜐𝐴×𝐵  (𝑥, 𝑦)with the 

condition 0 ≤  𝜇𝑅 𝑥, 𝑦  +  𝜐𝑅 𝑥, 𝑦  ≤  1. 
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Example 3.7:Let X = {a, b, c}, A = {a1|(0.3, 0.6), a2|(0.4, 0.4), a3|(0.7, 0.2)} and  

B = {b1|(0.4, 0.2), b2|(0.5, 0.5), b3|(0.3, 0.5)}, then R = 

     

Definition 3.8: Let 𝑅 ∶  𝐴 →  𝐵 and 𝑆 ∶  𝐵 →  𝐶be two IFsgp* Relations. The Composition𝑆 ◦ 𝑅is an IFsgp* Relation 

from 𝐴 to 𝐶. For every (𝑥, 𝑧)  ∈  𝐴 ×  𝐶and for every 𝑦 ∈  𝐵the membership function is 

𝜇S 𝑜  R 𝑥, 𝑧 =    𝜇𝑅 𝑥, 𝑦  𝜇𝑆 𝑦, 𝑧  

𝑦

 

and the non-membership function is 

𝜐S 𝑜  R 𝑥, 𝑧 =    𝜐𝑅 𝑥, 𝑦  𝜐𝑆 𝑦, 𝑧  

𝑦

 

Example 3.9: We show by means of an example that the Composition 𝑆 ◦ 𝑅is an IFsgp* Relation from𝑋 to 𝑍 

 𝑦1 𝑦2   𝑍1 𝑍2 𝑍3 

R = 
𝑥1

𝑥2
 
(0.6, 0.2) (0.2, 0.4)
(0.3, 0.3) (0.7, 0.3)

 ,    S = 
𝑦1

𝑦2
 
(0.6, 0.4) (0.6, 0.4)
(0.5, 0.5) (0.4, 0.4)

   (0.4, 0.2)
    (0.7, 0.3)

  

 

  𝑍1 𝑍2 𝑍3 

𝑆 ◦ 𝑅= 
𝑦1

𝑦2
 
 0.6,0.4  0.6,0.4 

 0.4,0.4  0.5,0.4 

 0.4,0.3 

 0.7,0.3 
  

 

PATTERN RECOGNITION USING IFsgp*R COMPOSITION 

In order to recognize instances of these patterns, identify the patterns that exist in various types of data, and reach 

the appropriate conclusions, pattern recognition is required. The following discussion of the pattern recognition 

issues serves to illustrate the use of the IFsgp* R composition.  The recognition principle specifies considering the 

highest degree of confidence between the IFsgp* R composition to determine the proper pattern in one of the 

patterns.  The IFsgp*Rs are represented by specific patterns in the examples below in order to choose the most useful 

approach among the two methods for decision analysis. 

 

Methodology I:    

1.  Compute 𝑇 =  𝑅 ◦ 𝑄, where the membership function 

𝜇𝑇 = 𝜇𝑅𝑜𝑄  =    𝜇𝑄 𝑝, 𝑠  𝜇𝑇(𝑠, 𝑑) 

𝑠

 

and the non-membership function is  

𝜐𝑇 =  𝜐𝑅𝑜𝑄 =   𝜐𝑄 𝑝, 𝑠  𝜐𝑅(𝑠, 𝑑) 

𝑠

 

2.  Calculate 𝑋 =  𝜇𝑋  𝑝, 𝑑 , 𝜐𝑋  𝑝, 𝑑     were  

𝜇𝑋 𝑝, 𝑑 =   𝜇𝑇

𝑗

 

𝜐𝑋 𝑝, 𝑑 =   𝜐𝑇

𝑗

 

3.  Consider 𝑌 = 𝜇𝑋  𝑝, 𝑑  

4.  Find the 𝑀𝑎𝑥{𝑌}. 
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Methodology II:  

1.  Compute 𝑇 =  𝑅 ◦ 𝑄, where the membership function 

𝜇𝑇 = 𝜇𝑅𝑜𝑄  =    𝜇𝑄 𝑝, 𝑠  𝜇𝑇(𝑠, 𝑑) 

𝑠

 

and the non-membership function is  

𝜐𝑇 =  𝜐𝑅𝑜𝑄 =   𝜐𝑄 𝑝, 𝑠  𝜐𝑅(𝑠, 𝑑) 

𝑠

 

2.  Calculate 𝑋 =  𝜇𝑋  𝑝, 𝑑 , 𝜐𝑋  𝑝, 𝑑     were  

𝜇𝑋 𝑝, 𝑑 =   𝜇𝑇

𝑗

 

𝜐𝑋 𝑝, 𝑑 =   𝜐𝑇

𝑗

 

𝜋𝑋 𝑝, 𝑑 = 1 − 𝜇𝑋 𝑝, 𝑑 − 𝜐𝑋 𝑝, 𝑑  

3.   Consider 𝑌 = 𝜇𝑋  𝑝, 𝑑 − [𝜐𝑋  𝑝, 𝑑  ∗ 𝜋𝑋  𝑝, 𝑑  ] 

 

EXAMPLE4.1: 

The IFsgp* R composition Pattern I, Pattern II, and Pattern III defined here are Intuitionistic Fuzzy Sets, each 

consisting of two elements.   

Let X = {A1, A2, A3, A4........ An} with Pattern I, Pattern II, and Pattern III is the IFsgp*R composition defined on X as 

Pattern I = {  0.4,0.3 ,  0.5, 0.4  } 

Pattern II = {  0.6,0.4 ,  0.8, 0.2  } 

If the testing IFsgp* R composition Pattern III is defined as  

Pattern III = {  0.7, 0.3 ,  0.6, 0.2  }    

Then the pattern identification using the IFsgp*R Composition between  

Pattern (I, III)   in Method I = 0.5 and Method II = 0.44and  

Pattern (II, III)   in Method I = 0.6 and Method II = 0.54  

The desired decision is the maximum value thus the testing Pattern III belongs to the Pattern II type  

 

EXAMPLE 4.2: 

The IFsgp*R composition Pattern I, Pattern II, and Pattern III defined here are Intuitionistic Fuzzy Sets, each 

consisting of three elements.   

Let X = {A1, A2, A3, A4........ An} with Pattern I, Pattern II,Pattern III, Pattern IV, Pattern V and Pattern VI is the IFsgp* 

R composition defined on X as 

Pattern I = {  0.5,0.3 ,  0.2, 0.2 , (0.2, 0.3)  } 

Pattern II = {  0.1,0.9 ,  0.2, 0.8 , (0.3, 0.6)  } 

Pattern III = {  0.1,0.9 ,  0.8, 0.1 , (0.1, 0.8)  } 
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Pattern IV = {  0.2,0.8 ,  0.1, 0.7 , (0.4, 0.5)  } 

Pattern V = {  0.1,0.8 ,  0.2, 0.7 , (0.2, 0.4)  } 

If the testing IFsgp*Rcomposition Pattern VI is defined as  

Pattern VI = {  0.2, 0.8 ,  0.9, 0.1 , (0.4, 0.3)  }    

Then the pattern identification using the IFsgp*R Composition between  

Pattern (I, VI)   in Method I = 0.3 and Method II = 0.05and  

Pattern (II, VI)   in Method I = 0.6 and Method II = 0.24and 

Pattern (III, VI)   in Method I = 0.8 and Method II = 0.79and 

Pattern (IV, VI)   in Method I = 0.5 and Method II = 0.35and 

Pattern (V, VI)   in Method I = 0.4 and Method II = 0.04 

The desired decision is the maximum value thus the testing Pattern VI belongs to the Pattern III type 

 

EXAMPLE 4.3: 

The IFsgp* R composition X1, X2, X3 and X4 defined here is of Intuitionistic Fuzzy Sets, each consisting of two 

elements.  Let X = {A1, A2, A3, A4........ An} with X1, X2, X3 and X4 are the IFsgp*R composition defined on X as 

X1 = {  0.5,0.5 ,  0.4, 0.4  } 

X2 = {  0. 3,0.6 ,  0.2, 0.4  } 

X3 = {  0.1,0.9 ,  0.2, 0.4  }  

And the Pattern X4 of IFsgp*R  composition is referred as 

Pattern X4 = {  0.2,0.5 ,  0.4, 0.4  }   

The proposed IFsgp*R Composition measure is used for the pattern identification. 

In Method I: Pattern (X1, X4) is 0.4;  Pattern (X2, X4) is 0.4&Pattern (X3, X4) is 0.4 

In Method II: Pattern (X1, X4) is 0.32;   Pattern (X2, X4) is0.04&Pattern (X3, X4) is 0.04 

The desired decision is the maximum value. Hence, the testing Pattern X4 belongs to the Pattern X1 type 

 

EXAMPLE 4.4: 

The IFsgp*R composition X1, X2, X3 and X4 defined here is of Intuitionistic Fuzzy Sets, each consisting of four 

elements.  Let X = {A1, A2, A3, A4........ An} with X1, X2, X3 and X4 are the IFsgp*R composition defined on X as 

X1= {  0. 3,0.3 ,  0.3, 0.5 , (0.4, 0.3), (0.8, 0.1) } 

X2 = {  0.3,0.6 ,  0.3, 0.7 , (0.3, 0.6), (0.2, 0.6)  } 

X3 = {  0.1,0.3 ,  0.1, 0.9 , (0.2, 0.1), (0.7, 0.4)  }  

And the Pattern X4 of IFsgp* R compositionis referred as 

Pattern X4 = {  0.4,0.2 ,  0.5, 0.5 , (0.2, 0.4), (0.9, 0.1) }   

From Method I: Pattern (X1, X4) is 0.8; Pattern (X2, X4) is 0.6&Pattern (X3, X4) is 0.7 
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And Method II : Pattern (X1, X4) is 0.79; Pattern (X2, X4) is 0.24&Pattern (X3, X4) is 0.13 

The desired decision is the maximum value.Hence, the testing Pattern X4 belongs to the Pattern X1 type 

 

Atabular column for comparative analysis is given below (Table 2) 

It is evident from the Pattern Recognition Examples, that Method II can be used to make decisions more effectively 

than Method I.    

 

Three parametric calculations are more accurate in the IFsgp*R COMPOSITION than two parametric calculations. 

From the Pattern Recognition Examples, it is clear that a better decision can be made using Method II more 

efficiently than Method I. In the IFsgp* R COMPOSITION, calculation with three parametric is effective than with 

two parametric. 

 

As in the analysis of the Pattern (X1, X4), Pattern (X2, X4), and Pattern (X3, X4) all the result are found to be identical 

numerical values of 0.4, the Pattern Recognition Example 4.3 cannot be decided using Method I. The numerical 

evaluation between Pattern (X1, X4), Pattern (X2, X4), and Pattern (X3, X4) provided by Method II gives values of 

0.32, 0.04, and 0.04; as a result, the high confidence of 0.32 identifies the decision analysis as the testing Pattern X4  

belongs to Pattern X1 type. 

Therefore, it is clear that Method 2 is comparatively a better method than Method 1 

 

CONCLUSION 
 

This work investigates a novel method of pattern identification utilizing the IFsgp* Relational Composition. One of 

the key characteristics is the Relational Composition of the Intuitionistic Fuzzy Semi Generalized Pre-Star (IFsgp*) in 

Intuitionistic Fuzzy Topological Space. For two and three parametric members, a few numerical instances of pattern 

recognition are shown, and it is discovered that the three parametric methodology is more accurate.This method can 

be expanded to other problems such as handwritten character identification, fingerprint recognition, human face 

recognition, and X-ray picture classification. 
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Table 1. IFsgp* Relation 
 

 

 

 

 
 

 

Table 2. - Pattern recognition using the IFsgp*R Composition 

Pattern Recognition using the 

IFsgp*R Composition 
Method I Method II Result 

Example4.1: 

IFsgp*R Composition 

betweenPattern (I, III) and Pattern 

(II, III). 

The Pattern I, II and III are the 

IFsgp*Rcomposition have 

equalIFSs,each consisting of two 

elements. 

Pattern (I, III) =0.5 

Pattern (II, III) = 0.6 

Pattern (I, III) =0.44 

Pattern (II, III) =0.54 

The maximum value 

is the required 

decision. 

The testing Pattern 

III belongs to 

Pattern II type  

Example 4.2: 

IFsgp*R Composition 

betweenPattern (I, III) and Pattern 

(II, III). 

The Pattern I, II, III, IV, V and VI are 

the IFsgp*Rcomposition have equal 

IFSs,each consisting of three 

elements. 

Pattern (I, VI) =0.3 

Pattern (II, VI) = 0.6 

Pattern (III, VI) = 0.8 

Pattern (IV, VI) = 0.5 

Pattern (V, VI) = 0.4 

Pattern (I, VI) =0.05 

Pattern (II, VI) =0.24 

Pattern (III, VI) = 0.79 

Pattern (IV, VI) = 0.35 

Pattern (V, VI) = 0.04 

The maximum value 

is the required 

decision. 

The testing Pattern 

VI belongs to 

Pattern III type  

Example 4.3: 

IFsgp*R Composition between 

Pattern (X1, X4), Pattern (X2, X4), 

and Pattern (X3, X4).The Pattern X1, 

X2, X3 and X4 are the IFsgp*R 

composition have equal IFSs, each 

consisting of two elements. 

Pattern (X1, X4) = 0.4  

Pattern (X2, X4) = 0.4  

Pattern (X3, X4) = 0.4 

Pattern (X1, X4) = 0.32 

Pattern (X2, X4) = 0.04 

Pattern (X3, X4)= 0.04 

The maximum value 

is the required 

decision. 

Hence, the 

testingPattern X4 

belongs to Pattern 

X1 type 

Example 4.4: 

Considering the Numerical 

Evaluation using IFsgp*R 

Composition between Pattern (X1, 

X4), Pattern (X2, X4), and Pattern 

(X3, X4).The Pattern X1, X2, X3 and 

X4 are the IFsgp*R composition 

defined IFSs, each consisting of four 

elements. 

Pattern (X1, X4) = 0.8 

Pattern (X2, X4) = 0.6 

Pattern (X3, X4) = 0.7 

Pattern (X1, X4) = 0.79 

Pattern (X2, X4) = 0.24 

Pattern (X3, X4)= 0.13 

The maximum value 

is the required 

decision. 

Hence, the 

testingPattern X4 

belongs to Pattern 

X1 type 

 

 

 

 

R b1 b2 b3 

a1 (0.3,0.6) (0.3,0.6) (0.3,0.6) 

a2 (0.4,0.4) (0.4,0.5) (0.3,0.5) 

a3 (0.4,0.2) (0.5,0.5) (0.3,0.5) 
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Quin-Terranean Fuzzy Set is a more sophisticated set that produces effective results than Intuitionistic 

Fuzzy Set, Pythagorean Fuzzy Set, and Fermatean Fuzzy Set. Quin-Terranean fuzzy set is the most 

effective tool for managing uncertainty. By using Quin-Terranean fuzzy set, we have defined Quin – 

Terranean Fuzzy Number. In this paper we defined some of the algebraic operations such as addition, 

multiplication, scalar multiplication and power rule on Quin – Terranean Fuzzy Numbers. Several 

properties of the algebraic operations on Quin – Terranean Fuzzy Numbers are also studied. 

 

Mathematics Subject Classification: 03E72 

Keywords: Quin – Terranean fuzzy set, addition operation, multiplication operation, scalar 

multiplication and power rule on Quin – Terranean Fuzzy Numbers. 

  

 

INTRODUCTION 
 

In 1965, Zadeh [12] introduced the concept of fuzzy sets which are sets with varying degrees of membership. Fuzzy 

sets are extension to the traditional concept of set theory. Zadeh introduced the idea of fuzzy numbers and fuzzy 

arithmetic. In 1998, Shan – Huo Chen [6] presented the way to treat the operations of fuzzy numbers with step form 

by using function principle. In 2003, Witold Kosinski et al. [10] have developed the novel idea of an ordered fuzzy 

number, which is symbolized by an ordered pair of real continuous functions and defined four algebraic operations 

ABSTRACT 
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on ordered fuzzy numbers. In 2003, Jae Duek Myung [2] introduced the two types of algebraic operations on fuzzy 

number utilizing piecewise linear function. He also demonstrated that the Zadeh implication is smaller than the 

Diense - Rescher implication, which is smaller than the Lukasiewicz implication. There are some situations in which 

fuzzy sets are not sufficient to manage uncertainty. In order to manage such situations, in 1986, Atanassov [1] 

defined the extended concept of Fuzzy set theory known as Intuitionistic fuzzy set (IFS). He also defined the 

operations of IFS and analyzed their properties. In 2014, Sankar Prasad Mondal et al. [5] discussed some nonlinear 

arithmetic operations on generalised triangular Intuitionistic fuzzy numbers. They have also provided examples 

along with an application.  

 

In 2014 Yager [11] introduced the concept of Pythagorean fuzzy set (PFS) which was a logical extension of this 

limitation in IFS, where in certain cases, unlike the examples observed in IFSs, the total of the degree of acceptance 

and the degree of non-acceptance may be higher than one. In Pythagorean fuzzy set, the total of the square of the 

degree of acceptance and square of the degree of non-acceptance is lesser than one. In 2019, Shu-Ping Wan et al. [7] 

proposed a new order relation for Pythagorean fuzzy numbers (PFNs). They have applied it in multi-attribute group 

decision making (MAGDM). They have also demonstrated the effectiveness of the suggested method through a 

venture capital investment selection example. In some circumstances, unlike the examples observed in PFS, the total 

of the square of the degree of acceptance and square of the degree of non-acceptance may be more than one. The 

Fermatean fuzzy sets (FFSs) concept was a logical result of this restriction in PFS. In 2019, Senapathi and Yager [8] 

introduced Fermatean fuzzy set in which the sum of the cube of the degree of acceptance and cube of the degree of 

non-acceptance is less than or equal to one. In 2019, Tapan Senapati and Ronald Yager [9] introduced the three new 

operations namely subtraction, division, and Fermatean arithmetic mean operations over Fermatean fuzzy sets. They 

have provided great detail on their properties. They developed a Fermatean fuzzy weighted product model to 

address the multi-criteria decision-making issue. They have also provided a practical example of choosing a suitable 

bridge construction method to illustrate the approach they developed and to confirm its viability. The Quin-

Terranean Fuzzy Set (QTFS), a revolutionary concept that we invented in 2023 [4], is the most significant and 

practical way to handle uncertainty and contingency when compared to IFS, PFS, and FFS. We defined the basic set 

theory operations, such as union, intersection and complement for Quin-Terranean Fuzzy sets. Based on these 

operations, a number of the properties have been investigated. We have seen that the Quin-Terranean Fuzzy set 

satisfies the De Morgan's rule, associative property, commutative property, and distributive property. 

 

Preliminaries 

This section consists of the basic concepts and definitions related to the paper. 

Definition 2.1 [8] 

The Pythagorean fuzzy sets defined on a non-empty set 𝑋 as objects having the form 𝒫 =   𝑥 , 𝛼𝑃 𝑥  , 𝛽𝑃(𝑥 ) : 𝑥 ∈ 𝑋 , 

where the function 𝛼𝑃 𝑥  : 𝑋 → [0,1] and 𝛽𝑃 𝑥  : 𝑋 → [0,1], denote the degree of membership and degree of non-

membership of each element 𝑥 ∈ 𝑋 to the set 𝒫 respectively, and 0 ≤  𝛼𝑃 𝑥   
2

+  𝛽𝑃 𝑥   
2

≤ 1 for all 𝑥 ∈ 𝑋. For any 

Pythagorean fuzzy set 𝒫 and 𝑥 ∈ 𝑋, 𝜋𝑃 𝑥  =  1 −  𝛼𝑃 𝑥   
2

−  𝛽𝑃 𝑥   
2
  is called the degree of indeterminacy of 𝑥  to 

𝒫. 

 

Definition 2.2 [8] 

Let X be a universe of discourse. A Fermatean fuzzy set ℱ in X is an object having the form  
ℱ =   𝑥 , 𝛼ℱ 𝑥  , 𝛽ℱ(𝑥 ) : 𝑥 ∈ 𝑋 ,  

where 𝛼ℱ 𝑥  : 𝑋 → [0,1] and 𝛽ℱ 𝑥  : 𝑋 → [0,1], including the condition  

0 ≤  𝛼𝑃 𝑥   
3

+  𝛽𝑃 𝑥   
3

≤ 1,  

for all 𝑥 ∈ 𝑋. The 𝛼ℱ 𝑥   and 𝛽ℱ 𝑥   denote, respectively, the degree of membership and the degree of non-

membership of the element 𝑥  in the set ℱ.  

 For any FFS ℱ and 𝑥 ∈ 𝑋, 

𝜋ℱ 𝑥  =  1 −  𝛼𝑃 𝑥   
3

−  𝛽𝑃 𝑥   
33
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is identified as the degree of indeterminacy of 𝑥  to ℱ. 

In the interest of simplicity, we shall mention the symbol ℱ =  𝛼ℱ , 𝛽ℱ  for the FFS ℱ =   𝑥 , 𝛼ℱ 𝑥  , 𝛽ℱ(𝑥 ) : 𝑥 ∈ 𝑋 . 

 

Definition 2.3 [4] 

Let 𝑿 denotes a universe of discourse. A Quin – Terranean fuzzy set 𝓠  in 𝑿 is the element possess the 

configuration 𝓠  =   𝒙 , 𝝈𝓠   𝒙  , 𝜹𝓠   (𝒙 ) : ∀ 𝒙 ∈ 𝑿 ,  

where 𝝈𝓠   𝒙  : 𝑿 ⟶  𝟎, 𝟏  and 𝜹𝓠   𝒙  : 𝑿 ⟶  𝟎, 𝟏  represents the degree of dependence and degree of non – 

dependence of the element respectively, satisfying the condition 𝟎 ≤  𝝈𝓠  
  𝒙   

𝟒𝟓

+  𝜹𝓠  
  𝒙   

𝟓

𝟒
≤ 𝟏, ∀𝒙 ∈ 𝑿.  

For any Quin – Terranean fuzzy set  𝓠  and ∀𝒙 ∈ 𝑿, 𝝋 𝓠  𝒙  =  𝟏 −  𝝈𝓠  
  𝒙   

𝟒𝟓

−  𝜹𝓠  
  𝒙   

𝟓

𝟒
 

𝟒

𝟓

 is the degree of hesitance 

of 𝒙  to 𝑿. 

 

Definition 2.4 [3] 

A Quin – Terranean fuzzy number 𝓠  is defined as, 

a Quin – Terranean fuzzy subset of the real line 

normal, that is, there exist 𝑥 0 ∈ 𝑅 such that 𝜍𝓠  𝑥 0 = 𝟏  and  𝛿𝓠  𝑥 0 = 𝟎. 

a convex set for the acceptance function 𝜍𝓠  𝑥  , that is,  

            𝜍𝓠  𝝀𝑥 1 +  1 − 𝜆 𝑥 2 ≥ 𝒎𝒊𝒏  𝜍𝓠  𝑥 1 , 𝜍𝓠  𝑥 2          ∀ 𝑥 1, 𝑥 2 ∈ 𝑅, 𝜆 ∈ [0,1]  

a concave set for the non-acceptance function 𝛿𝓠  𝑥  , that is,  

            𝛿𝓠  𝝀𝑥 1 +  1 − 𝜆 𝑥 2 ≤ 𝒎𝒂𝒙  𝛿𝓠  𝑥 1 , 𝛿𝓠  𝑥 2          ∀ 𝑥 1, 𝑥 2 ∈ 𝑅, 𝜆 ∈  0,1 . 

and satisfies the condition, 𝟎 ≤  𝝈𝓠  
  𝒙   

𝟒𝟓

+  𝜹𝓠  
  𝒙   

𝟓

𝟒
≤ 𝟏. 

A doublet expressed by  𝓠  =   𝜍𝓠  
 𝑥  , 𝛿𝓠 (𝑥 )  is known as Quin – Terranean fuzzy number. The Zero and one Quin – 

Terranean fuzzy number is denoted by (0,0) and (1,0) respectively.  

 

Definition 2.5 [4] 

Let𝓠 =   𝒙 , 𝝈𝓠   𝒙  , 𝜹𝓠   (𝒙 ) : ∀ 𝒙 ∈ 𝑿 , 𝓠 𝟏 =   𝒙 , 𝝈𝓠 𝟏
 𝒙  , 𝜹𝓠 𝟏

(𝒙 ) : ∀ 𝒙 ∈ 𝑿 , 𝓠 𝟐 =   𝒙 , 𝝈𝓠 𝟐
 𝒙  , 𝜹𝓠 𝟐

(𝒙 ) : ∀ 𝒙 ∈ 𝑿  be three 

Quin – Terranean fuzzy set, then their operations are expressed as follows, 

 𝓠 𝟏 ⊂ 𝓠 𝟐   𝒊𝒇𝒇    𝒙 , 𝝈𝓠 𝟏
 𝒙  ≤ 𝝈𝓠 𝟐

 𝒙     𝒂𝒏𝒅  𝜹𝓠 𝟏
(𝒙 ) ≥ 𝜹𝓠 𝟐

(𝒙 ) ∶  ∀𝒙 ∈ 𝑿 , 

 𝓠 𝟏 = 𝓠 𝟐   𝒊𝒇𝒇    𝒙 , 𝝈𝓠 𝟏
 𝒙  = 𝝈𝓠 𝟐

 𝒙     𝒂𝒏𝒅  𝜹𝓠 𝟏
 𝒙  = 𝜹𝓠 𝟐

(𝒙 ) ∶  ∀𝒙 ∈ 𝑿 , 

 𝓠 𝟏 ∪ 𝓠 𝟐    =     𝒙 , 𝒎𝒂𝒙 𝝈𝓠 𝟏
 𝒙  , 𝝈𝓠 𝟐

 𝒙   ,  𝒎𝒊𝒏  𝜹𝓠 𝟏
 𝒙  , 𝜹𝓠 𝟐

(𝒙 )   
 ∶  ∀𝒙 ∈ 𝑿 , 

 𝓠 𝟏 ∩ 𝓠 𝟐    =     𝒙 , 𝒎𝒊𝒏 𝝈𝓠 𝟏
 𝒙  , 𝝈𝓠 𝟐

 𝒙   ,  𝒎𝒂𝒙  𝜹𝓠 𝟏
 𝒙  , 𝜹𝓠 𝟐

(𝒙 )   
 ∶  ∀𝒙 ∈ 𝑿 , 

𝓠 𝒄 =   𝒙 , 𝜹𝓠  𝒙  , 𝝈𝓠  𝒙   ∶  ∀𝒙 ∈ 𝑿  

 

MAIN RESULT 
 

In this section, the definitions of certain algebraic operations on Quin-Terranean Fuzzy numbers including addition, 

multiplication, scalar multiplication, and exponentiation are given. Some of the features of the model operators ⊞ 

and ⊠, scalar multiplication and exponentiation of the Quin-Terranean Fuzzy numbers, are also explored based on 

the algebraic operations that have been specified. 

 

Algebraic Operation on Quin – Terranean Fuzzy Number: 

Definition 3.1 

Let ℚ =   𝜍ℚ (𝑥 ), 𝛿ℚ (𝑥) , ℚ 1 =   𝜍ℚ (𝑥 ), 𝛿ℚ (𝑥)  and ℚ 2 =  𝜍ℚ 2
(𝑥 ), 𝛿ℚ 2

(𝑥 )  be three Quin – Terranean Fuzzy Numbers 

and 𝜆 > 0, then their operations are expressed as follows: 
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ℚ 1 ⊞ ℚ 2 =    𝜍ℚ 1
(𝑥 ) 

45

+  𝜍ℚ 2
(𝑥 ) 

45

−  𝜍ℚ 1
(𝑥 ) 

45

 𝜍ℚ 2
(𝑥 ) 

45

 

1
45

, 𝛿ℚ 1
(𝑥 )𝛿ℚ 2

(𝑥 )  

ℚ 1 ⊠ ℚ 2 =   𝜍ℚ 1
(𝑥 )𝜍ℚ 2

(𝑥 ),   𝛿ℚ 1
(𝑥 ) 

5
4 +  𝛿ℚ 2

(𝑥 ) 
5
4 −  𝛿ℚ 1

(𝑥 ) 
5
4 𝛿ℚ 2

(𝑥 ) 
5
4 

4
5

  

𝜆ℚ =   1 −  1 −  𝜍ℚ (𝑥 ) 
45

 
𝜆  

 

1
45

, 𝛿ℚ (𝑥 )𝜆  

ℚ 𝜆 =  𝜍ℚ (𝑥 )𝜆 ,  1 −  1 −  𝛿ℚ (𝑥 ) 
5
4 

𝜆  

 

4
5

  

 

Properties of Algebraic Operations on Quin – Terranean Fuzzy Numbers: 

Several properties of algebraic operations on Quin – Terranean Fuzzy Numbers are given as follows, 

 

Theorem 3.1:  

 For three Quin – Terranean Fuzzy numbers ℚ =  𝜍ℚ (𝑥 ), 𝛿ℚ (𝑥 ) , ℚ 1 =  𝜍ℚ 1
(𝑥 ), 𝛿ℚ 1

(𝑥 )  and ℚ 2 =  𝜍ℚ 2
(𝑥 ), 𝛿ℚ 2

(𝑥 )  , the 

following ones are valid, 

ℚ 1 ⊞ ℚ 2 = ℚ 2 ⊞ ℚ 1 
ℚ 1 ⊠ ℚ 2 = ℚ 2 ⊠ ℚ 1 

𝜆 ℚ 1 ⊞ ℚ 2 = 𝜆ℚ 1 ⊞ 𝜆ℚ 2  , 𝜆 > 0 

 𝜆1 + 𝜆2 ℚ = 𝜆1ℚ ⊞ 𝜆2ℚ  , 𝜆1 , 𝜆2 > 0 

 ℚ 1 ⊠ ℚ 2 
𝜆

= ℚ 1
𝜆

⊠ ℚ 2
𝜆

 , 𝜆 > 0 

ℚ  𝜆1+𝜆2 = ℚ 𝜆1 ⊠ ℚ 𝜆2   ,  𝜆1, 𝜆2 > 0 

Proof:  

Let us consider ℚ =  𝜍ℚ (𝑥 ), 𝛿ℚ (𝑥 ) , ℚ 1 =  𝜍ℚ 1
(𝑥 ), 𝛿ℚ 1

(𝑥 )  and ℚ 2 =  𝜍ℚ 2
(𝑥 ), 𝛿ℚ 2

(𝑥 )  be three Quin – Terranean Fuzzy 

Numbers and 𝜆, 𝜆1 , 𝜆2 > 0, then using definition 3.1, we can acquire,  

L.H.S = ℚ 1 ⊞ ℚ 2 

=    𝜍ℚ 1
 𝑥   

45

+  𝜍ℚ 2
 𝑥   

45

−  𝜍ℚ 1
 𝑥   

45

 𝜍ℚ 2
 𝑥   

45

 

1
45

, 𝛿ℚ 1
 𝑥  𝛿ℚ 2

 𝑥    

=    𝜍ℚ 2
(𝑥 ) 

45

+  𝜍ℚ 1
(𝑥 ) 

45

−  𝜍ℚ 2
(𝑥 ) 

45

 𝜍ℚ 1
(𝑥 ) 

45

 

1

45

, 𝛿ℚ 1
(𝑥 )𝛿ℚ 2

(𝑥 )  

= ℚ 2 ⊞ ℚ 1 = R.H.S 

 L.H.S = ℚ 1 ⊠ ℚ 2 =  𝜍ℚ 1
(𝑥 )𝜍ℚ 2

(𝑥 ),   𝛿ℚ 1
(𝑥 ) 

5

4 +  𝛿ℚ 2
(𝑥 ) 

5

4 −  𝛿ℚ 1
(𝑥 ) 

5

4 𝛿ℚ 2
(𝑥 ) 

5

4 

4

5

  

=  𝜍ℚ 1
(𝑥 )𝜍ℚ 2

(𝑥 ),   𝛿ℚ 1
(𝑥 ) 

5
4 +  𝛿ℚ 2

(𝑥 ) 
5
4 −  𝛿ℚ 1

(𝑥 ) 
5
4 𝛿ℚ 2

(𝑥 ) 
5
4 

4
5

  

= ℚ 2 ⊠ ℚ 1 = R.H.S 

 

L.H.S = 𝜆 ℚ 1 ⊞ ℚ 2  

= 𝜆     𝜍ℚ 1
(𝑥 ) 

45

+  𝜍ℚ 2
(𝑥 ) 

45

−  𝜍ℚ 1
(𝑥 ) 

45

 𝜍ℚ 2
(𝑥 ) 

45

 

1
45

, 𝛿ℚ 1
(𝑥 )𝛿ℚ 2

(𝑥 )   

=   1 −  1 −    𝜍ℚ 1
(𝑥 ) 

45

+  𝜍ℚ 2
(𝑥 ) 

45

−  𝜍ℚ 1
(𝑥 ) 

45

 𝜍ℚ 2
(𝑥 ) 

45

 

1

45

 

45

 

𝜆  

 

1

45

, 𝛿ℚ 1
(𝑥 )𝜆𝛿ℚ 2

(𝑥 )𝜆   

=   1 −   1 −  𝜍ℚ 1
(𝑥 ) 

45

 −  𝜍ℚ 2
(𝑥 ) 

45

 1 −  𝜍ℚ 1
(𝑥 ) 

45

  

𝜆  

 

1
45

, 𝛿ℚ 1
(𝑥 )𝜆  𝛿ℚ 2

(𝑥 )𝜆  
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=   1 −  1 −  𝜍ℚ 1
(𝑥 ) 

45

 
𝜆  

 1 −  𝜍ℚ 2
(𝑥 ) 

45

 
𝜆

 

1

45

, 𝛿ℚ 1
(𝑥 )𝜆  𝛿ℚ 2

(𝑥 )𝜆         

𝑅.H.S =   1 −  1 −  𝜍ℚ 1
(𝑥 ) 

45

 
𝜆  

 

1

45

, 𝛿ℚ 1
(𝑥 )𝜆  ⊞       

                 1 −  1 −  𝜍ℚ 2
(𝑥 ) 

45

 
𝜆  

 

1

45

, 𝛿ℚ 2
(𝑥 )𝜆  

 

 

 

=     1 −  1 −  𝜍ℚ 1
(𝑥 ) 

45

 
𝜆  

 

1
45

 

45

+   1 −  1 −  𝜍ℚ 2
(𝑥 ) 

45

 
𝜆  

 

1
45

 

45

−   1 −  1 −  𝜍ℚ 1
(𝑥 ) 

45

 
𝜆  

 

1
45

 

45

  1 −  1 −  𝜍ℚ 2
(𝑥 ) 

45

 
𝜆  

 

1
45

 

45

 

1
45

, 𝛿ℚ 1
(𝑥 )𝜆𝛿ℚ 2

(𝑥 )𝜆  

 =   1 −  1 −  𝜍ℚ 1
(𝑥 ) 

45

 
𝜆  

 1 −  𝜍ℚ 2
(𝑥 ) 

45

 
𝜆

 

1

45

, 𝛿ℚ 1
(𝑥 )𝜆  𝛿ℚ 2

(𝑥 )𝜆             

 

From (1) and (2), L.H.S = R.H.S implies 𝜆 ℚ 1 ⊞ ℚ 2 = 𝜆ℚ 1 ⊞ 𝜆ℚ 2  , 𝜆 > 0. 

L.H.S =  𝜆1 ⊞ 𝜆2 ℚ =   𝜆1 + 𝜆2  𝜍ℚ (𝑥 ), 𝛿ℚ (𝑥 )  

=   1 −  1 −  𝜍ℚ (𝑥 ) 
45

 
𝜆1+𝜆2

 

 

1

45

, 𝛿ℚ (𝑥 )𝜆1+𝜆2  

=  1 −  1 −  𝜍ℚ (𝑥 ) 
45

 
𝜆1

 

 1 −  𝜍ℚ (𝑥 ) 
45

 
𝜆2

 

1

45

, 𝛿ℚ (𝑥 )𝜆1+𝜆2  

=   1 −  1 −  𝜍ℚ (𝑥 ) 
45

 
𝜆1

 

 

1

45

, 𝛿ℚ (𝑥 )𝜆1 ⊞   1 −  1 −  𝜍ℚ (𝑥 ) 
45

 
𝜆2

 

 

1

45

, 𝛿ℚ (𝑥 )𝜆2  

=𝜆1ℚ ⊞ 𝜆2ℚ  = R.H.S 

∴,  𝜆1 + 𝜆2 ℚ = 𝜆1ℚ ⊞ 𝜆2ℚ  , 𝜆1 , 𝜆2 > 0. 

Hence, (iv) proved. 

L.H.S =  ℚ 1 ⊠ ℚ 2 
𝜆
  

=   𝜍ℚ 1
(𝑥 )𝜍ℚ 2

(𝑥 ),   𝛿ℚ 1
(𝑥 ) 

5

4 +  𝛿ℚ 2
(𝑥 ) 

5

4 −  𝛿ℚ 1
(𝑥 ) 

5

4 𝛿ℚ 2
(𝑥 ) 

5

4 

4

5

  

𝜆

 

=  𝜍ℚ 1
(𝑥 )𝜆𝜍ℚ 2

(𝑥 )𝜆 , 

 
 
 

 
 

1 −  1 −    𝛿ℚ 1
(𝑥 ) 

5

4 +  𝛿ℚ 2
(𝑥 ) 

5

4 −  𝛿ℚ 1
(𝑥 ) 

5

4 𝛿ℚ 2
(𝑥 ) 

5

4 

4

5

 

5

4

 

𝜆  

 
 
 

 
 

4

5

  

= 𝜍ℚ 1
(𝑥 )𝜆𝜍ℚ 2

(𝑥 )𝜆 ,  1 −   1 −  𝛿ℚ 1
(𝑥 ) 

5

4 −  𝛿ℚ 2
(𝑥 ) 

5

4  1 −  𝛿ℚ 1
(𝑥 ) 

5

4  

𝜆  

 

4

5

  

= 𝜍ℚ 1
(𝑥 )𝜆𝜍ℚ 2

(𝑥 )𝜆 ,  1 −   1 −  𝛿ℚ 1
(𝑥 ) 

5

4  1 −  𝛿ℚ 2
(𝑥 ) 

5

4  

𝜆  

 

4

5

  

= 𝜍ℚ 1
(𝑥 )𝜆𝜍ℚ 2

(𝑥 )𝜆 ,  1 −  1 −  𝛿ℚ 1
(𝑥 ) 

5

4 
𝜆

 1 −  𝛿ℚ 2
(𝑥 ) 

5

4 
𝜆  

 

4

5
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=  𝜍ℚ 1
(𝑥 )𝜆 ,  1 −  1 −  𝛿ℚ 1

(𝑥 ) 
5

4 
𝜆  

 

4

5

 ⊠  𝜍ℚ 2
(𝑥 )𝜆 ,  1 −  1 −  𝛿ℚ 2

(𝑥 ) 
5

4 
𝜆  

 

4

5

   

= ℚ 1
𝜆

⊠ ℚ 2
𝜆
 = R.H.S 

R.H.S = ℚ 𝜆1 ⊠ ℚ 𝜆2   

=   𝜍ℚ (𝑥 )𝜆1 ,  1 −  1 −  𝛿ℚ (𝑥 ) 
5

4 
𝜆1

 

 

4

5

 ⊠  𝜍ℚ (𝑥 )𝜆2 ,  1 −  1 −  𝛿ℚ (𝑥 ) 
5

4 
𝜆2

 

 

4

5

   

=  𝜍ℚ (𝑥 )𝜆1𝜍ℚ (𝑥 )𝜆2 ,  1 −  1 −  𝛿ℚ (𝑥 ) 
5

4 
𝜆1

 1 −  𝛿ℚ (𝑥 ) 
5

4 
𝜆2

 

4

5

  

=  𝜍ℚ (𝑥 )𝜆1+𝜆2 ,  1 −  1 −  𝛿ℚ (𝑥 ) 
5

4 
𝜆1+𝜆2

 

4

5

  

= ℚ  𝜆1+𝜆2  = L.H.S 

 

Theorem 3.2  

Let ℚ 1 =  𝜍ℚ 1
(𝑥 ), 𝛿ℚ 1

(𝑥 ) , ℚ 2 =  𝜍ℚ 2
(𝑥 ), 𝛿ℚ 2

(𝑥 )  and ℚ 3 =  𝜍ℚ 3
(𝑥 ), 𝛿ℚ 3

(𝑥 )  be three Quin – Terranean Fuzzy 

Numbers, then,  

 ℚ 1 ∩ ℚ 2 ⊞ ℚ 3 =   ℚ 1 ⊞ ℚ 3 ∩   ℚ 2 ⊞ ℚ 3  

 ℚ 1 ∪ ℚ 2 ⊞ ℚ 3 =   ℚ 1 ⊞ ℚ 3 ∪   ℚ 2 ⊞ ℚ 3  

 ℚ 1 ∩ ℚ 2 ⊠ ℚ 3 =   ℚ 1 ⊠ ℚ 3 ∩   ℚ 2 ⊠ ℚ 3  

 ℚ 1 ∪ ℚ 2 ⊠ ℚ 3 =   ℚ 1 ⊠ ℚ 3 ∪   ℚ 2 ⊠ ℚ 3  

 

Proof: 

For the three Quin – Terranean Fuzzy Numbers ℚ 1 =  𝜍ℚ 1
(𝑥 ), 𝛿ℚ 1

(𝑥 ) , ℚ 2 =  𝜍ℚ 2
(𝑥 ), 𝛿ℚ 2

(𝑥 )  and 

ℚ 3 =  𝜍ℚ 3
(𝑥 ), 𝛿ℚ 3

(𝑥 ) , we get, 

L.H.S =  ℚ 1 ∩ ℚ 2 ⊞ ℚ 3 

=  𝑚𝑖𝑛 𝜍ℚ 1
(𝑥 ), 𝜍ℚ 2

(𝑥 ) , 𝑚𝑎𝑥 𝛿ℚ 1
(𝑥 ), 𝛿ℚ 2

(𝑥 )  ⊞  𝜍ℚ 3
(𝑥 ), 𝛿ℚ 3

(𝑥 )    =  𝑚𝑖𝑛 𝜍ℚ 1
(𝑥 )45

, 𝜍ℚ 2(𝑥 )
45

 +  𝜍ℚ 3
(𝑥 ) 

45

−

𝑚𝑖𝑛𝜍ℚ1(𝑥)45,𝜍ℚ2(𝑥)45𝜍ℚ3(𝑥)45145,𝑚𝑎𝑥𝛿ℚ1(𝑥),𝛿ℚ2(𝑥)𝛿ℚ3(𝑥) 

=   1 −  𝜍ℚ 3
(𝑥 ) 

45

 𝑚𝑖𝑛 𝜍ℚ 1
(𝑥 )45

, 𝜍ℚ 2
(𝑥 )45

 +  𝜍ℚ 3
(𝑥 ) 

45

 

1

45

, 𝑚𝑎𝑥 𝛿ℚ 1
(𝑥 )𝛿ℚ 3

(𝑥 ), 𝛿ℚ 2
(𝑥 )𝛿ℚ 3

(𝑥 )   

R.H.S =  ℚ 1 ⊞ ℚ 3 ∩   ℚ 2 ⊞ ℚ 3  

=    𝜍ℚ 1
(𝑥 ) 

45

+  𝜍ℚ 3
(𝑥 ) 

45

−  𝜍ℚ 1
(𝑥 ) 

45

 𝜍ℚ 3
(𝑥 ) 

45

 

1

45

, 𝛿ℚ 1
(𝑥 )𝛿ℚ 3

(𝑥 ) ∩    

    𝜍ℚ 2
(𝑥 ) 

45

+  𝜍ℚ 3
(𝑥 ) 

45

−  𝜍ℚ 2
(𝑥 ) 

45

 𝜍ℚ 3
(𝑥 ) 

45

 

1
45

, 𝛿ℚ 2
(𝑥 )𝛿ℚ 3

(𝑥 )  

=  𝑚𝑖𝑛    𝜍ℚ 1
(𝑥 ) 

45

+  𝜍ℚ 3
(𝑥 ) 

45

−  𝜍ℚ 1
(𝑥 ) 

45

 𝜍ℚ 3
(𝑥 ) 

45

 

1
45

,   𝜍ℚ 2
(𝑥 ) 

45

+  𝜍ℚ 3
(𝑥 ) 

45

−  𝜍ℚ 2
(𝑥 ) 

45

 𝜍ℚ 3
(𝑥 ) 

45

 

1
45 , 𝑚𝑎𝑥 𝛿ℚ 1

(𝑥 )𝛿ℚ 3
(𝑥 ), 𝛿ℚ 2

(𝑥 )𝛿ℚ 3
(𝑥 )   

=   𝑚𝑖𝑛    1 −  𝜍ℚ 3
(𝑥 ) 

45

  𝜍ℚ 1
(𝑥 ) 

45

+  𝜍ℚ 3
(𝑥 ) 

45

 

1
45

,   1 −  𝜍ℚ 3
(𝑥 ) 

45

  𝜍ℚ 2
(𝑥 ) 

45

+  𝜍ℚ 3
(𝑥 ) 

45
 

1
45

 , 𝑚𝑎𝑥 𝛿ℚ 1
(𝑥 )𝛿ℚ 3

(𝑥 ), 𝛿ℚ 2
(𝑥 )𝛿ℚ 3

(𝑥 )   

=   1 −  𝜍ℚ 3
(𝑥 ) 

45

 𝑚𝑖𝑛 𝜍ℚ 1
(𝑥 )45

, 𝜍ℚ 2
(𝑥 )45

 +  𝜍ℚ 3
(𝑥 ) 

45

 

1

45

, 𝑚𝑎𝑥 𝛿ℚ 1
(𝑥 )𝛿ℚ 3

(𝑥 ), 𝛿ℚ 2
(𝑥 )𝛿ℚ 3

(𝑥 )   = L.H.S. 

Rajarajeswari  et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

63251 

 

   

 

 

∴,  ℚ 1 ∩ ℚ 2 ⊞ ℚ 3 =   ℚ 1 ⊞ ℚ 3 ∩   ℚ 2 ⊞ ℚ 3 . 

Hence, (i) proved. 

L.H.S =  ℚ 1 ∪ ℚ 2 ⊞ ℚ 3 

=  𝑚𝑎𝑥 𝜍ℚ 1
(𝑥 ), 𝜍ℚ 2

(𝑥 ) , 𝑚𝑖𝑛 𝛿ℚ 1
(𝑥 ), 𝛿ℚ 2

(𝑥 )  ⊞  𝜍ℚ 3
(𝑥 ), 𝛿ℚ 3

(𝑥 )  

=  𝑚𝑎𝑥 𝜍ℚ 1
(𝑥 )45

, 𝜍ℚ 2
(𝑥 )45

 +  𝜍ℚ 3
(𝑥 ) 

45

− 𝑚𝑎𝑥 𝜍ℚ 1
(𝑥 )45

, 𝜍ℚ 2
(𝑥 )45

  𝜍ℚ 3
(𝑥 ) 

45

 

1

45

, 𝑚𝑖𝑛 𝛿ℚ 1
(𝑥 ), 𝛿ℚ 2

(𝑥 ) 𝛿ℚ 3
(𝑥 )  

=   1 −  𝜍ℚ 3
(𝑥 ) 

45

 𝑚𝑎𝑥 𝜍ℚ 1
(𝑥 )45

, 𝜍ℚ 2
(𝑥 )45

 +  𝜍ℚ 3
(𝑥 ) 

45

 

1

45

, 𝑚𝑖𝑛 𝛿ℚ 1
(𝑥 )𝛿ℚ 3

(𝑥 ), 𝛿ℚ 2
(𝑥 )𝛿ℚ 3

(𝑥 )   

R.H.S =  ℚ 1 ⊞ ℚ 3 ∪   ℚ 2 ⊞ ℚ 3  

=    𝜍ℚ 1
(𝑥 ) 

45

+  𝜍ℚ 3
(𝑥 ) 

45

−  𝜍ℚ 1
(𝑥 ) 

45

 𝜍ℚ 3
(𝑥 ) 

45

 

1

45

, 𝛿ℚ 1
(𝑥 )𝛿ℚ 3

(𝑥 )  ∪ 

    𝜍ℚ 1
(𝑥 ) 

45

+  𝜍ℚ 3
(𝑥 ) 

45

−  𝜍ℚ 1
(𝑥 ) 

45

 𝜍ℚ 3
(𝑥 ) 

45

 

1
45

, 𝛿ℚ 1
(𝑥 )𝛿ℚ 3

(𝑥 )  

=  𝑚𝑎𝑥    𝜍ℚ 1
(𝑥 ) 

45

+  𝜍ℚ 3
(𝑥 ) 

45

−  𝜍ℚ 1
(𝑥 ) 

45

 𝜍ℚ 3
(𝑥 ) 

45

 

1
45

,   𝜍ℚ 2
(𝑥 ) 

45

+  𝜍ℚ 3
(𝑥 ) 

45

−  𝜍ℚ 2
(𝑥 ) 

45

 𝜍ℚ 3
(𝑥 ) 

45

 

1
45 , 𝑚𝑖𝑛 𝛿ℚ 1

(𝑥 )𝛿ℚ 3
(𝑥 ), 𝛿ℚ 2

(𝑥 )𝛿ℚ 3
(𝑥 )   

 

 

=   𝑚𝑎𝑥    1 −  𝜍ℚ 3
(𝑥 ) 

45

  𝜍ℚ 1
(𝑥 ) 

45

+  𝜍ℚ 3
(𝑥 ) 

45

 

1
45

,   1 −  𝜍ℚ 3
(𝑥 ) 

45

  𝜍ℚ 2
(𝑥 ) 

45

+  𝜍ℚ 3
(𝑥 ) 

45
 

1
45

 , 𝑚𝑖𝑛 𝛿ℚ 1
(𝑥 )𝛿ℚ 3

(𝑥 ), 𝛿ℚ 2
(𝑥 )𝛿ℚ 3

(𝑥 )   

=   1 −  𝜍ℚ 3
(𝑥 ) 

45

 𝑚𝑎𝑥 𝜍ℚ 1
(𝑥 )45

, 𝜍ℚ 2
(𝑥 )45

 +  𝜍ℚ 3
(𝑥 ) 

45

 

1

45

, 𝑚𝑖𝑛 𝛿ℚ 1
(𝑥 )𝛿ℚ 3

(𝑥 ), 𝛿ℚ 2
(𝑥 )𝛿ℚ 3

(𝑥 )   = L.H.S. 

 ∴,  ℚ 1 ∪ ℚ 2 ⊞ ℚ 3 =   ℚ 1 ⊞ ℚ 3 ∪   ℚ 2 ⊞ ℚ 3 . 

Hence, (ii) proved. 

L.H.S =  ℚ 1 ∩ ℚ 2 ⊠ ℚ 3  

=  𝑚𝑖𝑛 𝜍ℚ 1
(𝑥 ), 𝜍ℚ 2

(𝑥 ) , 𝑚𝑎𝑥 𝛿ℚ 1
(𝑥 ), 𝛿ℚ 2

(𝑥 )  ⊞  𝜍ℚ 3
(𝑥 ), 𝛿ℚ 3

(𝑥 )  

= 𝑚𝑖𝑛 𝜍ℚ 1
(𝑥 ), 𝜍ℚ 2

(𝑥 ) 𝜍ℚ 3
,  𝑚𝑎𝑥  𝛿ℚ 1

(𝑥 )
5

4 , 𝛿ℚ 2
(𝑥 )

5

4 +  𝛿ℚ 3
(𝑥 ) 

5

4 − 𝑚𝑎𝑥  𝛿ℚ 1
(𝑥 )

5

4 , 𝛿ℚ 2
(𝑥 )

5

4  𝛿ℚ 3
(𝑥 ) 

5

4 

4

5

  

= 𝑚𝑖𝑛 𝜍ℚ 1
(𝑥 )𝜍ℚ 3

(𝑥 ), 𝜍ℚ 2
(𝑥 )𝜍ℚ 3

(𝑥 )  ,   1 −  𝛿ℚ 3
(𝑥 ) 

5

4 𝑚𝑎𝑥  𝛿ℚ 1
(𝑥 )

5

4 , 𝛿ℚ 2
(𝑥 )

5

4 +  𝛿ℚ 3
(𝑥 ) 

5

4 

4

5

  

R.H.S =  ℚ 1 ⊠ ℚ 3 ∩   ℚ 2 ⊠ ℚ 3  

=  𝜍ℚ 1
(𝑥 )𝜍ℚ 3

(𝑥 ),   𝛿ℚ 1
(𝑥 ) 

5

4 +  𝛿ℚ 3
(𝑥 ) 

5

4 −  𝛿ℚ 1
(𝑥 ) 

5

4 𝛿ℚ 3
(𝑥 ) 

5

4 

4

5

  ∩ 

  𝜍ℚ 2
(𝑥 )𝜍ℚ 3

(𝑥 ),   𝛿ℚ 2
(𝑥 ) 

5
4 +  𝛿ℚ 3

(𝑥 ) 
5
4 −  𝛿ℚ 2

(𝑥 ) 
5
4 𝛿ℚ 3

(𝑥 ) 
5
4 

4
5

  

=  𝑚𝑖𝑛 𝜍ℚ 1
(𝑥 )𝜍ℚ 3

(𝑥 ), 𝜍ℚ 2
(𝑥 )𝜍ℚ 3

(𝑥 ) , 𝑚𝑎𝑥    𝛿ℚ 1
(𝑥 ) 

5
4 +  𝛿ℚ 3

(𝑥 ) 
5
4 −  𝛿ℚ 1

(𝑥 ) 
5
4 𝛿ℚ 3

(𝑥 ) 
5
4 

4
5

,   𝛿ℚ 2
(𝑥 ) 

5
4 +  𝛿ℚ 3

(𝑥 ) 
5
4

−  𝛿ℚ 2
(𝑥 ) 

5
4 𝛿ℚ 3

(𝑥 ) 
5
4 

4
5
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=   𝑚𝑖𝑛 𝜍ℚ 1
(𝑥 )𝜍ℚ 3

(𝑥 ), 𝜍ℚ 2
(𝑥 )𝜍ℚ 3

(𝑥 ) , 𝑚𝑎𝑥

 
 

 
  1 −  𝛿ℚ 3

(𝑥 ) 
5

4  𝛿ℚ 1
(𝑥 ) 

5

4

+  𝛿ℚ 3
(𝑥 ) 

5

4 

4

5

,   1 −  𝛿ℚ 3
(𝑥 ) 

5

4  𝛿ℚ 2
(𝑥 ) 

5

4

+

 𝛿ℚ 3
(𝑥 ) 

5

4 

4

5

   

=  𝑚𝑖𝑛 𝜍ℚ 1
(𝑥 )𝜍ℚ 3

(𝑥 ), 𝜍ℚ 2
(𝑥 )𝜍ℚ 3

(𝑥 ) ,   1 −  𝛿ℚ 3
(𝑥 ) 

5

4 𝑚𝑎𝑥  𝛿ℚ 1
(𝑥 )

5

4 , 𝛿ℚ 2
(𝑥 )

5

4 +  𝛿ℚ 3
(𝑥 ) 

5

4 

4

5

  = L.H.S. 

Hence, ℚ 1 ∩ ℚ 2 ⊠ ℚ 3 =   ℚ 1 ⊠ ℚ 3 ∩  ℚ 2 ⊠ ℚ 3 . 

 

L.H.S =  ℚ 1 ∪ ℚ 2 ⊠ ℚ 3  

=  𝑚𝑎𝑥 𝜍ℚ 1
(𝑥 ), 𝜍ℚ 2

(𝑥 ) , 𝑚𝑖𝑛 𝛿ℚ 1
(𝑥 ), 𝛿ℚ 2

(𝑥 )  ⊞  𝜍ℚ 3
(𝑥 ), 𝛿ℚ 3

(𝑥 )  

= 𝑚𝑎𝑥 𝜍ℚ 1
(𝑥 ), 𝜍ℚ 2

(𝑥 ) 𝜍ℚ 3
(𝑥 ),  𝑚𝑖𝑛  𝛿ℚ 1

(𝑥 )
5

4 , 𝛿ℚ 2
(𝑥 )

5

4 +  𝛿ℚ 3
(𝑥 ) 

5

4 − 𝑚𝑖𝑛  𝛿ℚ 1
(𝑥 )

5

4 , 𝛿ℚ 2
(𝑥 )

5

4  𝛿ℚ 3
(𝑥 ) 

5

4 

4

5

  

= 𝑚𝑎𝑥 𝜍ℚ 1
(𝑥 )𝜍ℚ 3

(𝑥 ), 𝜍ℚ 2
(𝑥 )𝜍ℚ 3

(𝑥 )  ,   1 −  𝛿ℚ 3
(𝑥 ) 

5

4 𝑚𝑖𝑛  𝛿ℚ 1
(𝑥 )

5

4 , 𝛿ℚ 2
(𝑥 )

5

4 +  𝛿ℚ 3
(𝑥 ) 

5

4 

4

5

  

R.H.S =  ℚ 1 ⊠ ℚ 3 ∪   ℚ 2 ⊠ ℚ 3  

=  𝜍ℚ 1
(𝑥 )𝜍ℚ 3

(𝑥 ),   𝛿ℚ 1
(𝑥 ) 

5

4 +  𝛿ℚ 3
(𝑥 ) 

5

4 −  𝛿ℚ 1
(𝑥 ) 

5

4 𝛿ℚ 3
(𝑥 ) 

5

4 

4

5

 ∩   𝜍ℚ 2
(𝑥 )𝜍ℚ 3

(𝑥 ),   𝛿ℚ 2
(𝑥 ) 

5

4 +  𝛿ℚ 3
(𝑥 ) 

5

4 −

𝛿ℚ2(𝑥)54𝛿ℚ3(𝑥)5445 

 

=  𝑚𝑎𝑥 𝜍ℚ 1
(𝑥 )𝜍ℚ 3

(𝑥 ), 𝜍ℚ 2
(𝑥 )𝜍ℚ 3

(𝑥 ) , 𝑚𝑖𝑛    𝛿ℚ 1
(𝑥 ) 

5
4 +  𝛿ℚ 3

(𝑥 ) 
5
4 −  𝛿ℚ 1

(𝑥 ) 
5
4 𝛿ℚ 3

(𝑥 ) 
5
4 

4
5

,   𝛿ℚ 2
(𝑥 ) 

5
4 +  𝛿ℚ 3

(𝑥 ) 
5
4

−  𝛿ℚ 2
(𝑥 ) 

5
4 𝛿ℚ 3

(𝑥 ) 
5
4 

4
5

   

=   𝑚𝑎𝑥 𝜍ℚ 1
(𝑥 )𝜍ℚ 3

(𝑥 ), 𝜍ℚ 2
(𝑥 )𝜍ℚ 3

(𝑥 ) , 𝑚𝑖𝑛

 
 
 

 
 

  1 −  𝛿ℚ 3
(𝑥 ) 

5
4  𝛿ℚ 1

(𝑥 ) 

5
4

+  𝛿ℚ 3
(𝑥 ) 

5
4 

4
5

,   1 −  𝛿ℚ 3
(𝑥 ) 

5
4  𝛿ℚ 2

(𝑥 ) 

5
4

+  𝛿ℚ 3
(𝑥 ) 

5
4 

4
5

   

=  𝑚𝑎𝑥 𝜍ℚ 1
(𝑥 )𝜍ℚ 3

(𝑥 ), 𝜍ℚ 2
(𝑥 )𝜍ℚ 3

(𝑥 ) ,   1 −  𝛿ℚ 3
(𝑥 ) 

5

4 𝑚𝑖𝑛  𝛿ℚ 1
(𝑥 )

5

4 , 𝛿ℚ 2
(𝑥 )

5

4 +  𝛿ℚ 3
(𝑥 ) 

5

4 

4

5

  = L.H.S. 

Hence,  ℚ 1 ∪ ℚ 2 ⊠ ℚ 3 =   ℚ 1 ⊠ ℚ 3 ∪   ℚ 2 ⊠ ℚ 3 . 
 

CONCLUSION 
In this paper, we defined the algebraic operations addition, multiplication, scalar multiplication, and exponentiation 

on Quin-Terranean Fuzzy numbers. We have investigated certain Quin-Terranean Fuzzy number properties based 

on these operations. We have proven that the model operators satisfy the distributive and commutative properties. 

We note that the distributive property is also satisfied by these model operators as well as in combination with the 

basic operations of union and intersection on Quin-Terranean Fuzzy numbers. In future, Quin-Terranean Fuzzy 

Numbers may be used for other operations and their properties may be researched. Additionally, these algebraic 

operations on Quin-Terranean Fuzzy Numbers have applications in a various fields including decision-making, 

agriculture, and healthcare, etc. 
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The connectedness energy  𝐶𝐿 𝐺   of laplacian matrix 𝐻 is defined to improve the bounds on 

connectedness energy on 𝐺  in terms of vertex membership, edge membership and the connectedness 

strength between 𝑣𝑖  and 𝑣𝑗  . Also, κ and κ ′ on 𝐺  are compared to connectivity spectral bounds enhancing 

the application in communication networks. 

 

Keywords: Laplacian eigenvalue, Second largest eigenvalue, Algebraic connectivity, Spectral radii, fuzzy 

connectivity of vertex and edge (κ, κ ′), connectivity bounds. 

 

INTRODUCTION 

 
Theory of spectral graphs holds significance among various aspects of algebraic graph theory as it aids in deriving 

the characteristics that define a graph’s structure based on its graph spectrum. The concept of the Spectrum of a 

graph was originally introduced by Collatz and Sinogowitz in 1957. Fiedler’s work demonstrated that 0 serves as the 

unique eigenvalue of the Laplacian matrix 𝐿(𝐺) if and only if graph 𝐺 is connected. This discovery led to the 

introduction of the term ‚algebraic connectivity‛, denoting the eigenvalue  𝜇𝑛−1 of the Laplacian matrix. Lecture on 

spectral graph theory by Jiaqi Jiang focussed on the connection between the eigen values of the laplacian matrix and 

graph connectivity. To determine the connectivity of a graph becomes the most difficult task when dealing with 

applications. The property of eigen vectors of non-negative symmetric matrices by Fiedler (1975) provoked the 

researchers in analysing the spectral properties and robustness in complex networks. In 2010, S.M.Cioaba gave 

improvements on the eigenvalues of regular graphs and described their edge-connectivity. The Connectivity 

determining the spectral bounds of regular graphs with given order is explained briefly in [1].  λ2 and 𝜇𝑛−1 measures 
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the connectivity as defined by Fiedler in [1]. Later in 2019, results involving 𝜇𝑛−1 and  λ2 are characterized in [2] 

defining the vertex connectivity. 

 

Graphs encounter limitations in accurately representing problems involving uncertain measures. The introduction of 

fuzzy set theory, following Zadeh’s pioneering work in 1965, emerged as a means to address uncertainty through the 

concept of fuzzy subsets. Building upon Zadeh’s fuzzy relations applied to fuzzy graphs, Kaufmann and Rosenfeld 

developed concepts related to bridges, paths, cycles, trees, and connectedness in their work [3]. The groundwork laid 

by Yeh and Bang in terms of connectivity parameters paved the way for Mathew and Sunitha [4] to categorize edges 

within various fuzzy graphs. This classification involved identifying α-strong, β-strong and δ-weak edges based on 

the degree of connectedness, thereby establishing notions of fuzzy connectivity of vertex and edge [5].  In this paper, 

the connectedness energy 𝐶𝐿 𝐺   of Laplacian matrix H to improve the bounds on connectedness energy on 𝐺  is 

defined to apply the parameters in network in a ‘strong’ sense. Also, κ and κ ′ on fuzzy graphs 𝐺  are compared to 

connectivity spectral bounds enhancing the application in communication networks as the connectivity bounds are 

more stronger. 

 

Preliminaries 

Definition 2.1 

A graph G = (σ, μ) is categorized as a fuzzy graph with n vertices and m edges, where 𝐺   : σ(u, v) ≤ σ(u) ∧ σ(v) for all 

u, v ∈ J. The adjacency matrix (𝐴 ) of any undirected fuzzy graph 𝐺   possesses n real eigenvalues, denoted as λ 𝑖  : 

λ 1 ≥ λ 2 ≥,.., ≥ λ 
𝑛  of 𝐴 . These eigenvalues, along with their multiplicities, form the fuzzy spectrum of 𝐺 . The 

laplacian matrix L(G) = D(G)- A(G) has eigen values that are represented by 0 = 𝜇 1 ≥ 𝜇 2 ≥ ⋯ ≥ 𝜇 𝑛 . A square matrix 

of size p × p for 𝐺  constitutes the degree matrix D(𝐺 ) = [dij ], where 𝑑𝑖𝑗 = 𝑑𝐺 (𝑣𝑖) when 𝑖 =  𝑗, and is zero otherwise. 

 

Definition 2.2 

A discontinuity in the fuzzy graph refers to the vertex 𝐷 subtracting them results in an unruncated graph or a one-

line graph. The vertex connectivity of a fuzzy graph 𝐺, denoted as 𝜅(𝐺), is the minimum weight of the disconnection 

within 𝐺. The edge connectivity of G, denoted as 𝜅 ′(𝐺), is defined as the minimum weight among cut-sets in 𝐺. The 

strong degree of a node 𝑣 ∈  𝜍∗ is the sum of membership values of all strong arcs incident to v, denoted as ds(v). 

The minimum and maximum strong degree is denoted as δs(G) and ∆s(G) respectively. 

 

Definition 2.3 

The matrix C representing the connectedness strength of is characterized by C = [cij ] where, 

𝑐𝑖𝑗 =  
𝜇∞ 𝜇𝑖𝑗                     𝑤𝑒𝑛𝑒𝑣𝑒𝑟 𝑖 ≠ 𝑗

0                                          𝑤𝑒𝑛 𝑖 = 𝑗
  

The eigenvalues of C are represented as 𝜁 1,𝜁 2, … . , 𝜁 𝑛 , and the connectedness energy of a fuzzy graph is the total sum 

of the eigenvalues of C represented as 𝐶𝐸 𝐺  . 

 

Properties on Energy Level Connectedness in FG’s 

Definition 3.1. The spectral radius 𝜌  𝐴  of a graph 𝐺   is characterized as the maximum absolute value present within 

the graph spectrum ie.., eigenvalues of respective adjacency fuzzy matrix (λ 1, λ 2,.., λ 𝑛). 

𝜌  𝐴 = max
1≤𝑖≤𝑛

|λ 𝑖| 

 Theorem 3.2. Consider 𝐺  as a fuzzy graph with µ edges and a spectral radius of 𝜌 .Then, 

 i) 𝜌  𝜌 + 1 ≤ 2  𝜇𝑖𝑖∈[1,𝑛]   

ii) If 𝐺   is connected, then 𝜌 ≤  2  𝜇𝑖 −  𝜍𝑖 + 1,𝑖𝑖  with equality only for 𝐾𝑛  and 𝐾1,𝑛−1 . 

Proof: Since the spectral radius of 𝐺   is the largest eigenvalue of any connected component and 𝜌 ≤ kmax ≤ n − 1. This 

indicates that 𝜌  𝜌 + 1  is bounded by 2 times the sum of terms 1 through n, each denoted by µi which follows from 

𝜌 ≤  2  𝜇𝑖 −  𝜍𝑖 + 1.𝑖𝑖  Let Av = 𝜌 v such that vvT = 1 where v is normalized. Then for each vertex vi , we have 

 𝑣𝑗 = 𝜌 𝑣𝑖𝑗 ~𝑖 . Using Cauchy-Schwartz inequality, 𝜌 2𝑣𝑖
2 ≤ 𝑑𝑖  𝑣𝑗

2
𝑗 ~𝑖 where di represents the degree of each vertex vi. 
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Summing over i results in 𝜌 2 ≤  𝑑𝑖 1 − 𝑣𝑖
2 −  𝑣𝑘

2
𝑘≁𝑖  ≤ 2𝜇𝑖 −  𝑑𝑖𝑣𝑖

2 −   𝜍𝑖 − 1 − 𝑑𝑖 𝑣𝑘
2 = 2𝜇 −  𝜍𝑖 − 1 𝑘𝑖𝑖  for all i. 

Since di ≥ 0, equality holds for 𝐾𝑛  and 𝐾1,𝑛−1 . 
 

Definition 3.3. The measure of connectedness strength on H within the context of 𝐺  is established as H = [hij], 

wherein 

𝑖𝑗 =  

𝑑𝑖
∗                               𝑖𝑓 𝑖 = 𝑗

−𝜇∞ 𝜇𝑖𝑗                    𝑖𝑓 𝑖 ≠ 𝑗

0                           𝑜𝑡𝑒𝑟𝑤𝑖𝑠𝑒

  

The eigen values of H are denoted by 𝜑 1 , 𝜑 2, … , 𝜑 𝑛  and the connectedness energy of 𝐺   corresponds to the summation 

of distances between Laplacian eigen values within the matrix of connectedness strength H, along with their average 

degree 𝑑𝑖
∗(𝐺 ). 

𝐶𝐿 𝐺  =  𝜑 𝑖 −
2  𝜇𝑖𝑗𝑖 ,𝑗∈[1,𝑛]

𝑛
  

such that 𝜑 1 ≥ 𝜑 2 ≥ ⋯ ≥ 𝜑 𝑛  are the laplacian eigenvalues of H. 

 

Theorem 3.4. If 𝐺  represents a fuzzy graph with |σ| = n and μ = m∗. Then the connectedness energy CL 𝐺   remains 

consistently greater than or equal to E 𝐺  . 

Proof: Consider E 𝐺   and CL 𝐺   as representations of the total sum of eigenvalues within the Laplacian matrix L of 

𝐺  and the matrix H denoting the connectedness strength of 𝐺 , respectively. The elements of L includes di when vi and 

vj are equal. The negation of µ(vi , vj ) exists when the vertices are adjacent and expressed as 0 when vertices are not 

adjacent. The diagonal entries fill the membership degrees of each vertex (vi , vj ) and µ∞(vi , vj ) elsewhere. Therefore, 

the sum of eigen values of H is greater than L. This implies 𝐶𝐿 𝐺   ≥  𝐸 𝐺  . This equality holds only for complete 

fuzzy graphs with H and L are equal. 

Example 3.5. Consider Fig.3.1 representing a simple undirected fuzzy graph 𝐺  as depicted. 

The matrix L corresponding to 𝐺  is defined as follows, 

𝐿 =

 
 
 
 
 

0.4 −0.2    0             0    −0.2
−0.2 0.8

0 −0.3
−0.3      0 −0.3
   0.8    −0.2 −0.3

0 0
−0.2 −0.3

−0.2      0.4 −0.2
−0.3     −0.2    1  

 
 
 
 

 

The eigenvalues of L is {0, 0.35, 0.63, 1.15, 1.27}. The energy of 𝐺 = 2.72. The strength matrix H of 𝐺  is given by, 

𝐻 =

 
 
 
 
 

0.4 −0.2 −0.2 −0.2 −0.2
−0.2 0.8
−0.2 −0.3

−0.3 −0.2 −0.3
0.8 −0.2 −0.3

−0.2 −0.2
−0.2 −0.3

−0.2 0.4 −0.2
−0.3 −0.2 1.0  

 
 
 
 

 

The connectedness laplacian eigenvalues of H is {−0.26, 0.6, 0.71, 1.1, 1.24}. The connectedness laplacian energy 

CL(𝐺 ) = 3.23. 

Lemma 3.6. For a fuzzy graph 𝐺   with |𝜍𝑖  |  =  𝑛 ∗ and 𝜇 𝑖  signifying the Laplacian eigenvalue has the connectedness 

laplacian energy of the form, 

2  𝜇𝑖𝑗
2 +

1

2
  𝑑𝐺  𝑢𝑖 −

2  𝜇 𝑖𝑗𝑖𝑗 ∈ 1,𝑛∗ 

𝑛∗𝑖∈[1,𝑛∗]  
2

≤ 𝐶𝐿 𝐺     and 

     𝐶𝐿 𝐺   ≤  2  𝜇𝑖𝑗
2 +   𝑑𝐺  𝑢𝑖 −

2  𝜇 𝑖𝑗𝑖𝑗 ∈[1,𝑛∗]

𝑛∗𝑖∈[1,𝑛∗]  
2

 . 𝑛∗. 

 

The bounds on the connectedness laplacian energy of 𝐺  in terms of edge membership, vertex membership and the 

strength of connectedness are described below.  

 

Theorem 3.7. Consider 𝐺  with |𝜍|  =  𝑛 and µ = m∗. Then,  

i) 𝐶𝐿(𝐺 )  ≤  2  𝜇𝑖𝑗  where 𝜇𝑖𝑗  ∈  𝐸  

ii) (𝑛 − 1)  𝜍(𝑣𝑟)𝑛
𝑟=1 ≥  𝐶𝐿(𝐺 ) where 𝑣𝑟  ∈  𝜍  

Proof: Proof of (i) is obvious. 
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𝐶𝐿(𝐺 ) ≤  𝜇𝑖𝑗 = 2  𝜇𝑖𝑗

𝑛(𝑛−1)
2 

𝑟=1  for all 𝑟 > 𝑚∗, 𝜇𝑖𝑗 = 0. 

From the definition of fuzzy graphs, 

𝐶𝐿(𝐺 ) ≤ 2  𝜇𝑖𝑗  where 𝑚∗ = 𝑛 𝑛 − 1 
2

 𝑟∈[1,𝑚 ∗]    

             =  𝜇𝑖  + 𝜇𝑗

𝑚 ∗

𝑟=1

 

             ≤   𝜍 𝑣𝑟1
 +  𝜍 𝑣𝑟2

   

           ≤  𝜍(𝑣𝑟)𝑟=[1,𝑛] . 

 

Theorem 3.8. Let 𝐺  denote a fuzzy graph with |σ| = n and μ = m∗. If 𝜇𝑖𝑗 = −𝜇∞(𝑣𝑖 , 𝑣𝑗 ), then the strength of 

connectedness is given by 

2𝜇𝑖𝑗

𝜍𝑖
+   𝜍𝑖 − 1  2𝑄 −  

2𝜇𝑖𝑗

𝜍𝑖
 

2

 ≤ 𝐶𝐿 𝐺  ≤
2𝜇𝑖𝑗

𝜍𝑖
+ 1 

Where, 𝑄 =  𝜇𝑖𝑗
2 +

1

2
  𝑑𝐺  𝑢𝑖 −

2  𝜇 𝑖𝑗𝑖𝑗 ∈ 1,𝑛∗ 

𝑛∗𝑖∈[1,𝑛∗]  
2

𝑖 ,𝑗 =[1,𝑛 ] . 

Proof: Let 𝜑 1, 𝜑 2 , … , 𝜑 𝑛  be the eigen values of H of 𝐺 = (σ, μ). Applying Cauchy Schwartz inequality to connectedness 

strength laplacian matrix 𝐻 and for every 𝑖 in the range from 1 𝑡𝑜 𝑛, 

 𝜑 𝑖 
2 ≥

1

𝑛
  𝜑 𝑖 

2

𝑛

𝑖=1

 

Suppose, 𝐺   contains 𝑘 components and 𝜑 1 ≥ 𝜑 2 ≥ ⋯ ≥ 𝜑 𝑛  , then 𝜑 𝑛−𝑖 = 0 for any 𝑖 = 0,1, . . , 𝑘 − 1 and 𝜑 𝑛−𝑘 > 0. 

 This implies that, 

𝐶𝐿 𝐺  ≥ 𝑘.
2𝜇 𝑖𝑗

𝜍𝑖
                                              − − − − − (1)                                                   

If 𝐺  possess atleast one edge, then (1) can be written as, 

𝜇1 ≥
2𝜇𝑖𝑗

𝜍𝑖
+ 1                                           − − − − −    (2) 

since, 𝛾 𝑛−𝑖 =
−2𝜇 𝑖𝑗

𝜍𝑖
. Therefore, for any,   𝛾 1 ≥ 1 implies, 𝐶𝐿 𝐺  ≥ 𝑘.

2𝜇 𝑖𝑗

𝜍𝑖
+ 1 . Setting 𝑘 = 1 results in an upper bound. 

𝐶𝐿 𝐺  ≥
2𝜇𝑖𝑗

𝜍𝑖
+ 1                                       − − − − −    (3) 

Let 𝑎 =
2𝜇 𝑖𝑗

𝜍𝑖
   and consider the function, 𝑓 𝑥 = 𝑎𝑥 +   𝜍 − 𝑥 (2𝑄 − 𝑎2𝑥); 0 ≤ 𝑥 ≤ 𝑛. The function 𝑓′ 𝑥 = 0 iff 

2𝑎  𝜍 − 𝑥 (2𝑄 − 𝑎2𝑥) ≤ 2𝑄 + 𝑎2𝑛 − 2𝑎2𝑥 

Where, 𝑄 =  𝜇𝑖𝑗
2 +

1

2
  𝑑𝐺  𝑢𝑖 −

2  𝜇 𝑖𝑗𝑖𝑗 ∈ 1,𝑛∗ 

𝑛∗𝑖∈[1,𝑛∗]  
2

𝑖 ,𝑗 =[1,𝑛 ]  

Since, the upper bound increases with decreasing 𝑘, and by setting 𝑘 = 1, 

𝐶𝐿 𝐺  ≤
2𝜇𝑖𝑗

𝜍𝑖
+   𝜍𝑖 − 1  2𝑄 −  

2𝜇𝑖𝑗

𝜍𝑖
 

2

      − − − −(4) 

From (3) and (4), we get, 

2𝜇𝑖𝑗

𝜍𝑖
+   𝜍𝑖 − 1  2𝑄 −  

2𝜇𝑖𝑗

𝜍𝑖
 

2

 ≤ 𝐶𝐿 𝐺  ≤
2𝜇𝑖𝑗

𝜍𝑖
+ 1 

This condition holds for any 𝐺 =  𝜍, 𝜇  graphs. 

Example 3.9. Consider the Fig.3.1 𝐺   having the laplacian energy E(𝐺 ) = 2.72 and connectedness energy CL(𝐺 ) = 3.23. 

Upper bound=4.66, Lower bound=2.21. This implies, CL(𝐺 ) ≥ E(𝐺 ) and 2.21 < 3.23 < 4.66. 

 

Theorem 3.10. If 𝐺  is a non-trivial,  non-complete fuzzy graph, then κ ≥ μ2.  

Proof: Consider 𝐺  with |σ| = n and μ = m, where V1 represents the vertex cut such that 𝑉2 = 𝑉 − 𝑉1 ≠ 𝜙 where 

𝑉 = 𝑉1 ∪ 𝑉2 is a decomposition of V. Any subgraph 𝐺  2 of 𝐺  generated on Vi yields, κ(𝐺 ) ≤ (κ(𝐺  1) + V2) ∧ (κ(𝐺  2) + V1). 

Since the subgraph 𝐺  2 of 𝐺  generated on V2 is not connected, it yields κ(𝐺 ) ≥ μ2(𝐺 ). 
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Remark: For every non-trivial fuzzy graph, 𝜅′ ≥ μ2 holds, as 𝜅′≥ 𝜅.Consider fig.3.1 to depict the result as follows, κ = 

0.4; κ ′ = 0.4; μ2 = 0.35 =⇒ κ ≥ μ2 and 𝜅′(𝐺 ) ≥ μ2(𝐺 ).  

Proposition 3.11. Consider 𝐺  as an n-vertex regular fuzzy graph characterized by the strong degree 𝑑 𝑠 𝑣 , where |σ| 

= n. Assuming, λ 2 𝐺  > 𝑑 𝑠 𝑣 − 1 −
𝑑 𝑠 𝑣 

 𝜍𝑖 −𝑑 𝑠 𝑣 
 , it can be concluded that  𝜅′ ≤ 𝑑 𝑠 𝑣 . 

 Proposition 3.12. Consider 𝐺  to be an n-vertex regular fuzzy graph characterized by the strong degree 𝑑 𝑠 𝑣 ,  where 

|σ| = n. Assuming, 𝜇 𝑛−1 𝐺  > 𝑑 𝑠 𝑣 − 1 −
𝑑 𝑠 𝑣 

 𝜍𝑖 −𝑑 𝑠 𝑣 
 , it can be concluded that  𝜅′ ≤ 𝑑 𝑠 𝑣 . 

Proposition 3.13. Consider 𝐺  as a regular fuzzy graph possessing a maximum strong degree of ∆𝑠 𝐺  . Then, 

i)  λ 2 ≥ ∆𝑠 − 2 whenever  μ 
𝑛−1

 ≥ ∆𝑠 − 2  

ii) κ ′  ≤ ∆𝑠  

Proposition 3.14. Consider 𝐺  as a regular fuzzy graph possessing a minimum strong degree of 𝛿𝑠 𝐺  .Then, 

 i)  λ 2 ≥ 𝛿𝑠  − 2 whenever  μ 
𝑛−1

 ≥ 𝛿𝑠  − 2  

ii) κ ′ ≥ 𝛿𝑠   

Example 3.15. Consider 𝐺  as shown in Fig.3.2 

From the given example 3.15, we say that the propositions (3.11-3.14) are satisfied.  

 

CONCLUSION 
 

Reformulating the concepts of fuzzy connectivity of vertices and edges in clustering techniques and connectedness 

energy of fuzzy graph paved the way for new connectivity parameters, Connectedness strength matrix H and 

Connectedness laplacian energy of fuzzy graphs 𝐶𝐿 𝐺   obtained from the laplacian eigenvalues of 𝐺 . This motivated 

to apply the parameters in network in a stronger sense. The newly defined parameter effectively applies in many 

areas including network analysis as the connectivity bounds are more  stronger. 
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In this paper, the new concept of interval valued picture fuzzy matrices, restricted interval valued picture fuzzy matrices, 

and special restricted interval valued picture fuzzy matrices are established. Two different types of 

  𝛼𝐿 , 𝛼𝑈 ,  𝛽𝐿 , 𝛽𝑈 , [𝛾𝐿 , 𝛾𝑈] -cut of a specific restricted interval valued square picture fuzzy matrix are presented, and their 

important properties are investigated. Also, the determinant and adjoint of the square picture fuzzy matrix are established. 

Here, an interval valued picture fuzzy matrix application to a decision-making problem is described. 

 

Keywords : Picture fuzzy matrix, Interval valued intuitionistic fuzzy matrix, Determinant of interval valued picture fuzzy 

matrix, Adjoint of square interval valued picture fuzzy matrix. 

  

 

INTRODUCTION 
In the past few years, it has been found that Fuzzy can be utilized to resolve a wide range of challenging issues including 

uncertainties that come up in the areas of engineering, social science, economics, and other sciences. Every area of life is 

filled with uncertainty in the real world. This type of issue plays itself well to Zadeh's classical fuzzy set[10] notion. Higher 

order fuzzy sets have been proposed for various uses in a wide range of disciplines ever since the fuzzy set theory was first 

proposed. The Atanassov[1] intuitionistic fuzzy set[2] has been shown to be particularly advantageous and flexible among 

higher fuzzy sets. The intuitionistic fuzzy set was expanded by Attanassov and Gargov[2] to the interval valued 

intuitionistic fuzzy set, which is distinguished by a membership function with interval values. By Coung[3], the picture 

fuzzy set was generalized. Used as one of the components of an picture fuzzy set are membership, neutral, and non-

membership functions. Hashimoto created the concept of fuzzy matrices. Later, Ragab and Emam investigated the max-min 

composition of fuzzy matrices as well as the determinant of a square fuzzy matrix. Generalised fuzzy matrices were first 
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proposed by Kim and Roush. Pal [7]proposed the concept of fuzzy matrices with fuzzy columns and rows. Pal studied 

fuzzy matrices with interval values and such rows and columns.Triangular fuzzy matrix norm research was conducted by 

Pradhan and Pal.As a generalization of intuitionistic fuzzy set, picture fuzzy set was invented by Cuong and Kreinovich. 

Wei looked at multi-attribute decision-making issues in a picture fuzzy environment. In this paper, the new concept special 

restricted interval valued picture fuzzy matrices, we also introduce the new idea of determinant and adjoint of square 

interval valued picture fuzzy matrix. we also have been studied their application in Decision making with numerical 

example. 

 

Preliminaries 

Definition 1(1986, Atanassov) An IFS Cover the set of universe X is defind as  

C ={ 𝑥, 𝜁𝐶 𝑥 , 𝜃𝐶 𝑥  : 𝑥 ∈ 𝑋} where 𝜁𝐶 𝑥 ∈[0,1] is the measure of membership and𝜃𝐶 𝑥 ∈[0,1] is the measure of non-

membership of 𝑥 in C with 0≤ 𝜆𝐶 𝑥 +≤ 1 for all𝑥 in C. 

 

Definition 2. (Khan et al.2002) An IFM C of order 𝑎 × 𝑏 is defined as C=  𝐶𝑖𝑗𝜁
, 𝐶𝑖𝑗𝜃

  , where 𝐶𝑖𝑗𝜆
∈[0,1]              is the 

measure of membership of 𝐶𝑖𝑗  (ij th element of C) and 𝐶𝑖𝑗 𝜁
∈ [0,1] is the measure of non-membership𝐶𝑖𝑗  with the 

condition0≤  𝑪𝒊𝒋𝜻 +  𝑪𝒊𝒋𝜽 ≤ 1 for i=1,2,<<<.,a and j=1,2,<<<.,b. 

An IFM C is said to SIFM if the number of rows is equal to the number of columns. 

 

Definition 3.(Cuong and Kreinovich 2013) A PFS Cover the set of universe X is defined as 

C={ 𝑥, 𝜁𝐶 𝑥 , 𝜂𝐶 𝑥 , 𝜃𝐶 𝑥  : 𝑥 ∈ 𝑋} where 𝜁𝐶 𝑥 ∈[0,1],𝜂𝐶 𝑥 ∈[0,1],  is the measure of membership, neutral 

membership and𝜃𝐶 𝑥 ∈[0,1] is the measure of non-membership of 𝑥 ∈ 𝑋 with the condition 0≤ 𝜁𝐶 𝑥 + 𝜂𝐶 𝑥 +

𝜃𝐶 𝑥 ≤ 1 for all  𝑥 ∈ 𝑋. 

 

Definition 4.  

A IVPFM of size 𝒂 × 𝒃 is defined as    𝑪𝒊𝒋𝜻𝑳
, 𝑪𝒊𝒋𝜻𝑼

 ,  𝑪𝒊𝒋𝜼𝑳
, 𝑪𝒊𝒋𝜼𝑳

 ,  𝑪𝒊𝒋𝜽𝑳
, 𝑪𝒊𝒋𝜽𝑼

   𝒘𝒉𝒆𝒓𝒆 𝑪𝒊𝒋𝜻𝑳
, 𝑪𝒊𝒋𝜻𝑼

∈ [𝟎, 𝟏] are  the lower 

and upper 

 

limit of membership degree,𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

∈  0,1  𝑎𝑟𝑒 𝑡𝑒lower and upper limit of neutral membership degree, and 

𝐶𝑖𝑗𝜃 𝐿
, 𝐶𝑖𝑗𝜃𝑈

∈ [0,1]  are the lower and upper limit of non-membership 𝑑𝑒𝑔𝑟𝑒𝑒 𝑜𝑓  𝑡𝑒 𝑒𝑙𝑒𝑚𝑒𝑛𝑡of  𝐶𝑖𝑗   for i=1,2,<<,a 

and j=1,2,<<.,b satisfying 

0≤ 𝐶𝑖𝑗𝜁 𝑈
+ 𝐶𝑖𝑗𝜂 𝑢

+ 𝐶𝑖𝑗𝜁 𝑈
≤ 1. 

Definition 5 

A special restricted SIVPFM is referred to as an identity special restricted IVPFM if it has nondiagonal values 

  𝜙1𝐿,𝜙1𝑈 ,  𝜙2𝐿,𝜙2𝑈 , 0 , as well as diagonal entries of  0,  𝜙2𝐿,𝜙2𝑈 ,  𝜙3𝐿,𝜙3𝑈   

 

Definition 6 

If a special restricted SIVPFM has all entries 0,  𝜙2𝐿,𝜙2𝑈 ,  𝜙3𝐿,𝜙3𝑈  , Then it is called null special restricted IVPFM. 

It is clear that when 𝜙2 = 0, 𝜙1 = 1, 𝜙3=1 Then 0 ≤   𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

  ≤ 1,    𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

   = 1,0 ≤   𝐶𝑖𝑗𝜃 𝐿
, 𝐶𝑖𝑗𝜃𝑈

  ≤ 1 with 

0 ≤    𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜃 𝐿
, 𝐶𝑖𝑗𝜃𝑈

   ≤ 1. Now,by replacing the measure  membership by the measure of 

neutral membership and the measure of non-membership IVPFM is obtained. Thus, null IVIFM is obtained with all 

entries  0, 𝜙3 =  0,1  and identity IVIFM is obtained with diagonal entries  𝜙1 , 0 =  0,1  and non -diagonal entries 

 0, 𝜙3 =  0,1  so identity IVIFM and null IFM, respectively. 
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Different types of   𝜶𝑳, 𝜶𝑼 ,  𝜷𝑳, 𝜷𝑼 , [𝜸𝑳, 𝜸𝑼] -cut of SIVPFM 

In this section, we define different types of    𝛼𝐿 , 𝛼𝑈 ,  𝛽𝐿 , 𝛽𝑈 , [𝛾𝐿 , 𝛾𝑈] − cut of special restricted SIVPFM and study 

some properties related to these. 

 

Definition 1.  

Let C=   𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜃 𝐿
, 𝐶𝑖𝑗𝜃𝑈

   be a special restricted SIVPFM for three real numbers [𝜙1𝐿,𝜙1𝑈] ⊆

 0,1 ,[𝜙2𝐿,𝜙2𝐿] ⊆  0,1 and [𝜙3𝐿,𝜙3𝑈] ⊆  0,1  with 𝜙1𝑈 + 𝜙2𝑈 = 1 and 𝜙2𝑈 + 𝜙3𝑈 = 1. Then type-I  

  𝜶𝑳, 𝜶𝑼 ,  𝜷𝑳, 𝜷𝑼 , [𝜸𝑳, 𝜸𝑼] −cut of C is the special restricted SIVPFM 

𝐶  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] =   𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈

 ,  𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝐿

 ,  𝑒𝑖𝑗𝜃 𝐿
, 𝑒𝑖𝑗𝜃𝑈

    given by   𝑒𝑖𝑗𝜆 𝐿
, 𝑒𝑖𝑗𝜆 𝑈

 ,  𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝐿

 ,  𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈

   = 

 
  𝜙1𝐿 , 𝜙1𝑈 , [𝜙2𝐿 , 𝜙2𝑈],0 ,              𝑤𝑒𝑛     𝑐𝑖𝑗𝜁 𝐿

, 𝑐𝑖𝑗𝜁 𝑈
 ,  𝑐𝑖𝑗𝜂 𝐿

, 𝑐𝑖𝑗𝜂 𝐿
 ,  𝑐𝑖𝑗𝜃 𝐿

, 𝑐𝑖𝑗𝜃𝑈
    ≥   𝜶𝑳, 𝜶𝑼 ,  𝜷𝑳, 𝜷𝑼 , [𝜸𝑳, 𝜸𝑼] 

 0, [𝜙2𝐿 , 𝜙2𝑈], [𝜙3𝐿 , 𝜙3𝑈] ,                                                                                                  𝑜𝑡𝑒𝑟𝑤𝑖𝑠𝑒

  

𝒘𝒉𝒆𝒓𝒆  𝜶𝑳, 𝜶𝑼 ⊆  𝜙1𝐿,𝜙1𝑈 , 𝜷𝑳, 𝜷𝑼 = [𝜙2𝐿,𝜙2𝑈]and  [𝜸𝑳, 𝜸𝑼] ⊆  𝜙3𝐿,𝜙3𝑈  with  

0≤ 𝜶𝑼 + 𝜷𝑼 + 𝜸𝑼 ≤ 𝟏. 

 

Definition 2.  

Let C=   𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜃 𝐿
, 𝐶𝑖𝑗𝜃𝑈

    be a special restricted SIVPFM for three real numbers  𝜙1𝐿 , 𝜙1𝑈 ⊆

 0,1 , 𝜙2𝐿 , 𝜙2𝑈 ⊆  0,1 and  𝜙3𝐿 , 𝜙3𝑈 ⊆  0,1  with 𝜙1𝑈 + 𝜙2𝑈 = 1 and 𝜙2𝑈 + 𝜙3𝑈 = 1. Then type-II 

  𝜶𝑳, 𝜶𝑼 ,  𝜷𝑳, 𝜷𝑼 , [𝜸𝑳, 𝜸𝑼] cut of C is the special restricted SIVPFM 

𝐶  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] =   𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈

 ,  𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝐿

 ,  𝑒𝑖𝑗𝜃 𝐿
, 𝑒𝑖𝑗𝜃𝑈

    given by   𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈

 ,  𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝐿

 ,  𝑒𝑖𝑗𝜃 𝐿
, 𝑒𝑖𝑗𝜃𝑈

    

 

   𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜃 𝐿
, 𝐶𝑖𝑗𝜃𝑈

   ,    𝑤𝑒𝑛   𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜃 𝐿
, 𝐶𝑖𝑗𝜃𝑈

   ≥

  𝜶𝑳, 𝜶𝑼 ,  𝜷𝑳, 𝜷𝑼 , [𝜸𝑳, 𝜸𝑼] 

  𝜶𝑳, 𝜶𝑼 ,  𝜷𝑳, 𝜷𝑼 , [𝜸𝑳, 𝜸𝑼]                                                                                                       𝑜𝑡𝑒𝑟𝑤𝑖𝑠𝑒

  

𝒘𝒉𝒆𝒓𝒆 𝜶𝑳, 𝜶𝑼 ⊆  𝜙1𝐿,𝜙1𝑈 , 𝜷𝑳, 𝜷𝑼 = [𝜙2𝐿,𝜙2𝑈]and  [𝜸𝑳, 𝜸𝑼] ⊆  𝜙3𝐿,𝜙3𝑈  with  

0≤ 𝜶𝑼 + 𝜷𝑼 + 𝜸𝑼 ≤ 𝟏. 

Proposition 1. 

Let C and D be two specials restricted SIVPFMs Then C≥ 𝐷 ⇒ 𝐶  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] ≥ 𝐷  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼]  

Proof 

Let C=   𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜃 𝐿
, 𝐶𝑖𝑗𝜃𝑈

    and D=   𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

 ,  𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

 ,  𝑑𝑖𝑗𝜃 𝐿
, 𝑑𝑖𝑗𝜃𝑈

   be two special 

restricted SIVPFM of order 𝑎 for three real numbers [𝜙1𝐿 , 𝜙1𝑈] ⊆ [0,1],[𝜙2𝐿 , 𝜙2𝑈] ⊆  0,1 𝑎𝑛𝑑[𝜙3𝐿 , 𝜙3𝑈] ⊆ [0,1]with 

𝜙1𝑈 + 𝜙2𝑈 = 1 𝑎𝑛𝑑 𝜙2𝑈 + 𝜙3𝑈 = 1.Then 

   𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

 ,  𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

 ⊆  𝜙1𝐿 , 𝜙1𝑈  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 =  𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

 = [𝜙2𝐿 , 𝜙2𝑈], ( 𝐶𝑖𝑗𝜃 𝐿
, 𝐶𝑖𝑗𝜃𝑈

 ,  𝑑𝑖𝑗𝜃 𝐿
, 𝑑𝑖𝑗𝜃𝑈

   ⊆

 𝜙3𝐿 , 𝜙3𝑈 for i,j=1,2,3,<<<a. 

C≥ 𝐷 ⇒   𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

  ⊇   𝑑𝑖𝑗𝜃 𝐿
, 𝑑𝑖𝑗𝜃𝑈

  ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

  ⊆   𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

   and   𝐶𝑖𝑗𝜃 𝐿
, 𝐶𝑖𝑗𝜃𝑈

  ⊆   𝑑𝑖𝑗𝜃 𝐿
, 𝑑𝑖𝑗𝜃𝑈

   

 Let𝐶  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] =    𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈

 ,  𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝐿

 ,  𝑒𝑖𝑗𝜃 𝐿
, 𝑒𝑖𝑗𝜃𝑈

    

𝐷  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] =    𝑓𝑖𝑗𝜆 𝐿
, 𝑓𝑖𝑗𝜆 𝑈

 ,  𝑓𝑖𝑗𝜂 𝐿
, 𝑓𝑖𝑗𝜂 𝐿

 ,  𝑓𝑖𝑗𝜁 𝐿
, 𝑓𝑖𝑗𝜁 𝑈

    

Where    𝑒𝑖𝑗𝜆 𝐿
, 𝑒𝑖𝑗𝜆 𝑈

 ,  𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝐿

 ,  𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈

   = 

 

 

  𝜙1𝐿 , 𝜙1𝑈 ,  𝜙2𝐿 , 𝜙2𝑈 , 0 ,                      𝑤𝑒𝑛   𝑐𝑖𝑗𝜆 𝐿
, 𝑐𝑖𝑗𝜆 𝑈

 ,  𝑐𝑖𝑗𝜂 𝐿
, 𝑐𝑖𝑗𝜂 𝐿

 ,  𝑐𝑖𝑗𝜁 𝐿
, 𝑐𝑖𝑗𝜁 𝑈

   ≥

  𝜶𝑳, 𝜶𝑼 ,  𝜷𝑳, 𝜷𝑼 , [𝜸𝑳, 𝜸𝑼] 

 0,  𝜙2𝐿 , 𝜙2𝑈 ,  𝜙3𝐿 , 𝜙3𝑈  ,                                                                                                       𝑜𝑡𝑒𝑟𝑤𝑖𝑠𝑒
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   𝑓𝑖𝑗𝜆 𝐿
, 𝑓𝑖𝑗𝜆 𝑈

 ,  𝑓𝑖𝑗𝜂 𝐿
, 𝑓𝑖𝑗𝜂 𝐿

 ,  𝑓𝑖𝑗𝜁 𝐿
, 𝑓𝑖𝑗𝜁 𝑈

   = 

And  

  𝜙1𝐿 , 𝜙1𝑈 ,  𝜙2𝐿 , 𝜙2𝑈 , 0 ,                      𝑤𝑒𝑛   𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

 ,  𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

 ,  𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

   ≥

  𝜶𝑳, 𝜶𝑼 ,  𝜷𝑳, 𝜷𝑼 , [𝜸𝑳, 𝜸𝑼] 

 0,  𝜙2𝐿 , 𝜙2𝑈 ,  𝜙3𝐿 , 𝜙3𝑈  ,                                                                                                       𝑜𝑡𝑒𝑟𝑤𝑖𝑠𝑒

  

Case 1: 

    𝑐𝑖𝑗𝜆 𝐿
, 𝑐𝑖𝑗𝜆 𝑈

 ,  𝑐𝑖𝑗𝜂 𝐿
, 𝑐𝑖𝑗𝜂 𝐿

 ,  𝑐𝑖𝑗𝜁 𝐿
, 𝑐𝑖𝑗𝜁 𝑈

   ≥   𝜶𝑳, 𝜶𝑼 ,  𝜷𝑳, 𝜷𝑼 , [𝜸𝑳, 𝜸𝑼]  𝑎𝑛𝑑    𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

 ,  𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

 ,  𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

   ≥

  𝜶𝑳, 𝜶𝑼 ,  𝜷𝑳, 𝜷𝑼 , [𝜸𝑳, 𝜸𝑼]  Then 

𝐶  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] =   𝜙1𝐿 , 𝜙1𝑈 ,  𝜙2𝐿 , 𝜙2𝑈 , 0 and  𝐷  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] =   𝜙1𝐿 , 𝜙1𝑈 ,  𝜙2𝐿 , 𝜙2𝑈 , 0  

 𝐶  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] = 𝐷  𝜶𝑳 ,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼]  

Case 2: 

    𝑐𝑖𝑗𝜆 𝐿
, 𝑐𝑖𝑗𝜆 𝑈

 ,  𝑐𝑖𝑗𝜂 𝐿
, 𝑐𝑖𝑗𝜂 𝐿

 ,  𝑐𝑖𝑗𝜁 𝐿
, 𝑐𝑖𝑗𝜁 𝑈

   ≱   𝜶𝑳, 𝜶𝑼 ,  𝜷𝑳, 𝜷𝑼 , [𝜸𝑳, 𝜸𝑼]  𝑎𝑛𝑑    𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

 ,  𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

 ,  𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

   ≱

  𝜶𝑳, 𝜶𝑼 ,  𝜷𝑳, 𝜷𝑼 , [𝜸𝑳, 𝜸𝑼]  Then 

𝐶  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] =  0,  𝜙2𝐿 , 𝜙2𝑈 ,  𝜙3𝐿 , 𝜙3𝑈   and  𝐷  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] =  0,  𝜙2𝐿 , 𝜙2𝑈 ,  𝜙3𝐿 , 𝜙3𝑈   

 𝐶  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] = 𝐷  𝜶𝑳 ,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼]  

Case 3 

    𝑐𝑖𝑗𝜆 𝐿
, 𝑐𝑖𝑗𝜆 𝑈

 ,  𝑐𝑖𝑗𝜂 𝐿
, 𝑐𝑖𝑗𝜂 𝐿

 ,  𝑐𝑖𝑗𝜁 𝐿
, 𝑐𝑖𝑗𝜁 𝑈

   ≥   𝜶𝑳, 𝜶𝑼 ,  𝜷𝑳, 𝜷𝑼 , [𝜸𝑳, 𝜸𝑼]  𝑎𝑛𝑑    𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

 ,  𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

 ,  𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

   ≱

  𝜶𝑳, 𝜶𝑼 ,  𝜷𝑳, 𝜷𝑼 , [𝜸𝑳, 𝜸𝑼]  Then 

𝐶  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] =   𝜙1𝐿 , 𝜙1𝑈 ,  𝜙2𝐿 , 𝜙2𝑈 , 0         and  𝐷  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] =  0,  𝜙2𝐿 , 𝜙2𝑈 ,  𝜙3𝐿 , 𝜙3𝑈   

 𝐶  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] ≥ 𝐷  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] . 

Case 4 

   𝑐𝑖𝑗𝜆 𝐿
, 𝑐𝑖𝑗𝜆 𝑈

 ,  𝑐𝑖𝑗𝜂 𝐿
, 𝑐𝑖𝑗𝜂 𝐿

 ,  𝑐𝑖𝑗𝜁 𝐿
, 𝑐𝑖𝑗𝜁 𝑈

   ≱   𝜶𝑳, 𝜶𝑼 ,  𝜷𝑳, 𝜷𝑼 , [𝜸𝑳, 𝜸𝑼]  𝑎𝑛𝑑    𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

 ,  𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

 ,  𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

   ≥

  𝜶𝑳, 𝜶𝑼 ,  𝜷𝑳, 𝜷𝑼 , [𝜸𝑳, 𝜸𝑼]  ,similarly we have proved the result as in  case3.hence in all cases𝐶  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] ≥

𝐷  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼]  

 

Proposition 2 

Let C and D be two special restricted SIVPFMs. 

Then 𝐶 ∨ 𝐷   𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] ≥ 𝐶  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] ∨ 𝐷  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼]  

 

Proof  

Let C=   𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

    and D=   𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

 ,  𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

 ,  𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

   be two  special 

restricted SIVPFM of order 𝑎 for three real numbers [𝜙1𝐿 , 𝜙1𝑈] ⊆ [0,1],[𝜙2𝐿 , 𝜙2𝑈] ⊆  0,1 𝑎𝑛𝑑[𝜙3𝐿 , 𝜙3𝑈] ⊆ [0,1]with 

𝜙1𝑈 + 𝜙2𝑈 = 1 𝑎𝑛𝑑 𝜙2𝑈 + 𝜙3𝑈 = 1.Then 

   𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ,  𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

 ⊆  𝜙1𝐿 , 𝜙1𝑈  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 =  𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

 = [𝜙2𝐿 , 𝜙2𝑈], ( 𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

 ,  𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

   ⊆

 𝜙3𝐿 , 𝜙3𝑈 for i,j=1,2,3,<<<a 

 

Case 1 

    𝑐𝑖𝑗𝜆 𝐿
, 𝑐𝑖𝑗𝜆 𝑈

 ,  𝑐𝑖𝑗𝜂 𝐿
, 𝑐𝑖𝑗𝜂 𝐿

 ,  𝑐𝑖𝑗𝜁 𝐿
, 𝑐𝑖𝑗𝜁 𝑈

   ≥   𝜶𝑳, 𝜶𝑼 ,  𝜷𝑳, 𝜷𝑼 , [𝜸𝑳, 𝜸𝑼]  𝑎𝑛𝑑    𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

 ,  𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

 ,  𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

   ≥

  𝜶𝑳, 𝜶𝑼 ,  𝜷𝑳, 𝜷𝑼 , [𝜸𝑳, 𝜸𝑼]  Then 𝐶  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] =   𝜙1𝐿 , 𝜙1𝑈 ,  𝜙2𝐿 , 𝜙2𝑈 , [0,0]      and  𝐷  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] =

 [0,0],  𝜙2𝐿 , 𝜙2𝑈 ,  𝜙3𝐿 , 𝜙3𝑈   then𝐶  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] ∨ 𝐷  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼]  =   𝜙1𝐿 , 𝜙1𝑈 ] ∨ [𝜙1𝐿 , 𝜙1𝑈 , [𝜙2𝐿,𝜙2𝑈] ∧

[𝜙2𝐿,𝜙2𝑈],[0,0]∧[0,0]=𝜙1𝐿,𝜙1𝑈,𝜙2𝐿,𝜙2𝑈,0 (by proposition 2) it is known that 𝐶∨𝐷≥𝐶.(by proposition 

12)𝐶 ∨ 𝐷  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] ≥ 𝐶  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] =   𝜙1𝐿 , 𝜙1𝑈 ,  𝜙2𝐿 , 𝜙2𝑈 , [0,0] =

𝐶  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] ∨ 𝐷  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] . 

Rajarajeswari and Nandhini 
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Case 2: 

 Let   𝑐𝑖𝑗𝜆 𝐿
, 𝑐𝑖𝑗𝜆 𝑈

 ,  𝑐𝑖𝑗𝜂 𝐿
, 𝑐𝑖𝑗𝜂 𝐿

 ,  𝑐𝑖𝑗𝜁 𝐿
, 𝑐𝑖𝑗𝜁 𝑈

   ≥

  𝜶𝑳, 𝜶𝑼 ,  𝜷𝑳, 𝜷𝑼 , [𝜸𝑳, 𝜸𝑼] 𝑎𝑛𝑑    𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

 ,  𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

 ,  𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

   ≱   𝜶𝑳, 𝜶𝑼 ,  𝜷𝑳, 𝜷𝑼 , [𝜸𝑳, 𝜸𝑼]  Then 

𝐶  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] =   𝜙1𝐿 , 𝜙1𝑈 ,  𝜙2𝐿 , 𝜙2𝑈 , 0   and  𝐷  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] =  0,  𝜙2𝐿 , 𝜙2𝑈 ,  𝜙3𝐿 , 𝜙3𝑈   

 Thus 𝐶  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] ∨ 𝐷  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] =    𝜙1𝐿 , 𝜙1𝑈 ∨ 0, [𝜙2𝐿,𝜙2𝑈] ∧ [𝜙2𝐿,𝜙2𝑈], [0,0] ∧  𝜙3𝐿 , 𝜙3𝑈   =

  𝜙1𝐿 , 𝜙1𝑈 ,  𝜙2𝐿 , 𝜙2𝑈 , 0  𝑏𝑦 proposition 2,it is known that 𝐶 ∨ 𝐷 ≥ 𝐶. Then by proposition 

12. 𝐶 ∨ 𝐷  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] ≥ 𝐶  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] =   𝜙1𝐿 , 𝜙1𝑈 ,  𝜙2𝐿 , 𝜙2𝑈 , 0 =

𝐶  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] ∨ 𝐷  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] . 

Case 3 

    𝑐𝑖𝑗𝜆 𝐿
, 𝑐𝑖𝑗𝜆 𝑈

 ,  𝑐𝑖𝑗𝜂 𝐿
, 𝑐𝑖𝑗𝜂 𝐿

 ,  𝑐𝑖𝑗𝜁 𝐿
, 𝑐𝑖𝑗𝜁 𝑈

   ≱   𝜶𝑳, 𝜶𝑼 ,  𝜷𝑳, 𝜷𝑼 , [𝜸𝑳, 𝜸𝑼]  𝑎𝑛𝑑    𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

 ,  𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

 ,  𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

   ≥

  𝜶𝑳, 𝜶𝑼 ,  𝜷𝑳, 𝜷𝑼 , [𝜸𝑳, 𝜸𝑼]  Then 

𝐶  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] =  [0,0],  𝜙2𝐿 , 𝜙2𝑈 ,  𝜙3𝐿 , 𝜙3𝑈   

and  𝐷  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] =   𝜙1𝐿 , 𝜙1𝑈 ,  𝜙2𝐿 , 𝜙2𝑈 , [0,0]   it follows that 

𝐶  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] ∨ 𝐷  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] =   0 ∨ 𝜙1 , 𝜙2 ∧ 𝜙2, 𝜙3 ∧ 0  =   𝜙1𝐿 , 𝜙1𝑈 ,  𝜙2𝐿 , 𝜙2𝑈 , 0 𝑏𝑦 proposition 2,it 

is known that 𝐶 ∨ 𝐷 ≥ 𝐶.  

Then by proposition 

12. 𝐶 ∨ 𝐷  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] ≥ 𝐷  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] =   𝜙1𝐿 , 𝜙1𝑈 ,  𝜙2𝐿 , 𝜙2𝑈 , 0 =

𝐶  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] ∨ 𝐷  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] . 

Case 4. 

    𝑐𝑖𝑗𝜆 𝐿
, 𝑐𝑖𝑗𝜆 𝑈

 ,  𝑐𝑖𝑗𝜂 𝐿
, 𝑐𝑖𝑗𝜂 𝐿

 ,  𝑐𝑖𝑗𝜁 𝐿
, 𝑐𝑖𝑗𝜁 𝑈

   ≱   𝜶𝑳, 𝜶𝑼 ,  𝜷𝑳, 𝜷𝑼 , [𝜸𝑳, 𝜸𝑼]  𝑎𝑛𝑑    𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

 ,  𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

 ,  𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

   ≱

  𝜶𝑳, 𝜶𝑼 ,  𝜷𝑳, 𝜷𝑼 , [𝜸𝑳, 𝜸𝑼]  Then 

𝐶  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] =  0,  𝜙2𝐿 , 𝜙2𝑈 ,  𝜙3𝐿 , 𝜙3𝑈      and  𝐷  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] =  0,  𝜙2𝐿 , 𝜙2𝑈 ,  𝜙3𝐿 , 𝜙3𝑈  and 

𝐷  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] =  0,  𝜙2𝐿 , 𝜙2𝑈 ,  𝜙3𝐿 , 𝜙3𝑈   it follows that 

𝐶  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] ∨ 𝐷  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] =   0 ∨ 0, 𝜙2 ∧ 𝜙2 , 𝜙3 ∧ 𝜙3  =  0,  𝜙2𝐿 , 𝜙2𝑈 ,  𝜙3𝐿 , 𝜙3𝑈   𝑏𝑦 proposition 2,it 

is known that 𝐶 ∨ 𝐷 ≥ 𝐶. Then by proposition 

12. 𝐶 ∨ 𝐷  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] ≥ 𝐷  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] =  0,  𝜙2𝐿 , 𝜙2𝑈 ,  𝜙3𝐿 , 𝜙3𝑈  =

𝐶  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] ∨ 𝐷  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] . 

 

Proposition 3 

   Let C be a special restricted SIVPFM. Then 𝐶𝑡   𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] =(𝐶  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] )𝑡 . 

Proof  

 Let C=   𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

   be  a special restricted SIVPFM of order 𝑎 for three 

real numbers [𝜙1𝐿 , 𝜙1𝑈] ⊆ [0,1],[𝜙2𝐿 , 𝜙2𝑈] ⊆  0,1 𝑎𝑛𝑑[𝜙3𝐿 , 𝜙3𝑈] ⊆ [0,1]with 𝜙1𝑈 + 𝜙2𝑈 = 1 𝑎𝑛𝑑 𝜙2𝑈 + 𝜙3𝑈 = 1.Then 

   𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 , ⊆  𝜙1𝐿 , 𝜙1𝑈  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 = [𝜙2𝐿 , 𝜙2𝑈], ( 𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

   ⊆  𝜙3𝐿 , 𝜙3𝑈 for i,j=1,2,3,<<<a  

Let 𝐶  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] = 𝐸=   𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈

 ,  𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝐿

 ,  𝑒𝑖𝑗𝜃 𝐿
, 𝑒𝑖𝑗𝜃𝑈

    

where   𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈

 ,  𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝐿

 ,  𝑒𝑖𝑗𝜃 𝐿
, 𝑒𝑖𝑗𝜃𝑈

    = 

 

  𝜙1𝐿 , 𝜙1𝑈 ,  𝜙2𝐿 , 𝜙2𝑈 , 0 ,                      𝑤𝑒𝑛   𝑐𝑖𝑗𝜆 𝐿
, 𝑐𝑖𝑗𝜆 𝑈

 ,  𝑐𝑖𝑗𝜂 𝐿
, 𝑐𝑖𝑗𝜂 𝐿

 ,  𝑐𝑖𝑗𝜁 𝐿
, 𝑐𝑖𝑗𝜁 𝑈

   ≥

  𝜶𝑳, 𝜶𝑼 ,  𝜷𝑳, 𝜷𝑼 , [𝜸𝑳, 𝜸𝑼] 

 0, 𝜙2,𝜙3 ,                                                                                                       𝑜𝑡𝑒𝑟𝑤𝑖𝑠𝑒

  

Now,(𝐶  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] )𝑡 = 𝐸𝑡 =    𝑐𝑖𝑗𝜆 𝐿
, 𝑐𝑖𝑗𝜆 𝑈

 ,  𝑐𝑖𝑗𝜂 𝐿
, 𝑐𝑖𝑗𝜂 𝐿

 ,  𝑐𝑖𝑗𝜁 𝐿
, 𝑐𝑖𝑗𝜁 𝑈

   =

   𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈

 ,  𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝐿

 ,  𝑒𝑖𝑗𝜃 𝐿
, 𝑒𝑖𝑗𝜃𝑈

   , 𝑤𝑒𝑟𝑒    𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈

 ,  𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝐿

 ,  𝑒𝑖𝑗𝜃 𝐿
, 𝑒𝑖𝑗𝜃𝑈

   = 
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  𝜙1𝐿 , 𝜙1𝑈 ,  𝜙2𝐿 , 𝜙2𝑈 , 0 ,                      𝑤𝑒𝑛   𝑐𝑖𝑗𝜆 𝐿
, 𝑐𝑖𝑗𝜆 𝑈

 ,  𝑐𝑖𝑗𝜂 𝐿
, 𝑐𝑖𝑗𝜂 𝐿

 ,  𝑐𝑖𝑗𝜁 𝐿
, 𝑐𝑖𝑗𝜁 𝑈

   ≥

  𝜶𝑳, 𝜶𝑼 ,  𝜷𝑳, 𝜷𝑼 , [𝜸𝑳, 𝜸𝑼] 

 0, 𝜙2,𝜙3 ,                                                                                                       𝑜𝑡𝑒𝑟𝑤𝑖𝑠𝑒

  

𝐶𝑡 =     𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

    
𝑡

=    𝐶𝑗𝑖𝜆 𝐿
, 𝐶𝑗𝑖𝜆 𝑈

 ,  𝐶𝑗𝑖𝜂 𝐿
, 𝐶𝑗𝑖𝜂 𝐿

 ,  𝐶𝑗𝑖𝜁 𝐿
, 𝐶𝑗𝑖𝜁 𝑈

    

 𝐶𝑡   𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] =    𝑓𝑖𝑗𝜁 𝐿
, 𝑓𝑖𝑗𝜁 𝑈

 ,  𝑓𝑖𝑗𝜂 𝐿
, 𝑓𝑖𝑗𝜂 𝐿

 ,  𝑓𝑖𝑗𝜃 𝐿
, 𝑓𝑖𝑗𝜃𝑈

     where   𝑓𝑖𝑗𝜁 𝐿
, 𝑓𝑖𝑗𝜁 𝑈

 ,  𝑓𝑖𝑗𝜂 𝐿
, 𝑓𝑖𝑗𝜂 𝐿

 ,  𝑓𝑖𝑗𝜃 𝐿
, 𝑓𝑖𝑗𝜃𝑈

    

 

  𝜙1𝐿 , 𝜙1𝑈  ,  𝜙2𝐿 , 𝜙2𝑈 , 0 ,                      𝑤𝑒𝑛   𝑐𝑖𝑗𝜆 𝐿
, 𝑐𝑖𝑗𝜆 𝑈

 ,  𝑐𝑖𝑗𝜂 𝐿
, 𝑐𝑖𝑗𝜂 𝐿

 ,  𝑐𝑖𝑗𝜁 𝐿
, 𝑐𝑖𝑗𝜁 𝑈

   

                                                                                                     ≥   𝜶𝑳, 𝜶𝑼 ,  𝜷𝑳, 𝜷𝑼 , [𝜸𝑳, 𝜸𝑼] 

 0, 𝜙2,𝜙3 ,                                                                                                       𝑜𝑡𝑒𝑟𝑤𝑖𝑠𝑒

  

   𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈

 ,  𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝐿

 ,  𝑒𝑖𝑗𝜃 𝐿
, 𝑒𝑖𝑗𝜃𝑈

   =   𝑓𝑖𝑗𝜁 𝐿
, 𝑓𝑖𝑗𝜁 𝑈

 ,  𝑓𝑖𝑗𝜂 𝐿
, 𝑓𝑖𝑗𝜂 𝐿

 ,  𝑓𝑖𝑗𝜃 𝐿
, 𝑓𝑖𝑗𝜃𝑈

   for 

i,j=1,2,3,<<a. 𝐶𝑡   𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] =(𝐶  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] )𝑡 . 

Proposition 4 

For a reflexive Special restricted SIVPFM,𝐶  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼]  𝑖𝑠 reflexive. 

Proof  

Let C=   𝑐𝑖𝑗𝜁 𝐿
, 𝑐𝑖𝑗𝜁 𝑈

 ,  𝑐𝑖𝑗𝜂 𝐿
, 𝑐𝑖𝑗𝜂 𝐿

 ,  𝑐𝑖𝑗𝜃 𝐿
, 𝑐𝑖𝑗𝜃𝑈

    and D=   𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

 ,  𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

 ,  𝑑𝑖𝑗𝜃 𝐿
, 𝑑𝑖𝑗𝜃𝑈

   be two  special 

restricted SIVPFM of order 𝑎 for three real numbers [𝜙1𝐿 , 𝜙1𝑈] ⊆ [0,1],[𝜙2𝐿 , 𝜙2𝑈] ⊆  0,1 𝑎𝑛𝑑[𝜙3𝐿 , 𝜙3𝑈] ⊆ [0,1]with 

𝜙1𝑈 + 𝜙2𝑈 = 1 𝑎𝑛𝑑 𝜙2𝑈 + 𝜙3𝑈 = 1.Then 

   𝑐𝑖𝑗𝜁 𝐿
, 𝑐𝑖𝑗𝜁 𝑈

 ,  𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

 ⊆  𝜙1𝐿 , 𝜙1𝑈  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 =  𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

 = [𝜙2𝐿 , 𝜙2𝑈], ( 𝑐𝑖𝑗𝜃 𝐿
, 𝑐𝑖𝑗𝜃𝑈

 ,  𝑑𝑖𝑗𝜃 𝐿
, 𝑑𝑖𝑗𝜃𝑈

   ⊆

 𝜙3𝐿 , 𝜙3𝑈 for i,j=1,2,3,<<<aSince C is reflexive, 

C=   𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

   =   𝜙1𝐿 , 𝜙1𝑈 ,  𝜙2𝐿 , 𝜙2𝑈 , 0  

i=1,2,3, <<. ,a. Let𝐶  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼] =   𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈

 ,  𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝐿

 ,  𝑒𝑖𝑗𝜃 𝐿
, 𝑒𝑖𝑗𝜃𝑈

   , 

Where    𝑒𝑖𝑗𝜆 𝐿
, 𝑒𝑖𝑗𝜆 𝑈

 ,  𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝐿

 ,  𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈

   = 

 

   𝑐𝑖𝑗𝜁 𝐿
, 𝑐𝑖𝑗𝜁 𝑈

 ,  𝑐𝑖𝑗𝜂 𝐿
, 𝑐𝑖𝑗𝜂 𝐿

 ,  𝑐𝑖𝑗𝜃 𝐿
, 𝑐𝑖𝑗𝜃𝑈

   ,       𝑤𝑒𝑛   𝑐𝑖𝑗𝜁 𝐿
, 𝑐𝑖𝑗𝜁 𝑈

 ,  𝑐𝑖𝑗𝜂 𝐿
, 𝑐𝑖𝑗𝜂 𝐿

 ,  𝑐𝑖𝑗𝜃 𝐿
, 𝑐𝑖𝑗𝜃𝑈

   

                                                                                                   ≥   𝜶𝑳, 𝜶𝑼 ,  𝜷𝑳, 𝜷𝑼 , [𝜸𝑳, 𝜸𝑼] 

  𝜶𝑳, 𝜶𝑼 ,  𝜷𝑳, 𝜷𝑼 , [𝜸𝑳, 𝜸𝑼]                                                                                                   𝑜𝑡𝑒𝑟𝑤𝑖𝑠𝑒                     

  

Then     𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈

 ,  𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝐿

 ,  𝑒𝑖𝑗𝜃 𝐿
, 𝑒𝑖𝑗𝜃𝑈

   =   𝜙1𝐿 , 𝜙1𝑈 ,  𝜙2𝐿 , 𝜙2𝑈 , [0,0]  

 𝜙1 , 𝜙2, 0 =    𝜶𝑳, 𝜶𝑼 ,  𝜷𝑳, 𝜷𝑼 , [𝜸𝑳, 𝜸𝑼]    So clearly 𝐶  𝜶𝑳,𝜶𝑼 , 𝜷𝑳,𝜷𝑼 ,[𝜸𝑳,𝜸𝑼]  is reflexive. 

 

Determinant Of SIVPFM. 

 In this section, we define determinant of SIVPFM and study some corresponding basic results related to it. 

Definition 3 

   Let C=   𝑐𝑖𝑗𝜆 𝐿
, 𝑐𝑖𝑗𝜆 𝑈

 ,  𝑐𝑖𝑗𝜂 𝐿
, 𝑐𝑖𝑗𝜂 𝐿

 ,  𝑐𝑖𝑗𝜁 𝐿
, 𝑐𝑖𝑗𝜁 𝑈

    be a SIVPFM of order a. Then determinant of C is denoted by |C| 

and is defined by 

|C|= 

 𝐶1𝛽 1 𝜁𝐿
∧ 𝐶2𝛽 2 𝜁𝐿

∧ … … …∧ 𝐶𝑎𝛽  𝑎 𝜁𝐿
 

𝛽∈𝐹𝑎


,  𝐶1𝛽 1 𝜁𝑈

∧ 𝐶2𝛽 2 𝜁𝑈
∧ … … … ∧ 𝐶𝑎𝛽  𝑎 𝜁𝑈

 ,
𝛽∈𝐹𝑎



 𝐶1𝛽 1 𝜂𝐿
∧ 𝐶2𝛽 2 𝜂𝐿

∧ … … … ∧ 𝐶𝑎𝛽  𝑎 𝜂𝐿
 

𝛽∈𝐹𝑎

∧
,  𝐶1𝛽 1 𝜂𝑈

∧ 𝐶2𝛽 2 𝜂𝑈
∧ … … … ∧ 𝐶𝑎𝛽  𝑎 𝜂𝑈

 
𝛽∈𝐹𝑎



 𝐶1𝛽 1 𝜃𝐿
∨ 𝐶2𝛽 2 𝜃𝐿

∨ … … … ∨ 𝐶𝑎𝛽  𝑎 𝜃𝐿
 

𝛽∈𝐹𝑎

∧
,  𝐶1𝛽 1 𝜃𝑈

∨ 𝐶2𝛽 2 𝜃𝑈
∨ … … … ∨ 𝐶𝑎𝛽  𝑎 𝜃𝑈

 ,
𝛽∈𝐹𝑎



  

Where 𝑭𝒂 be the set of permutation on the set 1,2,3, … … … . 𝑎 . 

Example 1 

Let us consider a SIVPFMs of order 3 as follows. 
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C= 

  0.3,0.5 ,  0.2,0.3 ,  0.1,0.2    0.1,0.2 ,  0.3,0.4 ,  0.3,0.4    0.2,0.3 ,  0.4,0.5 ,  0.1,0.2  

  0.2,0.3 ,  0.5,0.6 ,  0.1,0.1    0.1,0.2 ,  0.5,0.6 ,  0.1,0.2    0.3,0.4 ,  0.3,0.4 ,  0.1,0.2  

  0.5,0.6 ,  0.1,0.1 ,  0.2,0.3    0.4,0.5 ,  0.1,0.2 ,  0.2,0.3    0.1,0.2 ,  0.2,0.2 ,  0.5,0.6  
  

To find out the determinant of C, it needs to find out all permutations on 1,2,3 . The permutations on  1,2,3  𝑎𝑟𝑒 

𝜓1 =  
1 2 3
1 2 3

 𝜓2 =  
1 2 3
1 3 2

 𝜓3 =  
1 2 3
2 1 3

  

𝜓4 =  
1 2 3
2 3 1

 𝜓5 =  
1 2 3
3 1 2

 𝜓6 =  
1 2 3
3 2 1

  

The membership of det(C) is  

 (𝐶1𝜓1 1 𝜁𝐿
∧ 𝐶1𝜓2 1 𝜁𝐿

∧ 𝐶1𝜓1 3 𝜁𝐿
) (𝐶1𝜓1 1 𝜁𝑈

∧ 𝐶1𝜓1 2 𝜁𝑈
∧ 𝐶1𝜓1 3 𝜁𝑈

) 

∨ (𝐶1𝜓2 1 𝜁𝐿
∧ 𝐶2𝜓2 2 𝜆𝐿

∧ 𝐶3𝜓2 3 𝜁𝐿
) (𝐶1𝜓2 1 𝜁𝑈

∧ 𝐶2𝜓2 2 𝜁𝑈
∧ 𝐶3𝜓2 3 𝜁𝑈

) 

∨ (𝐶1𝜓3 1 𝜁𝐿
∧ 𝐶2𝜓3 1 𝜁𝐿

∧ 𝐶3𝜓3 3 𝜁𝐿
) (𝐶1𝜓3 1 𝜁𝑈

∧ 𝐶2𝜓3 2 𝜁𝑈
∧ 𝐶3𝜓3 3 𝜁𝑈

) 

∨ (𝐶1𝜓4 1 𝜁𝐿
∧ 𝐶2𝜓4 1 𝜁𝐿

∧ 𝐶3𝜓4 3 𝜁𝐿
) (𝐶1𝜓4 1 𝜁𝑈

∧ 𝐶2𝜓4 2 𝜁𝑈
∧ 𝐶3𝜓4 3 𝜁𝑈

) 

∨ (𝐶1𝜓5 1 𝜁𝐿
∧ 𝐶𝜓5 1 𝜁𝐿

∧ 𝐶3𝜓5 3 𝜁𝐿
) (𝐶1𝜓5 1 𝜁𝑈

∧ 𝐶2𝜓5 2 𝜁𝑈
∧ 𝐶3𝜓5 3 𝜁𝑈

) 

∨ (𝐶1𝜓6 1 𝜁𝐿
∧ 𝐶2𝜓6 1 𝜁𝐿

∧ 𝐶3𝜓6 3 𝜁𝐿
) (𝐶1𝜓6 1 𝜁𝑈

∧ 𝐶2𝜓6 2 𝜁𝑈
∧ 𝐶3𝜓6 3 𝜁𝑈

) 

= 𝑐11𝜁𝐿 ∧ 𝑐22𝜁𝐿 ∧ 𝑐33𝜁𝐿  𝑐11𝜁𝑈 ∧ 𝑐22𝜁𝑈 ∧ 𝑐33𝜁𝑈  

∨  𝑐11𝜁𝐿 ∧ 𝑐23𝜁𝐿 ∧ 𝑐32𝜁𝐿  𝑐11𝜁𝑈 ∧ 𝑐23𝜁𝑈 ∧ 𝑐32𝜁𝑈  

∨  𝑐12𝜁𝐿 ∧ 𝑐21𝜁𝐿 ∧ 𝑐33𝜁𝐿  𝑐12𝜁𝑈 ∧ 𝑐21𝜁𝑈 ∧ 𝑐33𝜁𝑈  

∨  𝑐12𝜁𝐿 ∧ 𝑐23𝜁𝐿 ∧ 𝑐31𝜁𝐿  𝑐12𝜁𝑈 ∧ 𝑐23𝜁𝑈 ∧ 𝑐31𝜁𝑈  

∨  𝑐13𝜁𝐿 ∧ 𝑐21𝜁𝐿 ∧ 𝑐32𝜁𝐿  𝑐13𝜁𝑈 ∧ 𝑐21𝜁𝑈 ∧ 𝑐32𝜁𝑈  

∨  𝑐13𝜁𝐿 ∧ 𝑐22𝜁𝐿 ∧ 𝑐31𝜁𝐿  𝑐13𝜁𝐿 ∧ 𝑐22𝜁𝐿 ∧ 𝑐31𝜁𝐿  

= 0.3 ∧ 0.1 ∧ 0.1  0.5 ∧ 0.2 ∧ 0.2 ∨  0.3 ∧ 0.3 ∧ 0.4  0.5 ∧ 0.4 ∧ 0.5 ∨  0.1 ∧ 0.2 ∧ 0.1  0.2 ∧ 0.3 ∧ 0.2 ∨  0.1 ∧ 0.3 ∧

0.50.2∧0.4∧0.6∨0.2∧0.2∧0.40.30.3∧0.5∨0.2∧0.1∧0.50.3∧0.2∧0.6 

=  0.1,0.2 ∨  0.3,0.4 ∨  0.1,0.2 ∨  0.1,0.2 ∨  0.2,0.3 ∨  0.2,0.2   

= 0.3,0.4  

The neutral membership of det(C) is  

 = (𝐶1𝜓1 1 𝜂𝐿
∧ 𝐶2𝜓1 2 𝜂𝐿

∧ 𝐶1𝜓1 3 𝜂𝐿
) (𝐶1𝜓1 1 𝜂𝑈

∧ 𝐶2𝜓1 2 𝜂𝑈
∧ 𝐶1𝜓1 3 𝜂𝑈

) 

∨ (𝐶1𝜓2 1 𝜂𝐿
∧ 𝐶2𝜓2 2 𝜂𝐿

∧ 𝐶3𝜓2 3 𝜂𝐿
) (𝐶1𝜓2 1 𝜂𝑈

∧ 𝐶2𝜓2 2 𝜂𝑈
∧ 𝐶3𝜓2 3 𝜂𝑈

) 

∨ (𝐶1𝜓3 1 𝜂𝐿
∧ 𝐶2𝜓3 2 𝜂𝐿

∧ 𝐶3𝜓3 3 𝜂𝐿
) (𝐶1𝜓3 1 𝜂𝑈

∧ 𝐶2𝜓3 2 𝜂𝑈
∧ 𝐶3𝜓3 3 𝜂𝑈

) 

∨ (𝐶1𝜓4 1 𝜂𝐿
∧ 𝐶2𝜓4 2 𝜂𝐿

∧ 𝐶3𝜓4 3 𝜂𝐿
) (𝐶1𝜓4 1 𝜂𝑈

∧ 𝐶2𝜓4 2 𝜂𝑈
∧ 𝐶3𝜓4 3 𝜂𝑈

) 

∨ (𝐶1𝜓5 1 𝜂𝐿
∧ 𝐶2𝜓5 2 𝜂𝐿

∧ 𝐶3𝜓5 3 𝜂𝐿
) (𝐶1𝜓5 1 𝜂𝑈

∧ 𝐶2𝜓5 2 𝜂𝑈
∧ 𝐶3𝜓5 3 𝜂𝑈

) 

∨ (𝐶1𝜓6 1 𝜂𝐿
∧ 𝐶2𝜓6 2 𝜂𝐿

∧ 𝐶3𝜓6 3 𝜂𝐿
) (𝐶1𝜓6 1 𝜂𝑈

∧ 𝐶2𝜓6 2 𝜂𝑈
∧ 𝐶3𝜓6 3 𝜂𝑈

) 

= 𝑐11𝜂𝐿 ∧ 𝑐22𝜂𝐿 ∧ 𝑐33𝜂𝐿  𝑐11𝜂𝑈 ∧ 𝑐22𝜂𝑈 ∧ 𝑐33𝜂𝑈  

∧  𝑐11𝜂𝐿 ∧ 𝑐23𝜂𝐿 ∧ 𝑐32𝜂𝐿  𝑐11𝜂𝑈 ∧ 𝑐23𝜂𝑈 ∧ 𝑐32𝜂𝑈  

∧  𝑐12𝜂𝐿 ∧ 𝑐21𝜂𝐿 ∧ 𝑐33𝜂𝐿  𝑐12𝜂𝑈 ∧ 𝑐21𝜂𝑈 ∧ 𝑐33𝜂𝑈  

∧  𝑐12𝜂𝐿 ∧ 𝑐23𝜂𝐿 ∧ 𝑐31𝜂𝐿  𝑐12𝜂𝑈 ∧ 𝑐23𝜂𝑈 ∧ 𝑐31𝜂𝑈  

∧  𝑐13𝜂𝐿 ∧ 𝑐21𝜂𝐿 ∧ 𝑐32𝜂𝐿  𝑐13𝜂𝑈 ∧ 𝑐21𝜂𝑈 ∧ 𝑐32𝜂𝑈  

∧  𝑐13𝜂𝐿 ∧ 𝑐22𝜂𝐿 ∧ 𝑐31𝜂𝐿  𝑐13𝜂𝑈 ∧ 𝑐22𝜂𝑈 ∧ 𝑐31𝜂𝑈  

= 0.2 ∧ 0.5 ∧ 0.2  0.3 ∧ 0.6 ∧ 0.2 ∧  0.2 ∧ 0.3 ∧ 0.1  0.3 ∧ 0.4 ∧ 0.2 ∧  0.3 ∧ 0.5 ∧ 0.2  0.4 ∧ 0.6 ∧ 0.2 ∧  0.3 ∧ 0.3 ∧

0.10.4∧0.4∧0.1∧0.4∧0.5∧0.10.5∧0.6∧0.2∧0.4∧0.5∧0.10.5∧0.6∧0.1 

=  0.2,0.2 ∧  0.1,0.2 ∧  0.2,0.2 ∧  0.1,0.1 ∧  0.1,0.2 ∧  0.1,0.1   

= 0.1,0.1  
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The non- membership of det(C) is  

 = (𝐶1𝜓1 1 𝜃𝐿
∨ 𝐶2𝜓1 2 𝜃𝐿

∨ 𝐶1𝜓1 3 𝜃𝐿
) (𝐶1𝜓1 1 𝜃𝑈

∨ 𝐶2𝜓1 2 𝜃𝑈
∨ 𝐶3𝜓1 3 𝜃𝑈

) 

∧ (𝐶1𝜓2 1 𝜃𝐿
∨ 𝐶2𝜓2 2 𝜃𝐿

∨ 𝐶3𝜓2 3 𝜃𝐿
) (𝐶1𝜓2 1 𝜃𝑈

∨ 𝐶2𝜓2 2 𝜃𝑈
∨ 𝐶3𝜓2 3 𝜃𝑈

) 

∧ (𝐶1𝜓3 1 𝜃𝐿
∨ 𝐶2𝜓3 2 𝜃𝐿

∨ 𝐶3𝜓3 3 𝜃𝐿
) (𝐶1𝜓3 1 𝜃𝑈

∨ 𝐶2𝜓3 2 𝜃𝑈
∨ 𝐶3𝜓3 3 𝜃𝑈

) 

∧ (𝐶1𝜓4 1 𝜃𝐿
∨ 𝐶2𝜓4 2 𝜃𝐿

∨ 𝐶3𝜓4 3 𝜃𝐿
) (𝐶1𝜓4 1 𝜃𝑈

∨ 𝐶2𝜓4 2 𝜃𝑈
∨ 𝐶3𝜓4 3 𝜃𝑈

) 

∧ (𝐶1𝜓5 1 𝜃𝐿
∨ 𝐶2𝜓5 2 𝜃𝐿

∨ 𝐶3𝜓5 3 𝜃𝐿
) (𝐶1𝜓5 1 𝜃𝑈

∨ 𝐶2𝜓5 2 𝜃𝑈
∨ 𝐶3𝜓5 3 𝜃𝑈

) 

∧ (𝐶1𝜓6 1 𝜃𝐿
∨ 𝐶2𝜓6 2 𝜃𝐿

∨ 𝐶3𝜓6 3 𝜃𝐿
) (𝐶1𝜓6 1 𝜃𝑈

∨ 𝐶2𝜓6 2 𝜃𝑈
∨ 𝐶3𝜓6 3 𝜃𝑈

) 

= 𝑐11𝜃𝐿 ∨ 𝑐22𝜃𝐿 ∨ 𝑐33𝜃𝐿 𝜁 𝑐11𝜃𝑈 ∨ 𝑐22𝜃𝑈 ∨ 𝑐33𝜃𝑈  

∧  𝑐11𝜃𝐿 ∨ 𝑐23𝜃𝐿 ∨ 𝑐32𝜃𝐿  𝑐11𝜃𝑈 ∨ 𝑐23𝜃𝑈 ∨ 𝑐32𝜃𝑈  

∧  𝑐12𝜃𝐿 ∨ 𝑐21𝜃𝐿 ∨ 𝑐33𝜃𝐿  𝑐12𝜃𝑈 ∨ 𝑐21𝜃𝑈 ∨ 𝑐33𝜃𝑈  

∧  𝑐12𝜃𝐿 ∨ 𝑐23𝜃𝐿 ∨ 𝑐31𝜃𝐿  𝑐12𝜃𝑈 ∨ 𝑐23𝜃𝑈 ∨ 𝑐31𝜃𝑈  

∧  𝑐13𝜃𝐿 ∨ 𝑐21𝜃𝐿 ∨ 𝑐32𝜃𝐿  𝑐13𝜃𝑈 ∨ 𝑐21𝜃𝑈 ∨ 𝑐32𝜃𝑈  

∧  𝑐13𝜃𝐿 ∨ 𝑐22𝜃𝐿 ∨ 𝑐31𝜃𝐿  𝑐13𝜃𝑈 ∨ 𝑐22𝜃𝑈 ∨ 𝑐31𝜃𝑈  

= 0.1 ∨ 0.1 ∨ 0.5  0.2 ∨ 0.2 ∨ 0.6 ∧  0.1 ∨ 0.1 ∨ 0.2  0.2 ∨ 0.2 ∨ 0.3 ∧  0.3 ∨ 0.1 ∨ 0.5  0.4 ∨ 0.1 ∨      0.6 ∧  0.3 ∨ 0.1 ∨

0.20.4∨0.2∨0.3∧0.1∨0.1∨0.20.2∨0.1∨0.3∧0.1∨0.1∨0.20.2∨      0.2∨0.3 

=  0.5,0.6 ∧  0.2,0.3 ∧  0.5,0.6 ∧  0.3,0.4 ∧  0.2,0.3 ∧  0.2,0.3   

= 0.2,0.3  

So det(C) =  0.3,0.4 ,  0.1,0.1 ,  0.2,0.3   

Proposition 5 

 Let  C=   𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜃 𝐿
, 𝐶𝑖𝑗𝜃𝑈

    be a SIVPFM and 𝐶𝑡  be the transpose  of C. Then det (𝐶𝑡 )=det(C) 

Proof  

 Let C=   𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜃 𝐿
, 𝐶𝑖𝑗𝜃𝑈

    be a SIVPFM of order a Then 

𝐶𝑡 =      𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜃 𝐿
, 𝐶𝑖𝑗𝜃𝑈

     
𝑡

=     𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜃 𝐿
, 𝐶𝑖𝑗𝜃𝑈

     

Now, det (C) 

 

 𝐶1𝛽 1 𝜁𝐿
∧ 𝐶2𝛽 2 𝜁𝐿

∧ … … … ∧ 𝐶𝑎𝛽  𝑎 𝜁𝐿
 

𝛽∈𝐹𝑎


,  𝐶1𝛽 1 𝜁𝑈

∧ 𝐶2𝛽 2 𝜁𝑈
∧ … … … ∧ 𝐶𝑎𝛽  𝑎 𝜁𝑈

 ,
𝛽∈𝐹𝑎



 𝐶1𝛽 1 𝜂𝐿
∧ 𝐶2𝛽 2 𝜂𝐿

∧ … … … ∧ 𝐶𝑎𝛽  𝑎 𝜂𝐿
 

𝛽∈𝐹𝑎

∧
,  𝐶1𝛽 1 𝜂𝑈

∧ 𝐶2𝛽 2 𝜂𝑈
∧ … … … ∧ 𝐶𝑎𝛽  𝑎 𝜂𝑈

 
𝛽∈𝐹𝑎



 𝐶1𝛽 1 𝜃𝐿
∨ 𝐶2𝛽 2 𝜃𝐿

∨ … … … ∨ 𝐶𝑎𝛽  𝑎 𝜃𝐿
 

𝛽∈𝐹𝑎

∧
,  𝐶1𝛽 1 𝜃𝑈

∨ 𝐶2𝛽 2 𝜃𝑈
∨ … … … ∨ 𝐶𝑎𝛽  𝑎 𝜃𝑈

 ,
𝛽∈𝐹𝑎



  

 

Where 𝐹𝑎  be the set of permutation on the set 1,2,3, … … … . , 𝑎  

det (𝐶𝑡 )= 

 

 𝐶𝛽 1 1𝜆𝐿
∧ 𝐶𝛽 2 2𝜆𝐿

∧ … … … ∧ 𝐶𝛽 𝑎 𝑎𝜆𝐿
 

𝛽∈𝐹𝑎


,  𝐶𝛽 1 1𝜆𝑈

∧ 𝐶𝛽 2 2𝜆𝑈
∧ … … … ∧ 𝐶𝛽 𝑎 𝑎𝜆𝑈

 ,
𝛽∈𝐹𝑎



 𝐶𝛽 1 1𝜂𝐿
∧ 𝐶𝛽 2 2𝜂𝐿

∧ … … … ∧ 𝐶𝛽 𝑎 𝑎𝜂𝐿
 

𝛽∈𝐹𝑎

∧
,  𝐶𝛽 1 1𝜂𝑈

∧ 𝐶𝛽 2 2𝜂𝑈
∧ … … … ∧ 𝐶𝛽 𝑎 𝑎𝜂 𝑈

 
𝛽∈𝐹𝑎



 𝐶𝛽 1 1𝜁𝐿
∨ 𝐶𝛽 2 2𝜁𝐿

∨ … … … ∨ 𝐶𝛽 𝑎 𝑎𝜁𝐿
 

𝛽∈𝐹𝑎

∧
,  𝐶𝛽 1 1𝜁𝑈

∨ 𝐶𝛽 2 2𝜁𝑈
∨ … …… ∨ 𝐶𝛽 𝑎 𝑎𝜁𝑈

 ,
𝛽∈𝐹𝑎



  

Let 𝜓 be the permutation on ,1,2,3,<<a} such that  𝜓𝛽= 𝐼𝑎 where 𝐼𝑎 

 Is the identity permutation ,1,2,3,<<a} then  Let 𝜓= 𝛽−1.Here  𝜓 changes through all permutation because 𝛽 does go.Let 

𝛽 𝑖 = 𝑗 then i= 𝛽−1.(j)=𝜓(𝑗). Since i runs from 1 to a, j also runs  from 1 to a.so𝛽 𝑗 𝑖 = 𝑗𝜓 𝑗 . 

Thus, it can be written as det(𝐶𝑡 )=det(C). 

Proposition 6 

The determinant of an identity special restricted IVPFM C of order a is 𝜙1𝐿,𝜙1𝑈 , 𝜙2𝐿,𝜙2𝑈 , 0  
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Proof  

Let C=   𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜃 𝐿
, 𝐶𝑖𝑗𝜃𝑈

    and be an identity special restricted SIVPFM of order 𝑎 for three real 

numbers 𝜙1𝐿 , 𝜙1𝑈 ∈ [0,1],𝜙2𝐿 , 𝜙2𝑈 ∈  0,1 𝑎𝑛𝑑𝜙3𝐿 , 𝜙3𝑈 ∈ [0,1]with 

𝜙1𝑈 + 𝜙2𝑈 = 1 𝑎𝑛𝑑 𝜙2𝑈 + 𝜙3𝑈 = 1.Then     𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

 ,  𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

 ∈  𝜙1𝐿,𝜙1𝑈  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 =  𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

 =

[𝜙2𝐿 , 𝜙2𝑈],  𝐶𝑖𝑗𝜃 𝐿
, 𝐶𝑖𝑗𝜃𝑈

 ,  𝑑𝑖𝑗𝜃 𝐿
, 𝑑𝑖𝑗𝜃𝑈

   ∈  𝜙3𝐿 , 𝜙3𝑈 with0 ≤    𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

 +  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 +  𝐶𝑖𝑗𝜃 𝐿
, 𝐶𝑖𝑗𝜃𝑈

   ≤ 1 

 for i,j=1,2,3,<<<a. Here the diagonal entries of C are  𝜙1𝐿,𝜙1𝑈 , 𝜙2𝐿,𝜙2𝑈 , 0 for i=1,2,3,<<.a. 

Now, det( c) = 

 

 𝐶1𝛽 1 𝜆𝐿
∧ 𝐶2𝛽 2 𝜆𝐿

∧ … … … ∧ 𝐶𝑎𝛽  𝑎 𝜆𝐿
 

𝛽∈𝐹𝑎


,  𝐶1𝛽 1 𝜆𝑈

∧ 𝐶2𝛽 2 𝜆𝑈
∧ … … … ∧ 𝐶𝑎𝛽  𝑎 𝜆𝑈

 ,
𝛽∈𝐹𝑎



 𝐶1𝛽 1 𝜂𝐿
∧ 𝐶2𝛽 2 𝜂𝐿

∧ … … … ∧ 𝐶𝑎𝛽  𝑎 𝜂𝐿
 

𝛽∈𝐹𝑎

∧
,  𝐶1𝛽 1 𝜂𝑈

∧ 𝐶2𝛽 2 𝜂𝑈
∧ … … … ∧ 𝐶𝑎𝛽  𝑎 𝜂𝑈

 
𝛽∈𝐹𝑎



 𝐶1𝛽 1 𝜁𝐿
∨ 𝐶2𝛽 2 𝜁𝐿

∨ … … … ∨ 𝐶𝑎𝛽  𝑎 𝜁𝐿
 

𝛽∈𝐹𝑎

∧
,  𝐶1𝛽 1 𝜁𝑈

∨ 𝐶2𝛽 2 𝜁𝑈
∨ … … … ∨ 𝐶𝑎𝛽  𝑎 𝜁𝑈

 ,
𝛽∈𝐹𝑎



  

Where 𝐹𝑎  be the set  of permutation on the set ,1,2,3,<<a}. 

Now, for𝛽 = 𝐼𝑎 , 𝑖𝑑𝑒𝑛𝑡𝑖𝑡𝑦 𝑝𝑒𝑟𝑚𝑢𝑡𝑎𝑡𝑖𝑜𝑛 , 

 𝛽 𝑖 = 𝑖 for i=1,2,3,<<a 

So, for identity permutation. 

 𝐶1𝛽 1 𝜆𝐿
∧ 𝐶2𝛽 2 𝜆𝐿

∧ … … … ∧ 𝐶𝑎𝛽  𝑎 𝜆𝐿
,𝐶1𝛽 1 𝜆𝑈

∧ 𝐶2𝛽 2 𝜆𝑈
∧ …… … ∧ 𝐶𝑎𝛽  𝑎 𝜆𝑈

 

=𝜙1𝐿 ∧ 𝜙1𝐿 ∧ 𝜙1𝐿 ∧ … … … .∧ 𝜙1𝐿 , 𝜙1𝑈 ∧ 𝜙1𝑈 ∧ … … … .∧ 𝜙1𝑈 . 
𝐶1𝛽 1 𝜂𝐿

∧ 𝐶2𝛽 2 𝜂𝐿
∧ … … … ∧ 𝐶𝑎𝛽  𝑎 𝜂𝐿

, 𝐶1𝛽 1 𝜂𝑈
∧ 𝐶2𝛽 2 𝜂𝑈

∧ … … … ∧ 𝐶𝑎𝛽  𝑎 𝜂𝑈
. 

=𝜙2𝐿 ∧ 𝜙2𝐿 ∧ … … … .∧ 𝜙2𝐿 , 𝜙2𝑈 ∧ 𝜙2𝑈 ∧ … … … .∧ 𝜙2𝑈 . 

𝐶1𝛽 1 𝜁𝐿
∨ 𝐶2𝛽 2 𝜁𝐿

∨ … … … ∨ 𝐶𝑎𝛽  𝑎 𝜁𝐿
,𝐶1𝛽 1 𝜁𝑈

∨ 𝐶2𝛽 2 𝜁𝑈
∨ … … …∨ 𝐶𝑎𝛽  𝑎 𝜁𝑈

 

=0∨ 0 ∨ … … … … ∨ 0 = 0. 

Thus ,it can be writien as 

  det( C)= 

 

 𝜙1𝐿 ∨  𝐶1𝛽 1 𝜁𝐿
∧ 𝐶2𝛽 2 𝜁𝐿

∧ … … …∧ 𝐶𝑎𝛽  𝑎 𝜁𝐿
 

𝛽∈𝐹𝑎


 ,  𝜙1𝑈 ∨  𝐶1𝛽 1 𝜁𝑈

∧ 𝐶2𝛽 2 𝜁𝑈
∧ … … … ∧ 𝐶𝑎𝛽  𝑎 𝜁𝑈

 
𝛽∈𝐹𝑎


 

 𝜙2𝐿 ∧  𝐶1𝛽 1 𝜂𝐿
∧ 𝐶2𝛽 2 𝜂𝐿

∧ … … … ∧ 𝐶𝑎𝛽  𝑎 𝜂𝐿
 

𝛽∈𝐹𝑎

∧
 ,  𝜙2𝐿 ∧  𝐶1𝛽 1 𝜂𝑈

∧ 𝐶2𝛽 2 𝜂𝑈
∧ …… … ∧ 𝐶𝑎𝛽  𝑎 𝜂𝑈

 
𝛽∈𝐹𝑎


 

 0 ∧  𝐶1𝛽 1 𝜃𝐿
∨ 𝐶2𝛽 2 𝜁𝐿

∨ … … … ∨ 𝐶𝑎𝛽  𝑎 𝜃𝐿
 

𝛽∈𝐹𝑎

∧
 ,  0 ∧  𝐶1𝛽 1 𝜃𝑈

∨ 𝐶2𝛽 2 𝜃𝑈
∨ …… … ∨ 𝐶𝑎𝛽  𝑎 𝜃𝑈

 
𝛽∈𝐹𝑎


 

  

= 𝜙1𝐿,𝜙1𝑈 , 𝜙2𝐿,𝜙2𝑈 , 0  

5.Adjoint of SIVPFM 

 In this part, we define the adjoint of a SIVPFM and look at some associated fundamental features. 

Definition 4 

  Let C=   𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜃 𝐿
, 𝐶𝑖𝑗𝜃𝑈

    be a SIVPFM of order a. Then adjoint of C is denoted by adj( 

C) and is defined as the SIVPFM  E=   𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈

 ,  𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝐿

 ,  𝑒𝑖𝑗𝜃 𝐿
, 𝑒𝑖𝑗𝜃𝑈

   =adj( C), 

Where  

  𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈

  =
∨

𝛽 ∈ 𝐹𝑎𝑗 𝑛 𝑖

 
∧

𝑤 ∈ 𝑎𝑗
𝐶𝑤𝛽 𝑤 𝜁𝐿 ,

∧
𝑤 ∈ 𝑎𝑗

𝐶𝑤𝛽 𝑤 𝜁𝑈  

 

 

  𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝐿

  =  
∧

𝛽 ∈ 𝐹𝑎𝑗 𝑎𝑖

 
∧

𝑤 ∈ 𝑎𝑗
𝐶𝑤𝛽 𝑤 𝜂𝐿 ,

∧
𝑤 ∈ 𝑎𝑗

𝐶𝑤𝛽 𝑤 𝜂𝑈  

  𝑒𝑖𝑗𝜃 𝐿
, 𝑒𝑖𝑗𝜃𝑈

  =     
∧

𝛽 ∈ 𝐹𝑎𝑗 𝑛 𝑖

 
∨

𝑤 ∈ 𝑎𝑗
𝐶𝑤𝛽 𝑤 𝜃𝐿 ,

∨
𝑤 ∈ 𝑎𝑗

𝐶𝑤𝛽 𝑤 𝜃𝑈  

Here 𝑎𝑗 =  1,2,3, … … … 𝑎  - 𝑎  and 𝐹𝑎𝑗 𝑎𝑖
 is the set of all permutations on the set 𝑎𝑗  over the set 𝑎𝑖 . 

Proposition 7 

 Let C be a SIVPFM. Then adj 𝐶𝑡 =  𝑎𝑑𝑗 𝐶  
𝑡
. 

Proposition 8 

 Let C and D be two SIVPFM of same order. Then 𝐶 ≤ 𝐷 ⇒adj 𝐶 ≤ 𝑎𝑑𝑗 𝐷 . 
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Proof  

 Let C=   𝑐𝑖𝑗𝜁 𝐿
, 𝑐𝑖𝑗𝜁 𝑈

 ,  𝑐𝑖𝑗𝜂 𝐿
, 𝑐𝑖𝑗𝜂 𝐿

 ,  𝑐𝑖𝑗𝜃 𝐿
, 𝑐𝑖𝑗𝜃𝑈

     and  D=   𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

 ,  𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

 ,  𝑑𝑖𝑗𝜃 𝐿
, 𝑑𝑖𝑗𝜃𝑈

   two SIVPFM 

of order a. Let E= adj 𝐶  and G= adj(D). 

 Then

 

  

∨
𝛽 ∈ 𝐹𝑎𝑗 𝑛 𝑖

 
∧

𝑤 ∈ 𝑎𝑗
𝑐𝑤𝛽 𝑤 𝜁𝐿 ,

∧
𝑤 ∈ 𝑎𝑗

𝑐𝑤𝛽 𝑤 𝜁𝑈 ,
∧

𝛽 ∈ 𝐹𝑎𝑗 𝑎𝑖
 

∧
𝑤 ∈ 𝑎𝑗

𝐶𝑤𝛽 𝑤 𝜂𝐿 ,
∧

𝑤 ∈ 𝑎𝑗
𝐶𝑤𝛽 𝑤 𝜂𝑈 

∧
𝛽 ∈ 𝐹𝑎𝑗 𝑛 𝑖

 
∨

𝑤 ∈ 𝑎𝑗
𝐶𝑤𝛽 𝑤 𝜃𝐿 ,

∨
𝑤 ∈ 𝑎𝑗

𝐶𝑤𝛽 𝑤 𝜃𝑈 

 

 

  

   

   𝑔𝑖𝑗𝜁 𝐿
, 𝑔𝑖𝑗𝜁 𝑈

 ,  𝑔𝑖𝑗𝜂 𝐿
, 𝑔𝑖𝑗𝜂 𝐿

 ,  𝑔𝑖𝑗𝜃 𝐿
, 𝑔𝑖𝑗𝜃𝑈

   = 

 

  

∨
𝛽 ∈ 𝐹𝑎𝑗 𝑛 𝑖

 
∧

𝑤 ∈ 𝑎𝑗
𝑑𝑤𝛽 𝑤 𝜁𝐿 ,

∧
𝑤 ∈ 𝑎𝑗

𝑑𝑤𝛽 𝑤 𝜁𝑈 ,
∧

𝛽 ∈ 𝐹𝑎𝑗 𝑎𝑖
 

∧
𝑤 ∈ 𝑎𝑗

𝑑𝑤𝛽 𝑤 𝜂𝐿 ,
∧

𝑤 ∈ 𝑎𝑗
𝑑𝑤𝛽 𝑤 𝜂𝑈 ,

∧
𝛽 ∈ 𝐹𝑎𝑗 𝑛 𝑖

 
∨

𝑤 ∈ 𝑎𝑗
𝑑𝑤𝛽 𝑤 𝜃𝐿 ,

∨
𝑤 ∈ 𝑎𝑗

𝑑𝑤𝛽 𝑤 𝜃𝑈 

 

 

  

 
  𝐶𝑤𝛽 𝑤 𝜁𝐿 , 𝐶𝑤𝛽 𝑤 𝜁𝑈 ≤  𝑑𝑤𝛽 𝑤 𝜁𝐿 , 𝑑𝑤𝛽 𝑤 𝜁𝑈  
  𝐶𝑤𝛽 𝑤 𝜂𝐿 , 𝐶𝑤𝛽 𝑤 𝜂𝑈 ≤  𝑑𝑤𝛽 𝑤 𝜂𝐿 , 𝑑𝑤𝛽 𝑤 𝜂𝑈  

  𝑑𝑤𝛽 𝑤 𝜃𝐿 , 𝑑𝑤𝛽 𝑤 𝜃𝑈 ≥  𝑑𝑤𝛽 𝑤 𝜃𝐿 , 𝑑𝑤𝛽 𝑤 𝜃𝑈  for every w≠ 𝑗, 𝛽 𝑤 ≠ 𝑖, consequently, E≤ 𝐹, 𝑖. 𝑒, 

adj(C)≤ 𝑎𝑑𝑗  𝐷 . 

Proposition 9. 

 Let C be a special restricted SIVPFM, then adj (C∨ 𝐷) ≥ adj(C)  ∨ 𝑎𝑑𝑗  𝐷 . 

Proof  

 Let C=   𝑐𝑖𝑗𝜁 𝐿
, 𝑐𝑖𝑗𝜁 𝑈

 ,  𝑐𝑖𝑗𝜂 𝐿
, 𝑐𝑖𝑗𝜂 𝐿

 ,  𝑐𝑖𝑗𝜃 𝐿
, 𝑐𝑖𝑗𝜃𝑈

     and  D=   𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

 ,  𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

 ,  𝑑𝑖𝑗𝜃 𝐿
, 𝑑𝑖𝑗𝜃𝑈

   two SIVPFM 

of order a. Let E= adj 𝐶  and G= adj(D).it is known from proposition 2.that C,D≤  C ∨ 𝐷.it follows that adj( C)≤

𝑎𝑑𝑗 C ∨ 𝐷  and adj( D)≤ 𝑎𝑑𝑗 C ∨ 𝐷 . Thus adj( C)∨ adj( D)≤ 𝑎𝑑𝑗 C ∨ 𝐷 . 

Proposition 10. 

 Let C be any special restricted SIVPFM and I be an identity special restricted IVPFM whose order is equal to 

the order of C. Then adj (C).C≥  𝐶 . 𝐼. 

Proof  

 Let C=   𝑐𝑖𝑗𝜁 𝐿
, 𝑐𝑖𝑗𝜁 𝑈

 ,  𝑐𝑖𝑗𝜂 𝐿
, 𝑐𝑖𝑗𝜂 𝐿

 ,  𝑐𝑖𝑗𝜃 𝐿
, 𝑐𝑖𝑗𝜃𝑈

     be a special restricted SIVPFM of order a for three real 

numbers 𝜙1𝐿,𝜙1𝑈 ∈  0,1 ,𝜙2𝐿 ,𝜙2𝑈 ∈  0,1  and 𝜙3𝐿,𝜙3𝑈 ∈  0,1  with𝜙1𝑈 + 𝜙2𝑈 = 1 and 𝜙2𝑈 + 𝜙3𝑈 = 1.  𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ∈

 𝜙1𝐿,𝜙1𝑈 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 = [𝜙2𝐿,𝜙2𝑈] and  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

 ∈  𝜙3𝐿,𝜙3𝑈  𝑤ith 0≤    𝑐𝑖𝑗𝜁 𝐿
, 𝑐𝑖𝑗𝜁 𝑈

 +  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 +  𝑐𝑖𝑗𝜃 𝐿
, 𝑐𝑖𝑗𝜃𝑈

   ≤1 

For  i,j=1,2,3,<<<.a. 

It is observed that 𝐶1, 𝐶2, 𝐶3 = 𝜙1𝐿,𝜙1𝑈 , 𝜙2𝐿,𝜙2𝑈 , 0 =  𝐶  and is  𝐶1, 𝐶2, 𝐶3 . 0, 𝜙2𝐿,𝜙2𝑈 , 𝜙3𝐿,𝜙3𝑈 = 0, 𝜙2𝐿,𝜙2𝑈 , 𝜙3𝐿,𝜙3𝑈 .here ,𝑖𝑡  row of adj( 

C) 

is   𝐶1𝑖𝜁𝐿
, 𝐶1𝑖𝜁𝑈

 ,  𝐶1𝑖𝜂𝐿
, 𝐶1𝑖𝜂𝐿

 ,  𝐶1𝑖𝜃𝐿
, 𝐶1𝑖𝜃𝑈

   ,    𝐶2𝑖𝜁𝐿
, 𝐶2𝑖𝜁𝑈

 ,  𝐶2𝑖𝜂𝐿
, 𝐶2𝑖𝜂𝐿

 ,  𝐶2𝑖𝜃𝐿
, 𝐶2𝑖𝜃𝑈

   ,<<<<<<<.

   𝐶𝑎𝑖𝜁𝐿
, 𝐶𝑎𝑖𝜁𝑈

 ,  𝐶𝑎𝑖𝜂𝐿
, 𝐶𝑎𝑖𝜂 𝐿

 ,  𝐶𝑎𝑖𝜃𝐿
, 𝐶𝑎𝑖𝜃𝑈

   and 𝑗𝑡  column of  C is 

 
   𝐶1𝑖𝜁𝐿

, 𝐶1𝑖𝜁𝑈
 ,  𝐶1𝑖𝜂𝐿

, 𝐶1𝑖𝜂𝐿
 ,  𝐶1𝑖𝜃𝐿

, 𝐶1𝑖𝜃𝑈
   ,    𝐶2𝑖𝜁𝐿

, 𝐶2𝑖𝜁𝑈
 ,  𝐶2𝑖𝜂𝐿

, 𝐶2𝑖𝜂𝐿
 ,  𝐶2𝑖𝜃𝐿

, 𝐶2𝑖𝜃𝑈
   , … …… …

… … … .    𝐶𝑎𝑖𝜁 𝐿
, 𝐶𝑎𝑖𝜁𝑈

 ,  𝐶𝑎𝑖𝜂𝐿
, 𝐶𝑎𝑖𝜂 𝐿

 ,  𝐶𝑎𝑖𝜃𝐿
, 𝐶𝑎𝑖𝜃𝑈

   
 

𝑡

 

Let E=adj(C) is C=   𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈

 ,  𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝐿

 ,  𝑒𝑖𝑗𝜃 𝐿
, 𝑒𝑖𝑗𝜃𝑈

    

where    𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈

 ,  𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝐿

 ,  𝑒𝑖𝑗𝜃 𝐿
, 𝑒𝑖𝑗𝜃𝑈

    =

 𝑉
𝑘
 𝐶𝑘𝑖𝜆 𝐿

, 𝐶𝑘𝑖𝜆𝑈
∧ 𝐶𝑘𝑖𝜆 𝐿

, 𝐶𝑘𝑖𝜆𝑈
 ,

∧
𝑘
 𝐶𝑘𝑖𝜂 𝐿

, 𝐶𝑘𝑖𝜂 𝑈
∧ 𝐶𝑘𝑖𝜂 𝐿

, 𝐶𝑘𝑖𝜂 𝑈
 ,

∧
𝑘
 𝐶𝑘𝑖𝜁𝐿

, 𝐶𝑘𝑖𝜁𝑈
∨ 𝐶𝑘𝑖𝜁𝐿

, 𝐶𝑘𝑖𝜁𝑈
   

it follows that 

    𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈

 ,  𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝐿

 ,  𝑒𝑖𝑗𝜃 𝐿
, 𝑒𝑖𝑗𝜃𝑈

    =  𝑉
𝑘
 𝐶𝑘𝑖𝜆 𝐿

, 𝐶𝑘𝑖𝜆𝑈
∧ 𝐶𝑘𝑖𝜆 𝐿

, 𝐶𝑘𝑖𝜆𝑈
 ,

∧
𝑘
 𝐶𝑘𝑖𝜂 𝐿

, 𝐶𝑘𝑖𝜂 𝑈
∧ 𝐶𝑘𝑖𝜂 𝐿

, 𝐶𝑘𝑖𝜂 𝑈
 ,

∧
𝑘
 𝐶𝑘𝑖𝜁𝐿

, 𝐶𝑘𝑖𝜁𝑈
∨

𝐶𝑘𝑖𝜁𝐿,𝐶𝑘𝑖𝜁𝑈=|C|. Thus,𝑒𝑖𝑗𝜁𝐿,𝑒𝑖𝑗𝜁𝑈,𝑒𝑖𝑗𝜂𝐿,𝑒𝑖𝑗𝜂𝐿,𝑒𝑖𝑗𝜃𝐿,𝑒𝑖𝑗𝜃𝑈=| 𝐶| and 

   𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈

 ,  𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝐿

 ,  𝑒𝑖𝑗𝜃 𝐿
, 𝑒𝑖𝑗𝜃𝑈

   ≥  0, 𝜙2𝐿,𝜙2𝑈 , 𝜙3𝐿,𝜙3𝑈 for i≠ 𝑗.so, adj(C).C ≥  𝐶 . 𝐼. 

 

Proposition 11 

Let C be a symmetric SIVPFM. Then adj(C) is Symmetric. 
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Proof  

     Let D=adj(C) then D=   𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

 ,  𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

 ,  𝑑𝑖𝑗𝜃 𝐿
, 𝑑𝑖𝑗𝜃𝑈

    

         =

 

  

∨
𝛽 ∈ 𝐹𝑎𝑗 𝑎𝑖

 
∧

𝑤 ∈ 𝑎𝑗
𝑐𝑤𝛽 𝑤 𝜁𝐿 ,

∧
𝑤 ∈ 𝑎𝑗

𝑐𝑤𝛽 𝑤 𝜁𝑈 ,
∧

𝛽 ∈ 𝐹𝑎𝑗 𝑎𝑖
 

∧
𝑤 ∈ 𝑎𝑗

𝑐𝑤𝛽 𝑤 𝜂𝐿 ,
∧

𝑤 ∈ 𝑎𝑗
𝑐𝑤𝛽 𝑤 𝜂𝑈 ,

∧
𝛽 ∈ 𝐹𝑎𝑗 𝑎𝑖

 
∨

𝑤 ∈ 𝑎𝑗
𝑐𝑤𝛽 𝑤 𝜃𝐿 ,

∨
𝑤 ∈ 𝑎𝑗

𝑐𝑤𝛽 𝑤 𝜃𝑈 

 

 

  

Now, 𝐷𝑡 =  𝑎𝑑𝑗 𝐶  
𝑡
 

                 =

 

  

∨
𝛽 ∈ 𝐹𝑎𝑗 𝑎𝑖

 
∧

𝑤 ∈ 𝑎𝑗
𝑐𝑤𝛽 𝑤 𝑤𝜁𝐿 ,

∧
𝑤 ∈ 𝑎𝑗

𝑐𝑤𝛽 𝑤 𝑤𝜁𝑈 ,
∧

𝛽 ∈ 𝐹𝑎𝑗 𝑎𝑖
 

∧
𝑤 ∈ 𝑎𝑗

𝑐𝑤𝛽 𝑤 𝑤𝜂𝐿 ,
∧

𝑤 ∈ 𝑎𝑗
𝑐𝑤𝛽 𝑤 𝑤𝜂𝑈 ,

∧
𝛽 ∈ 𝐹𝑎𝑗 𝑎𝑖

 
∨

𝑤 ∈ 𝑎𝑗
𝑐𝑤𝛽 𝑤 𝑤𝜃𝐿 ,

∨
𝑤 ∈ 𝑎𝑗

𝑐𝑤𝛽 𝑤 𝑤𝜃𝑈 

 

 

  

=

 

  

∨
𝛽 ∈ 𝐹𝑎𝑗 𝑎𝑖

 
∧

𝑤 ∈ 𝑎𝑗
𝑐𝑤𝛽 𝑤 𝜁𝐿 ,

∧
𝑤 ∈ 𝑎𝑗

𝑐𝑤𝛽 𝑤 𝜁𝑈 ,
∧

𝛽 ∈ 𝐹𝑎𝑗 𝑎𝑖
 

∧
𝑤 ∈ 𝑎𝑗

𝑐𝑤𝛽 𝑤 𝜂𝐿 ,
∧

𝑤 ∈ 𝑎𝑗
𝑐𝑤𝛽 𝑤 𝜂𝑈 ,

∧
𝛽 ∈ 𝐹𝑎𝑗 𝑎𝑖

 
∨

𝑤 ∈ 𝑎𝑗
𝑐𝑤𝛽 𝑤 𝜃𝐿 ,

∨
𝑤 ∈ 𝑎𝑗

𝑐𝑤𝛽 𝑤 𝜃𝑈 

 

 

 as C is  Symmetric. 

=D. 

 

Definition 5 

Let C=   𝑐𝑖𝑗𝜁 𝐿
, 𝑐𝑖𝑗𝜁 𝑈

 ,  𝑐𝑖𝑗𝜂 𝐿
, 𝑐𝑖𝑗𝜂 𝐿

 ,  𝑐𝑖𝑗𝜃 𝐿
, 𝑐𝑖𝑗𝜃𝑈

    be a SIVPFM of order a, Then  it is called constant SIVPFM if 

   𝐶𝑒𝑘𝜁𝐿
, 𝐶𝑒𝑘𝜁𝑈

 ,  𝐶𝑒𝑘𝜂 𝐿
, 𝐶𝑒𝑘𝜂 𝐿

 ,  𝐶𝑒𝑘𝜃𝐿
, 𝐶𝑒𝑘𝜃𝑈

   =   𝐶𝑓𝑘𝜁𝐿
, 𝐶𝑓𝑘𝜁𝑈

 ,  𝐶𝑓𝑘𝜂 𝐿
, 𝐶𝑓𝑘𝜂 𝐿

 ,  𝐶𝑓𝑘𝜃𝐿
, 𝐶𝑓𝑘𝜃𝑈

   for k, e, f=1,2,3,<<<<.,a, i.e. 

rows  are equal. 

Proposition 12 

 Let C be a constant   SIVPFM, then C. adj(C) is constant. 

Proof  

Let C   𝑐𝑖𝑗𝜁 𝐿
, 𝑐𝑖𝑗𝜁 𝑈

 ,  𝑐𝑖𝑗𝜂 𝐿
, 𝑐𝑖𝑗𝜂 𝐿

 ,  𝑐𝑖𝑗𝜃 𝐿
, 𝑐𝑖𝑗𝜃𝑈

   = be a order which is constant, Then 

  𝑒𝑗𝑘𝜁 𝐿
, 𝑒𝑗𝑘𝜁 𝑈

 ,  𝑒𝑗𝑘𝜂 𝐿
, 𝑒𝑗𝑘𝜂 𝐿

 ,  𝑒𝑗𝑘𝜃 𝐿
, 𝑒𝑗𝑘𝜃 𝑈

  =   𝑒𝑗𝑘𝜁 𝐿
, 𝑒𝑗𝑘𝜁 𝑈

 ,  𝑒𝑗𝑘𝜂 𝐿
, 𝑒𝑗𝑘𝜂 𝐿

 ,  𝑒𝑗𝑘𝜃 𝐿
, 𝑒𝑗𝑘𝜃 𝑈

   for i, j, k =1,2,3,<<..a ie, row are equal. 

Let    𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈

 ,  𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗 𝜂𝐿

 ,  𝑒𝑖𝑗𝜃 𝐿
, 𝑒𝑖𝑗𝜃𝑈

   =C. adj(C ) 

Now,𝑖𝑡  row of C is    𝐶𝑗1𝜁𝐿
, 𝐶𝑗1𝜁𝑈

 ,  𝐶𝑗1𝜂𝐿
, 𝐶𝑗1𝜂𝐿

 ,  𝐶𝑗1𝜃𝐿
, 𝐶𝑗1𝜃𝑈

   ,    𝐶𝑗2𝜁𝐿
, 𝐶𝑗2𝜁𝑈

 ,  𝐶𝑗2𝜂𝐿
, 𝐶𝑗2𝜂𝐿

 ,  𝐶𝑗2𝜃𝐿
, 𝐶𝑗2𝜃𝑈

   … … … …. 

<<.   𝐶𝑗𝑎𝜁 𝐿
, 𝐶𝑗𝑎𝜁 𝑈

 ,  𝐶𝑗𝑎𝜂 𝐿
, 𝐶𝑗𝑎𝜂 𝐿

 ,  𝐶𝑗𝑎𝜃 𝐿
, 𝐶𝑗𝑎𝜃 𝑈

    

 And 𝑗𝑡  column of adj(C) is 

   𝐶𝑗1𝜁𝐿
, 𝐶𝑗1𝜁𝑈

 ,  𝐶𝑗1𝜂𝐿
, 𝐶𝑗1𝜂𝐿

 ,  𝐶𝑗1𝜃𝐿
, 𝐶𝑗1𝜃𝑈

   ,    𝐶𝑗2𝜁𝐿
, 𝐶𝑗2𝜁𝑈

 ,  𝐶𝑗2𝜂𝐿
, 𝐶𝑗2𝜂𝐿

 ,  𝐶𝑗2𝜃𝐿
, 𝐶𝑗2𝜃𝑈

   … … … …. 

<<.   𝐶𝑗𝑎𝜁 𝐿
, 𝐶𝑗𝑎𝜁 𝑈

 ,  𝐶𝑗𝑎𝜂 𝐿
, 𝐶𝑗𝑎𝜂 𝐿

 ,  𝐶𝑗𝑎𝜃 𝐿
, 𝐶𝑗𝑎𝜃 𝑈

    

Then   𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈

 ,  𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝐿

 ,  𝑒𝑖𝑗𝜃 𝐿
, 𝑒𝑖𝑗𝜃𝑈

    

  

∨
𝑘
 𝐶𝑖𝑘𝜁𝐿

∧ 𝐶𝑗𝑘𝜁 𝐿
, 𝐶𝑖𝑘𝜁𝑈

∧ 𝐶𝑗𝑘𝜁 𝑈
 ,

∧
𝑘
 𝐶𝑖𝑘𝜂 𝐿

∧ 𝐶𝑗𝑘𝜂 𝐿
, 𝐶𝑖𝑘𝜂 𝑈

∧ 𝐶𝑗𝑘𝜂 𝑈
 ,

∧
𝑘
 𝐶𝑖𝑘𝜃𝐿

∨ 𝐶𝑗𝑘𝜃 𝐿
, 𝐶𝑖𝑘𝜃𝑈

∨ 𝐶𝑗𝑘𝜃 𝑈
 

   

  

∨
𝑘
 𝐶𝑖𝑘𝜁𝐿

∧ 𝐶𝑗𝑘𝜁 𝐿
, 𝐶𝑖𝑘𝜁𝑈

∧ 𝐶𝑗𝑘𝜁 𝑈
 ,

∧
𝑘
 𝐶𝑗𝑘𝜂 𝐿

∧ 𝐶𝑗𝑘𝜂 𝐿
, 𝐶𝑗𝑘𝜂 𝑈

∧ 𝐶𝑗𝑘𝜂 𝑈
 ,

∧
𝑘
 𝐶𝑖𝑘𝜃𝐿

∨ 𝐶𝑗𝑘𝜃 𝐿
, 𝐶𝑖𝑘𝜃𝑈

∨ 𝐶𝑗𝑘𝜃 𝑈
 

   

Consequently, C. adj(C) is constant. 

Proposition 13 

Let C be a special restricted SIVPFM. Then adj(C) is reflexive whenever C is reflexive. 

Proof  

Let C=   𝑐𝑖𝑗𝜁 𝐿
, 𝑐𝑖𝑗𝜁 𝑈

 ,  𝑐𝑖𝑗𝜂 𝐿
, 𝑐𝑖𝑗𝜂 𝐿

 ,  𝑐𝑖𝑗𝜃 𝐿
, 𝑐𝑖𝑗𝜃𝑈

     be a special restricted SIVPFM of order a for three real numbers 

𝜙1𝐿,𝜙1𝑈 ∈  0,1 ,𝜙2𝐿,𝜙2𝑈 ∈  0,1  and 𝜙3𝐿,𝜙3𝑈 ∈  0,1  with𝜙1𝑈 + 𝜙2𝑈 = 1 and 𝜙2𝑈 + 𝜙3𝑈 = 1.  𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ∈  𝜙1𝐿,𝜙1𝑈 , 

 𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 = [𝜙2𝐿,𝜙2𝑈] and  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

 ∈  𝜙3𝐿,𝜙3𝑈  𝑤ith 0≤    𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

 +  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 +  𝐶𝑖𝑗𝜃 𝐿
, 𝐶𝑖𝑗𝜃𝑈

   ≤1 For  

i,j=1,2,3,<<<.a. since C is reflexive, 

 𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 =𝜙1𝐿 , 𝜙1𝑈  , 𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 =  𝜙2𝐿 ,  𝜙2𝑈and  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

 = 0 for i=1,2,3<<..a. 

 Let adj (c)=E=   𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈

 ,  𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝐿

 ,  𝑒𝑖𝑗𝜃 𝐿
, 𝑒𝑖𝑗𝜃𝑈

    

Then    𝑒𝑖𝑗𝜆 𝐿
, 𝑒𝑖𝑗𝜆 𝑈

 ,  𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝐿

 ,  𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈
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= 

 

  

∨
𝛽 ∈ 𝐹𝑎𝑗 𝑎𝑖

 
∧

𝑤 ∈ 𝑎𝑗
𝑐𝑤𝛽 𝑤 𝑤𝜁𝐿 ,

∧
𝑤 ∈ 𝑎𝑗

𝑐𝑤𝛽 𝑤 𝑤𝜁𝑈 ,
∧

𝛽 ∈ 𝐹𝑎𝑗 𝑎𝑖
 

∧
𝑤 ∈ 𝑎𝑗

𝑐𝑤𝛽 𝑤 𝑤𝜂𝐿 ,
∧

𝑤 ∈ 𝑎𝑗
𝑐𝑤𝛽 𝑤 𝑤𝜂𝑈 ,

∧
𝛽 ∈ 𝐹𝑎𝑗 𝑎𝑖

 
∨

𝑤 ∈ 𝑎𝑗
𝑐𝑤𝛽 𝑤 𝑤𝜃𝐿 ,

∨
𝑤 ∈ 𝑎𝑗

𝑐𝑤𝛽 𝑤 𝑤𝜃𝑈 

 

 

  

Now, when  𝛽 = 𝐼𝑥𝛽 𝑤 = 𝑤 

So,   𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈

 ,  𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝐿

 ,  𝑒𝑖𝑗𝜃 𝐿
, 𝑒𝑖𝑗𝜃𝑈

    

≥  
 𝐶11𝜁𝐿

∧ 𝐶11𝜁𝑈
  𝐶22𝜁𝐿

∧ 𝐶22𝜁𝑈
 ∧ … … … . .∧ 𝑐𝑖 − 1𝑖 − 1 𝜁𝐿 , 𝜁𝑈 ∧  𝑐𝑖 + 1𝑖

+1 𝜁𝐿 , 𝜁𝑈 … … … … 𝑐𝑎𝑎  𝜃𝐿 , 𝜃𝑈 ,
  

 
 𝐶11𝜂𝐿

∧ 𝐶11𝜂𝑈
  𝐶22𝜂𝐿

∧ 𝐶22𝜂𝑈
 ∧ … … … . .∧ 𝑐𝑖 − 1𝑖 − 1 𝜂𝐿 , 𝜂𝑈 ∧  𝑐𝑖 + 1𝑖

+1 𝜂𝐿 , 𝜂𝑈 … … … … 𝑐𝑎𝑎  𝜂𝐿 , 𝜂𝑈 ,
  

 𝐶11𝜃𝐿
∧ 𝐶11𝜃𝑈

  𝐶22𝜃𝐿
∧ 𝐶22𝜃𝑈

 ∧ … … … . .∧ 𝑐𝑖 − 1𝑖 − 1 𝜃𝐿 , 𝜃𝑈 ∧  𝑐𝑖 + 1𝑖

+1 𝜃𝐿 , 𝜃𝑈 … … … … 𝑐𝑎𝑎  𝜃𝐿 , 𝜃𝑈 .
 

 = 𝜙1𝐿 , 𝜙1𝑈  , 𝜙2𝐿 , 𝜙2𝑈  ,0  

Consequently  𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈

 =  𝜙1𝐿 , 𝜙1𝐿 ,  𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝐿

 = [𝜙2𝐿 , 𝜙2𝑈 ], 𝑒𝑖𝑗𝜃 𝐿
, 𝑒𝑖𝑗𝜃𝑈

 = 0 for i=1,2,3,<<..a. It follows that E is 

reflexive. 

 

APPLICATION 

The IVPFM is a valuable resource that may be utilised to resolve various forms of problem-based decision-making. 

 

Algorithm 

We are using an interval-valued picture fuzzy matrix to obtain a chosen list of canditateselected to the government 

job. 

 Step 1: All IVPFSs from two IVPFMs over the set of political parties should be obtained. 

             Step 2: convert the given interval valued picture fuzzy decision matrix into Trapezoidal picture fuzzy 

decision matrix. C =   𝑐𝑖𝑗𝜁 𝐿
, 𝑐𝑖𝑗𝜁 𝑈

 ,  𝑐𝑖𝑗𝜂 𝐿
, 𝑐𝑖𝑗𝜂 𝐿

 ,  𝑐𝑖𝑗𝜃 𝐿
, 𝑐𝑖𝑗𝜃𝑈

    D=   𝑑𝑖𝑗 𝜁𝐿
, 𝑑𝑖𝑗𝜁 𝑈

 ,  𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

 ,  𝑑𝑖𝑗𝜃 𝐿
, 𝑑𝑖𝑗𝜃𝑈

    as follows. 

𝛽 𝐶, 𝐷 = 

 
1

3𝑛
   𝑎𝑖𝑗𝐿 − 𝑎𝑖𝑗𝐿

′ 
2
 𝑎𝑖𝑗𝑈 − 𝑎𝑖𝑗𝑈

′ 
2

+  𝑏𝑖𝑗𝐿 − 𝑏𝑖𝑗𝐿
′ 

2
 𝑏𝑖𝑗𝑈 − 𝑏𝑖𝑗𝑈

′ 
2

+  𝑐𝑖𝑗𝐿 − 𝑐𝑖𝑗𝐿
′ 

2
 𝑐𝑖𝑗𝑈 − 𝑐𝑖𝑗𝑈

′ 
2

+  𝑟𝑖𝑗𝐿 − 𝑟𝑖𝑗𝐿
′ 

2
 𝑟𝑖𝑗𝑈 − 𝑟𝑖𝑗𝑈

′ 
2
 

𝑛

𝑖,𝑗 =1

 

where  𝑎𝑖 =  𝑐𝑖𝑗𝜁 𝐿
, 𝑐𝑖𝑗𝜁 𝑈

 ,𝑏𝑖 =  𝑐𝑖𝑗𝜂 𝐿
, 𝑐𝑖𝑗𝜂 𝐿

 𝑐𝑖 =  𝑐𝑖𝑗𝜃 𝐿
, 𝑐𝑖𝑗𝜃𝑈

   , 𝑑𝐶 𝑥𝑖  =1 − 𝑎𝑖 − 𝑏𝑖 − 𝑐𝑖  are respectively, the measure of 

membership, neutral membership, non- membership and denial membership of 𝑥𝑖  in C and 𝑎𝑖𝑗
′ =  𝑑𝑖𝑗𝜁 𝐿

, 𝑑𝑖𝑗𝜁 𝑈
 𝑏𝑖𝑗

′= 

 𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

 𝑐𝑖𝑗
′ =  𝑑𝑖𝑗𝜃 𝐿

, 𝑑𝑖𝑗𝜃𝑈
  

𝑎𝑖
′ = 𝑑𝐶 𝑥𝑖 = 1 − 𝑎𝑖

′ − 𝑏𝑖
′ − 𝐶𝑖

′  are respectively, the measure of membership, neutral membership, non- 

membership and denial membership of 𝑥𝑖  in D. 

             Step 3: convert obtain Trapezoidal picture fuzzy decision matrix into picture fuzzy decision matrix. 

             Step 4:  To calculate the distance formula between two picture fuzzy decision matrix. 

              Step 5:  Now, a IVPFM C=   𝑐𝑖𝑗 𝜁𝐿
, 𝑐𝑖𝑗𝜁 𝑈

 ,  𝑐𝑖𝑗𝜂 𝐿
, 𝑐𝑖𝑗𝜂 𝐿

 ,  𝑐𝑖𝑗𝜃 𝐿
, 𝑐𝑖𝑗𝜃𝑈

    of size 5 x 3 is considered in the following 

which represent AO towards a Govt. 

Case study 

Consider the five candidate S=𝑠1, 𝑠2, 𝑠3, 𝑠4, 𝑠5  𝑎𝑠 𝑡𝑒 𝑢𝑛𝑖𝑣𝑒𝑟𝑠𝑎𝑙 𝑠𝑒𝑡 to apply the government job J=𝑗1 , 𝑗2 , 𝑗3where 

represent the AE post, JA post, JEE post. Let the candidate selected to quota Q =𝑞1 , 𝑞2, 𝑞3 where represent quotas are 

open competition quota, Ex-serviceman quota, Sports quotaare successful selected to the candidate in quota category 

to be promoted to the government officer. 

 IVPFM C =   𝑐𝑖𝑗𝜁 𝐿
, 𝑐𝑖𝑗𝜁 𝑈

 ,  𝑐𝑖𝑗𝜂 𝐿
, 𝑐𝑖𝑗𝜂 𝐿

 ,  𝑐𝑖𝑗𝜃 𝐿
, 𝑐𝑖𝑗 𝜃𝑈

    of size 5 x 3 is following represents the Canditate. 
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   𝑞1   𝑞2 𝑞3 

S=

𝑠1

𝑠2

𝑠3

𝑠4

𝑠5  

  
 

  0.6,0.7  0,0.1  0,0.1 [0.1,0.4]   0.1,0.2  0.1,0.2  0.1,0.2 [0.4,0.7]   0.1,0.2  0.1,0.2  0.1,0.2 [0.4,0.7] 

  0.3,0.4  0.3,0.4  0,0.1 [0.1,0.4]   0.5,0.65  0,0.1  0.1,0.2 [0.05,0.4]   0.2,0.3  0.2,0.3  0.2,0.3 [0.1,0.4] 

  0.6,0.7  0,0.1  0,0.1 [0.1,0.4]   0.1,0.2  0.1,0.2  0.1,0.2 [0.4,0.7]   0.4,0.5  0.2,0.3  0,0.1 [0.1,0.4] 

  0.4,0.5  0.2,0.3  0,0.1 [0.1,0.4]   0.5,0.6  0.1,0.2  0,0.1 [0.1,0.1]   0.3,0.4  0.2,0.3  0.1,0.2 [0.1,0.4] 

  0.6,0.7  0,0.1  0,0.1 [0.1,0.4]   0.6,0.7  0,0.1  0,0.1 [0.1,0.4]   0.4,0.5  0.2,0.3  0,0.1 [0.1,0.4]  

  
 

 

 

           IVPFM D=   𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

 ,  𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

 ,  𝑑𝑖𝑗𝜃 𝐿
, 𝑑𝑖𝑗𝜃𝑈

    of size 3 x 3 is following represents the job of government 

office 

J=𝑞1 𝑞2 𝑞3 

𝑗1

𝑗2

𝑗3

 

  0.6,0.7  0,0.1  0,0.1 [0.1,0.4]   0.2,0.3  0.2,0.3  0.3,0.4 [0,0.3]   0.2,0.3  0.2,0.3  0.3,0.4 [0,0.3] 

  0.1,0.2  0.2,0.3  0.3,0.4 [0.1,0.4]   0.6,0.75  0,0.15  0,0.1 [0.0.4]   0.4,0.5  0.1,0.2  0.2,0.3 [0,0.3] 

  0.2,0.3  0.3,0.4  0.2,0.3 [0.0,0.3]   0.3,0.4  0.1,0.2  0.3,0.4 [0,0.3]   0.6,0.75  0,0.15  0.0,0.1 [0.0.4] 
  

Step 2 

 Interval valued picture fuzzy matrix into Trapezoidal picture fuzzy decision matrix 

 
𝑞1 𝑞2 𝑞3 

C=

𝑠1

𝑠2

𝑠3

𝑠4

𝑠5  

 
 

 0.65,0.05,0.05,0.25  0.15,0.15,0.15,0.55  0.15,0.15,0.15,0.55 

 0.35,0.35,0.05,0.25  0.58,0.05,0.15,0.23  0.25,0.25,0.25,0.25 
 0.65,0.05,0.05,0.25  0.15,0.15,0.15,0.15,0.55  0.45,0.25,0.05,0.55 
 0.45,0.25,0.05,0.25  0.55,0.15,0.05,0.25  0.35,0.25,0.15,0.55 

 0.65,0.05,0.05,0.25  0.65,0.05,0.05,0.25  0.45,0.25,0.05,0.55  

 
 

 

𝑞1 𝑞2 𝑞3 

                   D =
𝑗1

𝑗2

𝑗3

 

 0.65,0.05,0.05,0.25  0.15,0.25,0.35,0.25  0.25,0.35,0.25,0.1 
 0.25,0.25,0.35,0.15  0.68,0.08,0.05,0.2  0.35,0.15,0.35,0.15 
 0.25,0.25,0.35,0.15  0.45,0.15,0.25,0.15  0.68,0.08,0.05,0.20 

  

 

Step 3 & 4 

 To calculate the distance formula between two PFSs the following matrix Z= (𝑍𝑖𝑗 ) 

Where 𝑧𝑖𝑗  is the distance between𝑐𝑖  and 𝑑𝑗  for i=1,2,3,4,5 and j=1,2,3 
𝑗1 𝑗2 𝑗3 

                  Z  =

𝑠1

𝑠2

𝑠3

𝑠4

𝑠5  

 
 

0.2211 0.3429 0.3263
0.2096 0.1570 0.2175
0.2380 0.3347 0.2876
0.2333 0.2093 0.2381
0.2560 0.2570 0.2797 

 
 

 

The following is a list of the candidate selected to each government, as calculated𝑠1 → 𝑗2 , 𝑠2 → 𝑗3 , 𝑠3 → 𝑗2 , 𝑠4 → 𝑗3 , 𝑠5 →

𝑗3. 

CONCLUSION 

We have defined interval valued picture fuzzy matrix, which is the extension of picture fuzzy matrix, and gives 

excellent accuracy and improves the efficacy in various practical domains. Also we have defined Different types of 

  𝛼𝐿 , 𝛼𝑈 ,  𝛽𝐿 , 𝛽𝑈 , [𝛾𝐿 , 𝛾𝑈] -cut of SIVPFM,determinant and adjoint of Square interval valued picture fuzzy matrix 

have been studied. Here is an application of interval valued picture fuzzy matrix being used in decision-making. We 

predict that the results of this study will spark a growing interest among researchers in the further development and 

generalization of current research. 

REFERENCES 

 
1. Atannassov.K, Intuitionistic fuzzy sets and systems 20(1)(1986)87-96. 

2. Atannassov.K and Gargov.G,Interval value dintuitionistic fuzzy sets,fuzzy setsandsystems3(1)(1989)343-349. 

Rajarajeswari and Nandhini 

 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

63273 

 

   

 

 

3. Buicongcuong, Picture fuzzy sets, Journal of computer science andcybernetics,V.30,N.4(2014),409-420. 

4. Khan SK.Shymal Ak ,Pal M (2002) Intuitionistic fuzzy matrices 

5. M.Bora, B.Bora, T.J.Neog and D.K.Sut, Intuitionistic fuzzys of t matrix theory and its 

application in medical diagnosis, Ann. Fuzzy Math. Inform.7(1) (2014)143–153. 

6. P.Rajarajeswari and P.Dhanalakshmi, An application of interval valued intuitionistic fuzzys 

of t matrix theoryinmedicaldiagnosis,9(3)(2015),pp.463-472. 

7. Pal M Intutitionistic fuzzy determinant. V.U.J. phys sci 7:87-93 

8. Ragab MG,Emam EG the determinant and adjoint of a square fuzzy matrices. Fuzzt sets syst 61 (3):297-307. 

9. Shovan Dogra, Madhumangal pal (2020) Picture fuzzy matrix and its application. 

10. Zadeh.L.A, fuzzy set. Information and control,8(1965):338. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Rajarajeswari and Nandhini 

 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

63274 

 

   

 

 

Yashoda  

 

A Study on the Infusion of Genetic Algebra and its Constituents 

 
Karen Felicita C1* and   Sahaya Sudha A2, 

 
1Research Scholar, Department of Mathematics, Nirmala College for Women, Coimbatore, Tamil Nadu, 

India. 
2Associate Professor, Department of Mathematics, Nirmala College for Women, Coimbatore, Tamil 

Nadu, India. 

 

Received: 16 Aug 2023                             Revised: 30 Aug  2023                                   Accepted: 04 Sep 2023 

 

*Address for Correspondence 

Karen Felicita C 

Research Scholar,  

Department of Mathematics,  

Nirmala College for Women,  

Coimbatore, India. 

 
 This is an Open Access Journal / article distributed under the terms of the Creative Commons Attribution License 

(CC BY-NC-ND 3.0) which permits unrestricted use, distribution, and reproduction in any medium, provided the 

original work is properly cited. All rights reserved. 
 

 

Algebras when infused with certain principles with Biological sciences turns out to be one of the 

significant interdisciplinary approaches in the field of scientific approach. Genetics, being the study of 

genes and heredity of organisms stands as a branch of biology. Genetics being the important aspect of 

human heredity can be infused with algebra called Genetic Algebra. The basic preliminaries and 

terminologies are discussed in terms of both genetics and Mathematical Sciences. A walk back of Genetic 

Algebra from the past years have been illustrated and viewed. Different Algebraic concepts which 

constitute Genetic Algebras are showcased in this paper. An attempt has been made to investigate the 

Algebra of Genetics in the heredity of organisms using different approaches. Certain case studies in 

Genetic Algebra are interpreted and analysed in this paper. Constituents which constitute Genetic 

Algebra are studied for further application. Genetic Algebra is further applied in the quality of crops in 

agriculture which will optimize the productivity of crops. It is noted and emphasised that Genetic 

Algebra will enhance and maintain the quality with high productivity rate of crops with the association 

of biological investigation. This paper projects and elevates the infusion of genetic algebra for the 

improvisation of plant crops. 

 

Keywords: Algebra, Biological Science, Mathematical Sciences, Genetic Algebra, Genetics, Agriculture, 

Optimize 
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INTRODUCTION 

 
Mathematics, known as queen of Science has its walk through in many applications. Mathematical Sciences when 

combined with Biological Sciences serves as a best approach in Interdisciplinary research which has its progress all 

way forward. Such a combination is Mathematics with Agriculture. Agriculture being the holistic area which holds 

the entire system together. Many researches have been done in many ideologies and results have been produced so 

as to increase the productivity of crops, assigning work in the process of agriculture, distribution of yield, etc.,  In the 

beginning of Crop breeding, by various techniques has undergone many revolutions in the few decades so as to 

increase the crop yield. Researches have been done in the genetic diversity (Kotowska-2009) which resulted in higher 

plant productivity and survival at high genotypic diversity yet did not consider about the phenotypic diversity of the 

plants[2]. Abishek Kumar suggested the Genetic manipulation of photosynthesis to enhance crop productivity under 

changing environmental conditions where the plant develops tolerance to cope with changing environmental 

conditions. Julia Bailey-Serres(2019) explored emerging strategies for enhancing sustainable crop production. Most of 

the reviews focuses on the external risk factors and in improvisation of tolerance in the plant itself[1]. 

 

Suggestions by Euan T Smithers for both biologists and mathematicians illustrated the biological insights afforded by 

mathematical modelling and demonstrated the breadth of mathematically rich problems available within plant 

sciences[3]. Recent review of Meselu Tegenie Mellaku and Ashebir Sidelil Sebside exclaims that the promotion of 

mathematical model-based decision making through accessible mobile application technology integrated with 

national and regional agronomy, climate and market information systems will be an option to enhance the 

sustainable performance of agriculture in the face of climate change [4]. Mathematical and theoretical biology are the 

interdisciplinary scientific research fields with a range of their applications. This combination of Mathematics along 

with Biology is known as ‚Mathematical Biology‛ or ‚Bio-Mathematics’ to stress the side of Mathematics in its 

diversity. Mathematical Biology synchronizes the Mathematical tools to study or forecast biological systems [5]. It 

has its wide range of applications using techniques and tools of applied Mathematics by Mathematical 

representation, treatment and modelling process has both theoretical and practical application in the fields of 

biology, biomedical science and biotechnology[6]. 

 

Many findings reveal and verify the importance of Mathematics behind biology which includes that the population 

growth would be ‚geometric‛ while resources would grow arithmetically*7+. It is foremost important that 

Mathematics could be neglected in the growth of evolution. It is one of the upcoming fields in the current trend and 

in research of biodiversity and it is astonishing that Mathematical Sciences play a vital role in the successive 

progression of the result.  Moving on from Bio-Mathematics to one of the specialized concepts called Mathematical 

genetics which is far now concerned as ‚genetic algebras’. They are possibly non-associative used to model 

inheritance in genetics. In the recent years, many authors have tried to investigate the difficult problem of 

classification of algebra. Lyubich Y illustrates that in an evolution algebra associated to be the free population is 

introduced and by using the non-associative algebra many valid results are obtained in explicit form [8].  In the year 

2008, a new type of algebra was introduced which describes some evolution laws of genetics [9]. The main aim of the 

study is to infuse and verify the genetic algebra constituents in the improvisation of plant crops.   

 

Preliminaries 

Genetic Algebra 

Let g be an algebra over the field K. Assume that g admits a basis {𝑒1 , 𝑒2  , … 𝑒𝑛} such that multiplication constants 

𝑃1𝑖𝑗 ,𝑘with respect to this basis, are given by 

𝑒𝑖  · 𝑒𝑗  = 𝑒𝑖  · 

We say that g is a genetic algebra if the multiplication constants. In that case, the basis {𝑒1, 𝑒2  , … 𝑒𝑛}  is called a natural 

basis. 
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Walk Back of Genetic Algebra 

This section deals with the history of Genetic Algebra along with its different constituents. Genetic Algebra is most 

profoundly deals with the evolution of organisms. The study of genetic algebras was eventually commenced by Ivor 

Etherington where it was studied in the non-associative algebras which arise in the symbolism of genetics [11]. In the 

utilization of genetics, this genetic algebras play a major role which has a basis corresponding to the genetically 

different gametes. Added to it, the structure constant of the algebra encode the probabilities of producing offspring 

of various types. Some special cases, different algebras such as classes of algebra called train algebras and that this 

class includes algebras called special train algebras could be defined [12]. 

 

Train Algebra 

A branch of genetic algebra in a specialized format is the Train algebra which was introduced by Etherington,1939. A 

newer specialized algebra is known as special train algebra has its walkway through genetic algebra[13]. 

 

Baric Algebra 

Another specialized feature of genetic algebra is the baric algebra or known as weighted algebra. The baric algebra 

over the field K is a possibly non-associative algebra over K together with a homomorphism w, called the weight, 

from the algebra to K 

 

METHODOLOGY 
 

The principal tool of investigation of the genetic algebra is the transformation algebra [13]. Transformation Algebra 

helps us to transform the trait we require and enable it so as to verify our assumption.  

Step 1: Converting the phenotypes to algebraic structures 

Plants have the phenotype which exists with the plant which showcases the traits of them. In this case, we consider 

the phenotypes into algebraic structures and verify the properties. 

Step 2: Explicating the non-associative property of Algebra 

The so formed algebraic structures with phenotypes are therein treated with the property of non-associativity of 

algebra where non-associative algebra or distributive algebra is an algebra over a field where the binary 

multiplication operation is not assumed to be associative[AB not equals BA].  

Step 3: Implying the result verified in Plant Productivity 

After changing the phenotypes to non-associative algebraic format, the endured mathematical model will now be 

transferred in real life world by stimulating it in plant productivity wherein the seeds will be transferred as a seed 

what we have favored and preferred for. 

Step 4: Optimizing the productivity of the yield plant crop. 

The above such treated seed will be cultivated and the yield will be optimized using Operation Research models and 

the optimum result will be obtained. 

 

CONCLUSION 
 

This paper enables the bridge between Mathematical Sciences and Biological Sciences which will be a quantitative 

technique in Agricultural Sciences. Furthermore, research and findings will give a broad spectrum of idealogy in its 

future trends. Thus, the Genetic Algebra along with its properties when infused with plant technology provides a 

door for the revolution in plant productivity. 

The main objective of the paper is to enhance and improvise the plant production in accordingly to increase the yield 

and enhance the taste of the food crop. 
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Picture Fuzzy sets (PFS), which are direct extension of fuzzy sets and intuitionistic fuzzy sets and are 

more suited to dealing with vague, unreliable and ambiguous data. In some situations, we cannot predict 

the precises value, in such cases the concept of interval valued picture fuzzy sets are used in which the 

membership, neutral and non-membership degrees are represented as intervals. The classical matrix 

cannot solve the problems involving various types of uncertainties.  In this paper, by using the concept of 

interval valued picture fuzzy sets we introduce a new type of matrices namely interval valued picture 

fuzzy matrices and we defined special restriction on interval valued picture fuzzy matrices. Also we have 

defined some basic operations namely addition, multiplication, transpose and complement on square 

interval valued picture fuzzy matrices. Based on these operations some properties of square interval 

valued picture fuzzy matrices are studied and illustrated with suitable examples. By using the concept of 

interval valued picture fuzzy matrices, we have studied their application in medical diagnosis with 

numerical examples.  

 

Keywords:  Picture fuzzy matrix, Interval valued picture fuzzy set, Special restricted Square picture 

fuzzy matrix. 
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INTRODUCTION 

 
In recent years, it has been found that Fuzzy can be used to solve a variety of complicated problems involving 

uncertainties that arise in the fields of engineering, social science, economics, and other sciences. In the real world, 

there are many uncertainties in every aspect of life. When dealing with problems of this kind, Zadeh's conventional 

fuzzy set[9] concept works well. Since the initial proposal of fuzzy set theory, higher order fuzzy sets have been 

suggested for various applications in a wide range of domains. Among higher fuzzy sets, the Atanassov intuitionistic 

fuzzy set[2] has been proven to be especially beneficial and adaptable. Attanassov and Gargov[3] enlarged the 

intuitionistic fuzzy set to the interval valued intuitionistic fuzzy set, which is distinct by a membership function with 

interval values. Fuzzy matrices were introduced by Hashimoto. Ragab and Emam later looked into the determinant 

of a square fuzzy matrix and the max-min composition of fuzzy matrices. By Kim and Roush , the idea of generalised 

fuzzy matrices was first developed. Pal introduced the idea of fuzzy matrices with fuzzy rows and columns. Pal  

looked into interval valued fuzzy matrices that have such rows and columns. Pradhan and Pal researched the 

triangular fuzzy matrix norm.In this paper we introduce the new concept of interval valued picture fuzzy matrix . 

we also introduce the concept of restricted interval valued picture fuzzy matrix and some basic operations. we have 

studied their application with numerical example in medical diagnosis. 

 

Preliminaries 

Definition 1(1986, Atanassov)An IFS Cover the set of universe X is defind as  

C ={ 𝑥, 𝜆𝐶 𝑥 , 𝜁𝐶 𝑥  : 𝑥 ∈ 𝑋}where 𝜆𝐶 𝑥 ∈[0,1] is the measure of membership  and𝜁𝐶 𝑥 ∈[0,1] is the measure of non-

membership of 𝑥 in C with 0≤ 𝜆𝐶 𝑥 + 𝜁𝐶 𝑥 ≤ 1 for all𝑥 in C.  

 

Definition 2. Let 𝑘1 and 𝑘2 be two real numbers with 𝐾1 ∈[0,1]and 𝐾2 ∈[0,1],  

with 0≤ 𝐾1 + 𝐾2 ≤ 1.Then k=<𝑘1 , 𝑘2> is called IFV. 

 

Definition 3. (Khan et al.2002) An IFM C of order 𝑎 × 𝑏 is defined as C=  𝐶𝑖𝑗𝜆
, 𝐶𝑖𝑗𝜁

  , where 𝐶𝑖𝑗𝜆
∈[0,1] is the measure 

of membership of 𝐶𝑖𝑗  (ij th element of C) and 𝐶𝑖𝑗 𝜁
∈ [0,1] is the measure of non-membership𝐶𝑖𝑗  with the condition0≤

 𝑪𝒊𝒋𝝀 +  𝑪𝒊𝒋𝜻 ≤ 1 for i=1,2,<<<.,a and j=1,2,<<<.,b. 

An IFM C is said to SIFM if the number of rows is equal to the number of columns. 

 

Definition 4.(Sriram and Murugadas2010) An identify IFM I of order a is the SIFM of order a with all diagonal 

entries  1,0  and non-diagonal entries   0,1 . 

 

Definition 5.(Sriram and Murugadas2010) A null IFM 0 of order a is the SIFM of order a with all entries 0,1 .It is to 

be noted that  1,0  𝑖𝑠 𝑡𝑒 greatest IFV and  0,1  is n the least IFV.  so, to define identity IFM and null IFM,Least IFV 

and greatest IFV are needed. 

Considering more possible types of uncertainty and including the measure of neutral membership, Cuong 

introduced PFS in 2013. 

 

Definition 6.(Cuong and Kreinovich 2013) APFS Cover the set of universe X is defined as 

C={ 𝑥, 𝜆𝐶 𝑥 , 𝜂𝐶 𝑥 , 𝜁𝐶 𝑥  : 𝑥 ∈ 𝑋} where 𝜆𝐶 𝑥 ∈[0,1],𝜂𝐶 𝑥 ∈[0,1],  is the measure of membership, neutral 

membership and𝜁𝐶 𝑥 ∈[0,1] is the measure of non-membership of 𝑥 ∈ 𝑋 with the condition 

0≤ 𝜆𝐶 𝑥 + 𝜂𝐶 𝑥 +𝜁𝐶 𝑥 ≤ 1 for all  𝑥 ∈ 𝑋. 
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Definition 7. Let 𝑘1,𝑘2 and 𝑘3 be three real numbers with 𝐾1 ∈[0,1]and 𝐾2 ∈[0,1], 𝐾3 ∈[0,1], 

with 0≤ 𝐾1 + 𝐾2 + 𝐾3 ≤ 1.Then k=<𝑘1 , 𝑘2 , 𝐾3> is called PFV. 

Based Following our definition of IVPFM based on IVPFS. 

 

Interval valued picture fuzzy matrix. 

To generalize the idea ofInterval valued intuitionistic fuzzy matrix(IVIFM), let's defineInterval valued picture fuzzy 

matrix(IVPFM)as follows  

 

Definition 8.  

A IVPFM of size 𝑎 × 𝑏 is defined as    𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

   𝑤𝑒𝑟𝑒 𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

∈ [0,1] are  the lower 

and upper limit of membership degree,𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

∈  0,1  𝑎𝑟𝑒 𝑡𝑒lower and upper limit of neutral membership 

degree, and 𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

∈ [0,1]  are the lower and upper limit of non-membership 𝑑𝑒𝑔𝑟𝑒𝑒 𝑜𝑓  𝑡𝑒 𝑒𝑙𝑒𝑚𝑒𝑛𝑡of  𝐶𝑖𝑗   for 

i=1,2,<<,a and j=1,2,<<.,b satisfying 0≤ 𝐶𝑖𝑗𝜆 𝑈
+ 𝐶𝑖𝑗𝜂 𝑢

+ 𝐶𝑖𝑗𝜁 𝑈
≤ 1. 

 

Definition 9. 

A IVPFM is said to be SIVPFM if the number of rows is equal to the number of columns. 

 

Definition 10. 

Let C==   𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

    be a IPFM of order a x b. Then 𝛽 by Scalar multiplication is given by 

𝛽. 𝐶 = ( 𝛽 ∧ 𝐶𝑖𝑗𝜆 𝐿
, 𝛽 ∧ 𝐶𝑖𝑗𝜆 𝑈

 ,  𝛽 ∧ 𝐶𝑖𝑗𝜂 𝐿
, 𝛽 ∧ 𝐶𝑖𝑗𝜂 𝐿

 ,  𝛽 ∧ 𝐶𝑖𝑗𝜁 𝐿
, 𝛽 ∧ 𝐶𝑖𝑗𝜁 𝑈

 ). 

 

Definition 10. 

LetC=   𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

   and D=   𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

 ,  𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

 ,  𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

    be two SIVPFMs of 

order 𝑎.Then the product C.D is defined as E =C.D =  𝑒𝑖𝑗𝜆
, 𝑒𝑖𝑗𝜂

, 𝑒𝑖𝑗 𝜁
   where𝑒𝑖𝑗 𝜆

= (𝐶𝑖𝑘𝜆 𝐿
∧ 𝑑𝑘𝑗𝜆 𝐿𝑘

∨ ), (𝐶𝑖𝑘𝜆𝑈
∧ 𝑑𝑘𝑗𝜆 𝑈𝑘

∨   

𝑒𝑖𝑗𝜂
= (𝐶𝑖𝑘𝜂 𝐿

∧ 𝑑𝑘𝑗𝜂 𝐿𝑘
∧ ), (𝐶𝑖𝑘𝜂 𝑈

∧ 𝑑𝑘𝑗𝜂 𝑈
)𝑘

∧  and 𝑒𝑖𝑗 𝜁
= (𝐶𝑖𝑘𝜁𝐿

∨ 𝑑𝑘𝑗𝜁 𝐿𝑘
∧ ), (𝐶𝑖𝑘𝜁𝑈

∨ 𝑑𝑘𝑗𝜁 𝑈𝑘
∧ )  for i,j =1,2,<<<,a . 

 

Definition 11. 

Let C=   𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

    andD=   𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

 ,  𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

 ,  𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

    be two SIVPFMs of 

order a. Then C≤ 𝐷 

if  𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ⊆  𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ⊇  𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

 ⊇  𝑑𝑖𝑗𝜁 𝐿
, 𝐶𝑑𝑖𝑗𝜁 𝑈

 for i,j=1,2,<<<.,a. 

 

Definition 12. 

Let C=   𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

    be a SIVPFMs Then multiplication  by a IVPFV k 

= [𝑘1𝐿,𝑘1𝑈], [𝑘2𝐿 , 𝑘2𝑈], [𝑘3𝐿 , 𝑘3𝑈 ]  is defined as 

 k .C =   𝑘1𝐿 ∧ 𝐶𝑖𝑗𝜆 𝐿
, 𝑘1𝑈 ∧ 𝐶𝑖𝑗𝜆 𝑈

 ,  𝑘2𝐿 ∧ 𝐶𝑖𝑗𝜂 𝐿
, 𝑘2𝑈 ∧ 𝐶𝑖𝑗𝜂 𝐿

 ,  𝑘3𝐿 ∨ 𝐶𝑖𝑗𝜁 𝐿
, 𝑘3𝑈 ∨ 𝐶𝑖𝑗𝜁 𝑈

   .  

 

Definition 13. 

Let C=   𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

    be a SIVPFM. Also Let ( 𝑥𝐿 , 𝑥𝑈 ,  𝑦𝐿 , 𝑦𝑈 ,  𝑧𝐿 , 𝑧𝑈 ) be a IVPFV for 

   𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

   ≥  𝑥, 𝑦, 𝑧  it means 
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that 𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ≥  𝑥𝐿 , 𝑥𝑈  ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ≥  𝑦𝐿 , 𝑦𝑈 ,  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

 ≤  𝑧𝐿 , 𝑧𝑈 .   𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

   ≱

( 𝑥𝐿 , 𝑥𝑈 ,  𝑦𝐿 , 𝑦𝑈 ,  𝑧𝐿 , 𝑧𝑈 ) it means that three inequalities 𝐶𝑖𝑗𝜆 𝐿
≥ 𝑥𝐿 , 𝐶𝑖𝑗𝜆 𝑈

≥ 𝑥𝑈  , 𝐶𝑖𝑗𝜂 𝐿
≥ 𝑦𝐿 , 𝐶𝑖𝑗𝜂 𝑈

≥ 𝑦𝑈 , 𝐶𝑖𝑗𝜁 𝐿
≤

𝑧𝐿 , 𝐶𝑖𝑗𝜁 𝑈
≤ 𝑧𝑈do not hold at a time. We will now propose restricted interval valued picture fuzzy matrices by limiting 

the measure of membership, neutral membership and non-membership but keeping their sum in the interval. 

 

Definition 14. 

For three chosen interval valued  real numbers [𝜙1𝐿 , 𝜙1𝑈] ∈  0,1 , [𝜙2𝐿 , 𝜙2𝑈] ∈  0,1  𝑎𝑛𝑑[ 𝜙3𝐿 , 𝜙3𝑈] ∈  0,1  with 𝜙1𝑈 +

𝜙2𝑈 = 1, 𝑎𝑛𝑑  𝜙2𝑈 + 𝜙3𝑈 = 1 a restricted IVPFM namely C of size 𝑎 × 𝑏 is defined as 

C=   𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

   where 𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

  ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

  𝑎𝑛𝑑 𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

 are respectively,the 

measure of membership, neutral membership and non-membership of 𝐶𝑖𝑗  for i=1,2, 3, <<, a; j=1,2, 3, <..., b with 

 𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ⊆  𝜙1𝐿 , 𝜙1𝑈 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝑈

 ⊆  𝜙2𝐿 , 𝜙2𝑈 ,  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

 ⊆  𝜙3𝐿 , 𝜙3𝑈  satisfying 0≤ 𝐶𝑖𝑗𝜆 𝑈
+ 𝐶𝑖𝑗𝜂 𝑢

+ 𝐶𝑖𝑗𝜁 𝑈
≤ 1. 

A special restricted SIVPFM is a restricted SIVPFM if [𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

]= 𝜙2𝐿 , 𝜙2𝐿  for i,j=1,2,3,<<..,a. 

Any restricted SIVPFM C = ( 𝑥, 𝑦, 𝑧  ) of order 2.Let us consider a SIVPFM D of order 2 with all diagonal entries 

 𝜙1𝐿,𝜙2 , 0  and non-diagonal entries  0, 𝜙2, 𝜙3 .Then 𝑥 ∈  0, 𝜙1 ,𝑦 ∈  0, 𝜙1  𝑎𝑛𝑑 𝑧 ∈  0, 𝜙1 .Let 

E=C.D=   𝑒𝑖𝑗𝜆 𝐿
, 𝑒𝑖𝑗𝜆 𝑈

 ,  𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝐿

 ,  𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈

   Then    𝑒𝑖𝑗𝜆 𝐿
, 𝑒𝑖𝑗𝜆 𝑈

 ,  𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝐿

 ,  𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈

   =   𝑥 ∧ 𝜙1 ∨

 𝑥 ∧ 𝜙2 ,  𝑦 ∧ 𝜙2 ∧  𝑦 ∧ 𝜙2 ,  𝑧 ∨ 0 ∧  𝑧 ∧ 𝜙3   = 𝑥, 𝑦, 𝑧 . 𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑙𝑦, it can be shown that rest entries of R are also 

 𝑥, 𝑦, 𝑧 . Consequently C.D = C. 

For having lowest IVPFV 0, 𝜙2, 𝜙3 ≤  𝑥, 𝑦, 𝑧 , 𝑖. 𝑒, 0≤ 𝑥, 𝜙2 ≤ 𝑦, 𝜙3 ≥ 𝑧 which concludes that for existing least IVPFV 

𝑦 = 𝜙2 . 𝑠𝑜 for defining null and identity IVPFM.it needs special restricted SIVPFM.  

Identity special restricted IVPFM and null special restricted IVPFM are described as follows based on the 

aforementioned idea. 

 

Definition 15 

A special restricted SIVPFM is referred to as an identity special restricted IVPFM if it has nondiagonal values 

  𝜙1𝐿,𝜙1𝑈 ,  𝜙2𝐿,𝜙2𝑈 , 0 , as well as diagonal entries of  0,  𝜙2𝐿,𝜙2𝑈 ,  𝜙3𝐿,𝜙3𝑈   

 

Definition 16 

If a special restricted SIVPFM has all entries 0,  𝜙2𝐿,𝜙2𝑈 ,  𝜙3𝐿,𝜙3𝑈  , Then it is called null special restricted IVPFM. 

It is clear that when𝜙2 = 0, 𝜙1 = 1, 𝜙3=1 Then 0 ≤    𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

   ≤ 1,    𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

   = 1,0 ≤    𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

   ≤ 1 

with 0 ≤    𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

   ≤ 1. Now ,by replacing the measure  membership by the measure 

of neutral membership and the measure of non-membership IVPFM is obtained. Thus, null IVIFM is obtained with 

all entries 0, 𝜙3 =  0,1  and identity IVIFM is obtained with diagonal entries  𝜙1 , 0 =  0,1  and non -diagonal 

entries  0, 𝜙3 =  0,1  so identity IVIFM and null IFM, respectively. 

Now, Let us define some basic operations on SIVPFMs. 

 

Definition 17 

Let C and D be two SIVPFMs of order a then the following operations are defined. 

(i) C ⨀D=    𝐶𝑖𝑗𝜆 𝐿
. 𝑑𝑖𝑗𝜆 𝐿

, 𝐶𝑖𝑗𝜆 𝑈
. 𝑑𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
. 𝑑𝑖𝑗𝜂 𝐿

, 𝐶𝑖𝑗𝜂 𝑈
. 𝑑𝑖𝑗𝜂 𝑈

 ,  𝐶𝑖𝑗𝜁 𝐿
. 𝑑𝑖𝑗𝜁 𝐿

, 𝐶𝑖𝑗𝜁 𝑈
. 𝑑𝑖𝑗𝜁 𝑈

   , 

(ii) C ∨D=    𝐶𝑖𝑗𝜆 𝐿
∨ 𝑑𝑖𝑗𝜆 𝐿

, 𝐶𝑖𝑗𝜆 𝑈
∨ 𝑑𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
∧ 𝑑𝑖𝑗𝜂 𝐿

, 𝐶𝑖𝑗𝜂 𝑈
∧ 𝑑𝑖𝑗𝜂 𝑈

 ,  𝐶𝑖𝑗𝜁 𝐿
∧ 𝑑𝑖𝑗𝜁 𝐿

, 𝐶𝑖𝑗𝜁 𝑈
∧ 𝑑𝑖𝑗𝜁 𝑈

   , 

(iii) C ∧D=    𝐶𝑖𝑗𝜆 𝐿
∧ 𝑑𝑖𝑗𝜆 𝐿

, 𝐶𝑖𝑗𝜆 𝑈
∧ 𝑑𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
∧ 𝑑𝑖𝑗𝜂 𝐿

, 𝐶𝑖𝑗𝜂 𝑈
∧ 𝑑𝑖𝑗𝜂 𝑈

 ,  𝐶𝑖𝑗𝜁 𝐿
∨ 𝑑𝑖𝑗𝜁 𝐿

, 𝐶𝑖𝑗𝜁 𝑈
∨ 𝑑𝑖𝑗𝜁 𝑈

   , 

(iv) 𝑪𝒕 =    𝐶𝑗𝑖𝜆 𝐿
, 𝐶𝑗𝑖𝜆 𝑈

 ,  𝐶𝑗𝑖𝜂 𝐿
, 𝐶𝑗𝑖𝜂 𝐿

 ,  𝐶𝑗𝑖𝜁 𝐿
, 𝐶𝑗𝑖𝜁 𝑈

   , 

(v) 𝑪  =   𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

   ( complement of SIVPFM P) 
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A few properties on SPFM 

The proposition that follows will be used in this investigation of some ground properties of SIVPFM. 

 

Proposition 1.  

Let C and D two SIVPFM of same order. Then 

(i) C ∧ D = D ∧ C, 

(ii) C ∨ D = D ∨ C, 

(iii)  Ct t = C, 

(iv)  C  t =  Ct  , 

(v) C ∧ (D ∨ E) =( C ∧ D) ∨ (C ∧ E) 

(vi) C ∨  D ∨ E =( C ∨ D) ∧  C ∨ E  

(vii)  K. C t=K. Ct  for a IVPFV k= [k1L , k1U ], [k2L , k2U ], [k3L , k3U ] , 

(viii) C⨀C ⊙ C … … … … ⊙ C n times = (  0,0 ,  0,0 ,  0,0  ))n→∞
lim  

When ever 0 ≤    𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

   < 1, 0 ≤    𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

   < 1,0 ≤    𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

   < 1. 

Proof 

Let C=   𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

    and D=   𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

 ,  𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

 ,  𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

   be two SIVPFM of 

order 𝑎. 

(i) We have,                                                                                                       

𝐶 ∧ 𝐷=    𝐶𝑖𝑗𝜆 𝐿
∧ 𝑑𝑖𝑗𝜆 𝐿

, 𝐶𝑖𝑗𝜆 𝑈
∧ 𝑑𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
∧ 𝑑𝑖𝑗𝜂 𝐿

, 𝐶𝑖𝑗𝜂 𝑈
∧ 𝑑𝑖𝑗𝜂 𝑈

 ,  𝐶𝑖𝑗𝜁 𝐿
∨ 𝑑𝑖𝑗𝜁 𝐿

, 𝐶𝑖𝑗𝜁 𝑈
∨ 𝑑𝑖𝑗𝜁 𝑈

    

=    𝑑𝑖𝑗𝜆 𝐿
∧ 𝑐𝑖𝑗𝜆 𝐿

, 𝑑𝑖𝑗𝜆 𝑈
∧ 𝑐𝑖𝑗𝜆 𝑈

 ,  𝑑𝑖𝑗𝜂 𝐿
∧ 𝑐𝑖𝑗𝜂 𝐿

, 𝑑𝑖𝑗𝜂 𝑈
∧ 𝑐𝑖𝑗𝜂 𝑈

 ,  𝑑𝑖𝑗𝜁 𝐿
∨ 𝑐𝑖𝑗𝜁 𝐿

, 𝑑𝑖𝑗𝜁 𝑈
∨ 𝑐𝑖𝑗𝜁 𝑈

    

            = 𝐷 ∧ 𝐶, 

(ii) We have 

   𝐶 ∨ 𝐷 =    𝐶𝑖𝑗𝜆 𝐿
∨ 𝑑𝑖𝑗𝜆 𝐿

, 𝐶𝑖𝑗𝜆 𝑈
∨ 𝑑𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
∧ 𝑑𝑖𝑗𝜂 𝐿

, 𝐶𝑖𝑗𝜂 𝑈
∧ 𝑑𝑖𝑗𝜂 𝑈

 ,  𝐶𝑖𝑗𝜁 𝐿
∧ 𝑑𝑖𝑗𝜁 𝐿

, 𝐶𝑖𝑗𝜁 𝑈
∧ 𝑑𝑖𝑗𝜁 𝑈

    

=    𝑑𝑖𝑗𝜆 𝐿
∨ 𝑐𝑖𝑗𝜆 𝐿

, 𝑑𝑖𝑗𝜆 𝑈
∨ 𝑐𝑖𝑗𝜆 𝑈

 ,  𝑑𝑖𝑗𝜂 𝐿
∧ 𝑐𝑖𝑗𝜂 𝐿

, 𝑑𝑖𝑗𝜂 𝑈
∧ 𝑐𝑖𝑗𝜂 𝑈

 ,  𝑑𝑖𝑗𝜁 𝐿
∧ 𝑐𝑖𝑗𝜁 𝐿

, 𝑑𝑖𝑗𝜁 𝑈
∧ 𝑐𝑖𝑗𝜁 𝑈

    

= 𝐷 ∨ 𝐶, 

(iii) Wehave                                                                                                                                       

𝐶t=    𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

    
t
 

        =   𝐶𝑗𝑖𝜆 𝐿
, 𝐶𝑗𝑖𝜆 𝑈

 ,  𝐶𝑗𝑖𝜂 𝐿
, 𝐶𝑗𝑖𝜂 𝐿

 ,  𝐶𝑗𝑖𝜁 𝐿
, 𝐶𝑗𝑖𝜁 𝑈

    

 Ct t=    𝐶𝑗𝑖𝜆 𝐿
, 𝐶𝑗𝑖𝜆 𝑈

 ,  𝐶𝑗𝑖𝜂 𝐿
, 𝐶𝑗𝑖𝜂 𝐿

 ,  𝐶𝑗𝑖𝜁 𝐿
, 𝐶𝑗𝑖𝜁 𝑈

    
t
 

 =   𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

    

                       = C 

         (iv)    Here 

𝐶  =   𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

    

Therefore  

  C  t =     𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

    
t
 

                      =   𝐶𝑗𝑖𝜁 𝐿
, 𝐶𝑗𝑖𝜁 𝑈

 ,  𝐶𝑗𝑖𝜂 𝐿
, 𝐶𝑗𝑖𝜂 𝐿

 ,  𝐶𝑗𝑖𝜆 𝐿
, 𝐶𝑗𝑖𝜆 𝑈

    

Now,    𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

    
t
 

        =   𝐶𝑗𝑖𝜆 𝐿
, 𝐶𝑗𝑖 𝜆𝑈

 ,  𝐶𝑗𝑖𝜂 𝐿
, 𝐶𝑗𝑖𝜂 𝐿

 ,  𝐶𝑗𝑖𝜁 𝐿
, 𝐶𝑗𝑖𝜁 𝑈
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Therefore 

 Ct  =    𝐶𝑗𝑖𝜁 𝐿
, 𝐶𝑗𝑖𝜁 𝑈

 ,  𝐶𝑗𝑖𝜂 𝐿
, 𝐶𝑗𝑖𝜂 𝐿

 ,  𝐶𝑗𝑖𝜆 𝐿
, 𝐶𝑗𝑖𝜆 𝑈

   
𝑡
  Thus  C  t =  Ct   

(v)C ∧  D ∨ E =    𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

   ∧ 

   𝐶𝑖𝑗𝜆 𝐿
∧ (𝑑𝑖𝑗𝜆 𝐿

∨ 𝑒𝑖𝑗𝜆 𝐿
), 𝐶𝑖𝑗𝜆 𝑈

∧ (𝑑𝑖𝑗𝜆 𝑈
∨ 𝑒𝑖𝑗𝜆 𝑈

) ,  𝐶𝑖𝑗𝜂 𝐿
∧ (𝑑𝑖𝑗𝜂 𝐿

∧ 𝑒𝑖𝑗𝜂 𝐿
), 𝐶𝑖𝑗𝜂 𝐿

∧ (𝑑𝑖𝑗𝜂 𝑈
∧ 𝑒𝑖𝑗𝜂 𝑈

) ,  𝐶𝑖𝑗𝜁 𝐿
∧ (𝑑𝑖𝑗𝜁 𝐿

∧ 𝑒𝑖𝑗𝜁 𝐿
), 𝐶𝑖𝑗𝜁 𝐿

∧ (𝑑𝑖𝑗𝜁 𝑈
∧ 𝑒𝑖𝑗𝜁 𝑈

)    

= C ∧ D ∨  C ∧ E  

(vi)  C ∨  D ∧ E =    𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

   ∨ 

   𝐶𝑖𝑗𝜆 𝐿
∨ (𝑑𝑖𝑗𝜆 𝐿

∧ 𝑒𝑖𝑗𝜆 𝐿
), 𝐶𝑖𝑗𝜆 𝑈

∨ (𝑑𝑖𝑗𝜆 𝑈
∧ 𝑒𝑖𝑗𝜆 𝑈

) ,  𝐶𝑖𝑗𝜂 𝐿
∨ (𝑑𝑖𝑗𝜂 𝐿

∧ 𝑒𝑖𝑗𝜂 𝐿
), 𝐶𝑖𝑗𝜂 𝐿

∨ (𝑑𝑖𝑗𝜂 𝑈
∧ 𝑒𝑖𝑗𝜂 𝑈

) ,  𝐶𝑖𝑗𝜁 𝐿
∨ (𝑑𝑖𝑗𝜁 𝐿

∧ 𝑒𝑖𝑗𝜁 𝐿
), 𝐶𝑖𝑗𝜁 𝑈

∨

(𝑑𝑖𝑗𝜁 𝑈
∧ 𝑒𝑖𝑗𝜁 𝑈

)    

= C ∨ D ∧  C ∨ E  

 (vii)We have  

 K. C t =     k1L , k1U  ,  k2L , k2U  ,  k3L , k2U   .    𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

     
𝑡
 

=   𝑘1𝐿 ∧ 𝐶𝑖𝑗𝜆 𝐿
, 𝑘1𝑈 ∧ 𝐶𝑖𝑗𝜆 𝑈

 ,  𝑘2𝐿 ∧ 𝐶𝑖𝑗𝜂 𝐿
, 𝑘2𝑈 ∧ 𝐶𝑖𝑗𝜂 𝐿

 ,  𝑘3𝐿 ∨ 𝐶𝑖𝑗𝜁 𝐿
, 𝑘3𝑈 ∨ 𝐶𝑖𝑗𝜁 𝑈

   
𝑡
 

                      =       k1L , k1U  ∧  𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ,  k2L , k2U  ∧  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  k3L , k3U  ∨  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

    
𝑡
 

=   k1L , k1U  ∧  𝐶𝑗𝑖𝜆 𝐿
, 𝐶𝑗𝑖𝜆 𝑈

 ,  k2L , k2U  ∧  𝐶𝑗𝑖𝜂 𝐿
, 𝐶𝑗𝑖𝜂 𝐿

 ,  k3L , k3U  ∨  𝐶𝑗𝑖𝜁 𝐿
, 𝐶𝑗𝑖𝜁 𝑈

    

    k1L , k1U  ,  k2L , k2U  ,  k3L , k2U   .    𝐶𝑗𝑖𝜆 𝐿
, 𝐶𝑗𝑖𝜆 𝑈

 ,  𝐶𝑗𝑖𝜂 𝐿
, 𝐶𝑗𝑖𝜂 𝐿

 ,  𝐶𝑗𝑖𝜁 𝐿
, 𝐶𝑗𝑖𝜁 𝑈

      

 =k.𝐶𝑡  

(viii) 𝐶⨀𝐶 =    𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

    .   𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

    

   𝐶𝑖𝑗𝜆 𝐿
. 𝐶𝑖𝑗𝜆 𝐿

, 𝐶𝑖𝑗𝜆 𝑈
. 𝐶𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
. 𝐶𝑖𝑗𝜂 𝐿

, 𝐶𝑖𝑗𝜂 𝑈
. 𝐶𝑖𝑗𝜂 𝑈

 ,  𝐶𝑖𝑗𝜁 𝐿
. 𝐶𝑖𝑗𝜁 𝑈

, 𝐶𝑖𝑗𝜁 𝐿
. 𝐶𝑖𝑗𝜁 𝑈

    

=   𝐶𝑖𝑗𝜆 𝐿

2, 𝐶𝑖𝑗𝜆 𝑈

2 ,  𝐶𝑖𝑗𝜂 𝐿

2, 𝐶𝑖𝑗𝜂 𝑈

2 ,  𝐶𝑖𝑗𝜁 𝐿

2 , 𝐶𝑖𝑗𝜁 𝑈

2   𝐶⨀𝐶⨀𝐶=   𝐶𝑖𝑗𝜆 𝐿

3 , 𝐶𝑖𝑗𝜆 𝑈

3 ,  𝐶𝑖𝑗𝜂 𝐿

3, 𝐶𝑖𝑗𝜂 𝑈

3 ,  𝐶𝑖𝑗𝜁 𝐿

3, 𝐶𝑖𝑗𝜁 𝑈

3   .Proceeding 

in this way. It is obtained that 

𝐶⨀𝐶⨀ … … … … . ⨀𝐶 𝑛 𝑡𝑖𝑚𝑒𝑠 =    𝐶𝑖𝑗𝜆 𝐿

𝑛 , 𝐶𝑖𝑗𝜆 𝑈

𝑛 ,  𝐶𝑖𝑗𝜂 𝐿

𝑛 , 𝐶𝑖𝑗𝜂 𝑈

𝑛 ,  𝐶𝑖𝑗𝜁 𝐿

𝑛 , 𝐶𝑖𝑗𝜁 𝑈

𝑛   .since   𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

   ⊆

 0,1 ,    𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

   ⊆  0,1 ,    𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

   ⊆  0,1 , 

lim
𝑛→∞

 𝐶𝑖𝑗𝜆 𝐿

𝑛 , 𝐶𝑖𝑗𝜆 𝑈

𝑛 =  0,0 , lim
𝑛→∞

 𝐶𝑖𝑗𝜂 𝐿

𝑛 , 𝐶𝑖𝑗𝜂 𝑈

𝑛  = [0,0], lim
𝑛→∞

 𝐶𝑖𝑗𝜁 𝐿

𝑛 , 𝐶𝑖𝑗𝜁 𝑈

𝑛 

=  0,0 lim
𝑛→∞

𝐶⨀𝐶⨀ … … …… . ⨀𝐶 𝑛 𝑡𝑖𝑚𝑒𝑠 =    0,0 ,  0,0 ,  0,0   . 

Proposition 2  

Let C and D be two Special restricted SIVPFMs of same order a. Then C∨ 𝐷 ≥ 𝐶 𝑎𝑛𝑑 𝐶 ∨ 𝐷 ≥ 𝐷 . 

Proof 

Let C=   𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

    and D=   𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

 ,  𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

 ,  𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

   be two SIVPFM of 

order 𝑎and restricted for three interval valued real numbers  𝜙1𝐿 , 𝜙1𝑈 ⊆ [0,1], 𝜙2𝐿 , 𝜙2𝑈 ⊆  0,1 𝑎𝑛𝑑 𝜙3𝐿 , 𝜙3𝑈 ⊆
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[0,1]with 

𝜙1𝑈 + 𝜙2𝑈 = 1 𝑎𝑛𝑑 𝜙2𝑈 + 𝜙3𝑈 = 1.Then 𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 𝑎𝑛𝑑 𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

 ⊆  𝜙1𝐿 , 𝜙1𝑈 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 𝑎𝑛𝑑 𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

 =

 𝜙2𝐿 , 𝜙2𝑈   ,   𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

 𝑎𝑛𝑑 𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

  ⊆  𝜙3𝐿 , 𝜙3𝑈 . 

Now 𝐶 ∨ 𝐷 =    𝐶𝑖𝑗𝜆 𝐿
∨ 𝑑𝑖𝑗𝜆 𝐿

, 𝐶𝑖𝑗𝜆 𝑈
∨ 𝑑𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
∧ 𝑑𝑖𝑗𝜂 𝐿

, 𝐶𝑖𝑗𝜂 𝑈
∧ 𝑑𝑖𝑗𝜂 𝑈

 ,  𝐶𝑖𝑗𝜁 𝐿
∧ 𝑑𝑖𝑗𝜁 𝐿

, 𝐶𝑖𝑗𝜁 𝑈
∧ 𝑑𝑖𝑗𝜁 𝑈

   for i,j=1,2,3,<<..a. 

It is observed that 𝐶𝑖𝑗𝜆 𝐿
∨ 𝑑𝑖𝑗𝜆 𝐿

, 𝐶𝑖𝑗𝜆 𝑈
∨ 𝑑𝑖𝑗𝜆 𝑈

 ⊇  𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

  

  

  𝐶𝑖𝑗𝜂 𝐿
∧ 𝑑𝑖𝑗𝜂 𝐿

, 𝐶𝑖𝑗𝜂 𝑈
∧ 𝑑𝑖𝑗𝜂 𝑈

  ⊇ [𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

] 

  

  𝐶𝑖𝑗𝜁 𝐿
∧ 𝑑𝑖𝑗𝜁 𝐿

 ∧   𝑑𝑖𝑗𝜁 𝐿
∧ 𝑑𝑖𝑗𝜁 𝑈

   ⊆  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

 . 

hence by using the Definition 11 we have 𝐶 ∨ 𝐷 ≥ 𝐶 

 Similarly we can prove that 𝐶 ∨ 𝐷 ≥ 𝐷 . 

Proposition 3 

Let C and D be two Special restricted SIVPFMs of same order a. Then  𝐶 ∨ 𝐷 ≥ 𝐶 ∧ 𝐷. 

Proof 

Let C=   𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

    and D=   𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

 ,  𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

 ,  𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

   be two SIVPFM of 

order 𝑎.Then 

𝐶 ∨ 𝐷 =    𝐶𝑖𝑗𝜆 𝐿
∨ 𝑑𝑖𝑗𝜆 𝐿

, 𝐶𝑖𝑗𝜆 𝑈
∨ 𝑑𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
∧ 𝑑𝑖𝑗𝜂 𝐿

, 𝐶𝑖𝑗𝜂 𝑈
∧ 𝑑𝑖𝑗𝜂 𝑈

 ,  𝐶𝑖𝑗𝜁 𝐿
∧ 𝑑𝑖𝑗𝜁 𝐿

, 𝐶𝑖𝑗𝜁 𝑈
∧ 𝑑𝑖𝑗𝜁 𝑈

    

C ∧D=    𝐶𝑖𝑗𝜆 𝐿
∧ 𝑑𝑖𝑗𝜆 𝐿

, 𝐶𝑖𝑗𝜆 𝑈
∧ 𝑑𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
∧ 𝑑𝑖𝑗𝜂 𝐿

, 𝐶𝑖𝑗𝜂 𝑈
∧ 𝑑𝑖𝑗𝜂 𝑈

 ,  𝐶𝑖𝑗𝜁 𝐿
∨ 𝑑𝑖𝑗𝜁 𝐿

, 𝐶𝑖𝑗𝜁 𝑈
∨ 𝑑𝑖𝑗𝜁 𝑈

    

It is  Clear  that  𝐶𝑖𝑗𝜆 𝐿
∨ 𝑑𝑖𝑗𝜆 𝐿

, 𝐶𝑖𝑗𝜆 𝑈
∨ 𝑑𝑖𝑗𝜆 𝑈

  ⊇   𝐶𝑖𝑗𝜆 𝐿
∧ 𝑑𝑖𝑗𝜆 𝐿

, 𝐶𝑖𝑗𝜆 𝑈
∧ 𝑑𝑖𝑗𝜆 𝑈

   

   𝐶𝑖𝑗𝜂 𝐿
∧ 𝑑𝑖𝑗𝜂 𝐿

, 𝐶𝑖𝑗𝜂 𝑈
∧ 𝑑𝑖𝑗𝜂 𝑈

  ⊇   𝐶𝑖𝑗𝜂 𝐿
∧ 𝑑𝑖𝑗𝜂 𝐿

, 𝐶𝑖𝑗𝜂 𝑈
∧ 𝑑𝑖𝑗𝜂 𝑈

   

   𝐶𝑖𝑗𝜁 𝐿
∧ 𝑑𝑖𝑗𝜁 𝐿

, 𝐶𝑖𝑗𝜁 𝑈
∧ 𝑑𝑖𝑗𝜁 𝑈

  ⊆   𝐶𝑖𝑗𝜁 𝐿
∨ 𝑑𝑖𝑗𝜁 𝐿

, 𝐶𝑖𝑗𝜁 𝑈
∨ 𝑑𝑖𝑗𝜁 𝑈

   

So 𝐶 ∨ 𝐷 ≥ 𝐶 ∧ 𝐷. 

 

Proposition 4 

Let C, D and E be three Special restricted SIVPFMs of same order. Then C∨ 𝐸 ≥ D ∨ 𝐸 𝑤𝑒𝑛𝑒𝑣𝑒𝑟 𝐶 ≥ 𝐷. 

Proof 

Let C=   𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

    and D=   𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

 ,  𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

 ,  𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

   E= 

   𝑒𝑖𝑗𝜆 𝐿
, 𝑒𝑖𝑗𝜆 𝑈

 ,  𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝐿

 ,  𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈

    

 

be three Special restricted SIVPFM of order 𝑎  by three interval valued real numbers  𝜙1𝐿 , 𝜙1𝑈 ⊆ [0,1], 𝜙2𝐿 , 𝜙2𝑈 ⊆

 0,1 𝑎𝑛𝑑 𝜙3𝐿 , 𝜙3𝑈 ⊆ [0,1]with 𝜙1𝑈 + 𝜙2𝑈 = 1 𝑎𝑛𝑑 𝜙2𝑈 + 𝜙3𝑈 = 1.Then 𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ,  𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

  𝑎𝑛𝑑 𝑒𝑖𝑗𝜆 𝐿
, 𝑒𝑖𝑗𝜆 𝑈

 ⊆

 𝜙1𝐿 , 𝜙1𝑈 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

 𝑎𝑛𝑑 𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝐿

 =  𝜙2𝐿 , 𝜙2𝑈   ,   𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

 ,  𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

  𝑎𝑛𝑑 𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈

 ⊆
 𝜙3𝐿 , 𝜙3𝑈  

𝐶 ≥ 𝐷 ⇒   𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

  ⊇   𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

  , 

  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

  ⊇   𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

  ,   𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

   ⊆    𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

    

𝑊𝑒𝑛   𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

  ⊇   𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

  ⊇   𝑒𝑖𝑗𝜆 𝐿
, 𝑒𝑖𝑗𝜆 𝑈

  , 

 

  𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

  ∨   𝑒𝑖𝑗𝜆 𝐿
, 𝑒𝑖𝑗𝜆 𝑈

  =    𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

    and   𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

   ∨   𝑒𝑖𝑗𝜆 𝐿
, 𝑒𝑖𝑗𝜆 𝑈

  =    𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

    

Rajarajeswari and Nandhini 

 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

63285 

 

   

 

 

When   𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

  ⊇   𝑒𝑖𝑗𝜆 𝐿
, 𝑒𝑖𝑗𝜆 𝑈

  ⊇   𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

  ,   𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

   ∨   𝑒𝑖𝑗𝜆 𝐿
, 𝑒𝑖𝑗𝜆 𝑈

  =    𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

    

and   𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

   ∨   𝑒𝑖𝑗𝜆 𝐿
, 𝑒𝑖𝑗𝜆 𝑈

  =    𝑒𝑖𝑗𝜆 𝐿
, 𝑒𝑖𝑗𝜆 𝑈

    

When  

  𝑒𝑖𝑗𝜆 𝐿
, 𝑒𝑖𝑗𝜆 𝑈

  ⊇   𝑐𝑖𝑗𝜆 𝐿
, 𝑐𝑖𝑗𝜆 𝑈

  ⊇   𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

  ,   𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

   ∨   𝑒𝑖𝑗𝜆 𝐿
, 𝑒𝑖𝑗𝜆 𝑈

  =    𝑒𝑖𝑗𝜆 𝐿
, 𝑒𝑖𝑗𝜆 𝑈

    

and   𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

   ∨   𝑒𝑖𝑗𝜆 𝐿
, 𝑒𝑖𝑗𝜆 𝑈

  =    𝑒𝑖𝑗𝜆 𝐿
, 𝑒𝑖𝑗𝜆 𝑈

    

Now  

𝑤𝑒𝑛   𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝑈

  ⊇   𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝑈

  ⊇   𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝑈

  ,   𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝑈

   ∧    𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝑈

   =    𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝑈

    

and   𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝑈

   ∧    𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝑈

   =    𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝑈

    

When  

  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝑈

  ⊇    𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝑈

   ⊇   𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

  ,   𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝑈

   ∧    𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝑈

   =   𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝑈

   

and  𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝑈

  ∧    𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝑈

   =     𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝑈

     

When  

  𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝑈

  ⊇   𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝑈

  ⊇   𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

  ,   𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝑈

   ∧    𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝑈

   =     𝑐𝑖𝑗𝜂 𝐿
, 𝑐𝑖𝑗𝜂 𝑈

     

and   𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

   ∨    𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝑈

   =     𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝑈

     

Also  

𝑤𝑒𝑛   𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

  ⊆   𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

  ⊆   𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈

  ,   𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

   ∧    𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈

   =    𝑐𝑖𝑗𝜁 𝐿
, 𝑐𝑖𝑗𝜁 𝑈

    

and   𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

   ∧    𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈

   =   𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

   

When  

  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

  ⊆    𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈

   ⊆   𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

  ,   𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

   ∧    𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈

   =   𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

   

and   𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

   ∧    𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈

   =     𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈

     

When  

  𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈

  ⊆   𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

  ⊆   𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

  ,   𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

   ∧    𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈

   =    𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈

    

and   𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

   ∨    𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈

   =     𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈

     

             Therefore, it is obtained that    𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

   ∨   𝑒𝑖𝑗𝜆 𝐿
, 𝑒𝑖𝑗𝜆 𝑈

  ⊇   𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

  ∨   𝑒𝑖𝑗𝜆 𝐿
, 𝑒𝑖𝑗𝜆 𝑈

    

   𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

   ∧   𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝑈

  ⊇   𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

  ∧   𝑒𝑖𝑗𝜆 𝐿
, 𝑒𝑖𝑗𝜆 𝑈

     𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

   ∧   𝑒𝑖𝑗𝜆 𝐿
, 𝑒𝑖𝑗𝜆 𝑈

  ⊆   𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

  ∧

  𝑒𝑖𝑗𝜆 𝐿
, 𝑒𝑖𝑗𝜆 𝑈

   for i,j=1,2,3,<<<a. consequently, 

C∨ 𝐸 ≥ D ∨ 𝐸.  

 

Proposition 5. 

Let C,D and E be three Special restricted SIVPFMs of same order. Then C∧ 𝐸 ≤ D ∧ 𝐸 𝑤𝑒𝑛𝑒𝑣𝑒𝑟 𝐶 ≤ 𝐷. 
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Proof 

Similarly we can prove as in proposition 4. 

Proposition 6. 

Let C ,D and E be three Special restricted SIVPFMs of same order. Then𝐶 ≤ 𝐷 𝑖𝑚𝑝𝑙𝑖𝑒𝑠 C∧ 𝐸 = 0 𝑤𝑒𝑛𝑒𝑣𝑒𝑟D ∧ 𝐸 = 0. 

Proof 

Let C=   𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

    and D=   𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

 ,  𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

 ,  𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

   be two SIVPFM of 

order 𝑥 for three real numbers  𝜙1𝐿 , 𝜙1𝑈 ∈ [0,1], 𝜙2𝐿 , 𝜙2𝑈 ∈  0,1 𝑎𝑛𝑑 𝜙3𝐿 , 𝜙3𝑈 ∈ [0,1]with 𝜙1𝑈 + 𝜙2𝑈 = 1 𝑎𝑛𝑑 𝜙2𝑈 +

𝜙3𝑈 = 1.Then  𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ,  𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

  ∈  𝜙1𝐿 , 𝜙1𝑈  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 =  𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

 =

 𝜙2𝐿 , 𝜙2𝑈   𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

 ,  𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

  ∈  𝜙3𝐿 , 𝜙3𝑈 with0 ≤    𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 +  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 +  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

   ≤ 1.0 ≤

   𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

 +  𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

 +  𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

   ≤ 1.for i,j=1,2,3,<<<a. 

Now C≤D  ⇒ 𝐶 ∧ 𝐸 ≤ 𝐷 ∧ 𝐸 =   0,  𝜙2𝐿,𝜙2𝑈 ,  𝜙3𝐿,𝜙3𝑈    

(by proposition 5)𝐶 ∧ 𝐸 = 𝑆 =    𝑠𝑖𝑗𝜆 𝐿
, 𝑠𝑖𝑗𝜆 𝑈

 ,  𝑠𝑖𝑗𝜂 𝐿
, 𝑠𝑖𝑗𝜂 𝐿

 ,  𝑠𝑖𝑗𝜁 𝐿
, 𝑠𝑖𝑗𝜁 𝑈

    

   𝑠𝑖𝑗𝜆 𝐿
, 𝑠𝑖𝑗𝜆 𝑈

 ,  𝑠𝑖𝑗𝜂 𝐿
, 𝑠𝑖𝑗𝜂 𝐿

 ,  𝑠𝑖𝑗𝜁 𝐿
, 𝑠𝑖𝑗𝜁 𝑈

   ≤   0, 𝜙2𝐿 , 𝜙2𝑈 , 𝜙3𝐿 , 𝜙3𝑈    𝑠𝑖𝑗𝜆 𝐿
, 𝑠𝑖𝑗𝜆 𝑈

  ≤ 0,   𝑠𝑖𝑗𝜂 𝐿
, 𝑠𝑖𝑗𝜂 𝐿

  ≤

 𝜙2𝐿,𝜙2𝑈 ,   𝑠𝑖𝑗𝜁 𝐿
, 𝑠𝑖𝑗𝜁 𝑈

  ≥  𝜙3𝐿,𝜙3𝑈  for 1,2,3,<<<a.  

 𝑠𝑖𝑗𝜆 𝐿
, 𝑠𝑖𝑗𝜆 𝑈

 = 0,  𝑠𝑖𝑗𝜂 𝐿
, 𝑠𝑖𝑗𝜂 𝐿

 =  𝜙2𝐿,𝜙2𝑈 ,  𝑠𝑖𝑗𝜁 𝐿
, 𝑠𝑖𝑗𝜁 𝑈

 =  𝜙3𝐿,𝜙3𝑈  for1,2,3,<<.a 

Consequently S=  0,  𝜙2𝐿,𝜙2𝑈 ,  𝜙3𝐿,𝜙3𝑈   =0. 

 

Proposition 7 

Let C, D and E be three Special restricted SIVPFMs of same order. Then𝐶 ≥ 𝐷 𝑖𝑚𝑝𝑙𝑖𝑒𝑠 

C∨ 𝐷 =   𝜙1 , 𝜙2 , 0   𝑤𝑒𝑛𝑒𝑣𝑒𝑟D ∧ 𝐸 =    𝜙1𝐿,𝜙1𝑈 ,  𝜙2𝐿,𝜙2𝑈 , 0  . 

Proof 

Let C=   𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

    and D=   𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

 ,  𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

 ,  𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

   E= 

   𝑒𝑖𝑗𝜆 𝐿
, 𝑒𝑖𝑗𝜆 𝑈

 ,  𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝐿

 ,  𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈

    

be three SIVPFM of order 𝑥 𝑓𝑜𝑟  three real numbers 𝜙1𝐿,𝜙1𝑈 ∈  0,1 ,  𝜙2𝐿,𝜙2𝑈 ∈  0,1 ,  𝜙3𝐿,𝜙3𝑈 ∈  0,1  with𝜙1𝑈 +

𝜙2𝑈 = 1 𝑎𝑛𝑑 𝜙2𝑈 + 𝜙3𝑈 = 1.Then 

   𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ,  𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

 ,  𝑒𝑖𝑗𝜆 𝐿
, 𝑒𝑖𝑗𝜆 𝑈

 ∈  𝜙1𝐿,𝜙1𝑈  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 =  𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

 =   𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝐿

 =

𝜙2𝐿,𝜙2𝑈 ,  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

 ,  𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

 ,  𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈

   ∈  𝜙3𝐿,𝜙3𝑈 with0 ≤    𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 +  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 +  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

   ≤

1,0 ≤    𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

 +  𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

 +  𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

   ≤ 1,0 ≤    𝑒𝑖𝑗𝜆 𝐿
, 𝑒𝑖𝑗𝜆 𝑈

 +  𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝐿

 +  𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈

   ≤ 1.for 

i,j=1,2,3,<<<a. 

Now C≥D  ⇒ 𝐶 ∨ 𝐸 ≤ 𝐷 ∨ 𝐸 =    𝜙1𝐿,𝜙1𝑈 ,  𝜙2𝐿,𝜙2𝑈 , 0   (by proposition 4) 

𝐶 ∨ 𝐸 ≥    𝜙1𝐿,𝜙1𝑈 ,  𝜙2𝐿,𝜙2𝑈 , 0   

Let 𝐶 ∨ 𝐸 = 𝑆 =    𝑠𝑖𝑗𝜆 𝐿
, 𝑠𝑖𝑗𝜆 𝑈

 ,  𝑠𝑖𝑗𝜂 𝐿
, 𝑠𝑖𝑗𝜂 𝐿

 ,  𝑠𝑖𝑗𝜁 𝐿
, 𝑠𝑖𝑗𝜁 𝑈

    

   𝑠𝑖𝑗𝜆 𝐿
, 𝑠𝑖𝑗𝜆 𝑈

 ,  𝑠𝑖𝑗𝜂 𝐿
, 𝑠𝑖𝑗𝜂 𝐿

 ,  𝑠𝑖𝑗𝜁 𝐿
, 𝑠𝑖𝑗𝜁 𝑈

   ≥    𝜙1𝐿,𝜙1𝑈 ,  𝜙2𝐿,𝜙2𝑈 , 0  ≤ 0,  𝑠𝑖𝑗𝜆 𝐿
, 𝑠𝑖𝑗𝜆 𝑈

 ≥  𝜙1𝐿,𝜙1𝑈   𝑠𝑖𝑗𝜂 𝐿
, 𝑠𝑖𝑗𝜂 𝐿

  ≥

 𝜙2𝐿,𝜙2𝑈 ,   𝑠𝑖𝑗𝜁 𝐿
, 𝑠𝑖𝑗𝜁 𝑈

  ≤  𝜙3𝐿,𝜙3𝑈  for 1,2,3,<<<a.  

  𝑠𝑖𝑗𝜆 𝐿
, 𝑠𝑖𝑗𝜆 𝑈

 =  𝜙1𝐿,𝜙1𝑈 ,  𝑠𝑖𝑗𝜂 𝐿
, 𝑠𝑖𝑗𝜂 𝐿

 =  𝜙2𝐿,𝜙2𝑈 ,  𝑠𝑖𝑗𝜁 𝐿
, 𝑠𝑖𝑗𝜁 𝑈

 = 0 for1,2,3,<<.a 

Consequently, S=   𝜙1𝐿,𝜙1𝑈 ,  𝜙2𝐿,𝜙2𝑈 , 0  . 
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Definition 18 

Let C=   𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

    and D=   𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

 ,  𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

 ,  𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

   be two special 

restricted SIVPFM. Then a binary operation ′ ⊖ ′between them is defined by 

C⊖D=   𝑒𝑖𝑗𝜆 𝐿
, 𝑒𝑖𝑗𝜆 𝑈

 ,  𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝐿

 ,  𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈

   , 𝑤𝑒𝑟𝑒    𝑒𝑖𝑗𝜆 𝐿
, 𝑒𝑖𝑗𝜆 𝑈

 ,  𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝐿

 ,  𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈

   = 

 

   𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

   ,       𝑤𝑒𝑛   𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

   

                                                                                                   ≥    𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

 ,  𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

 ,  𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

   

 0,  𝜙2𝐿 , 𝜙2𝑈 ,  𝜙3𝐿 , 𝜙3𝑈                                                                                                    𝑜𝑡𝑒𝑟𝑤𝑖𝑠𝑒                     

  

 

Definition 19 

Let C=   𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

    𝑏𝑒 𝑠𝑝𝑒𝑐𝑖𝑎𝑙 𝑟𝑒𝑠𝑡𝑟𝑖𝑐𝑡𝑒𝑑 SIVPFM of order 𝑎. 𝑇hen C is reflexive 

if 𝐶𝑖𝑖𝜆𝐿
, 𝐶𝑖𝑖𝜆𝑈

 =  𝜙1𝐿 , 𝜙1𝑈 ,  𝐶𝑖𝑖𝜂 𝐿
, 𝐶𝑖𝑖𝜂 𝐿

 =  𝜙2𝐿 , 𝜙2𝑈 ,  𝐶𝑖𝑖𝜁𝐿
, 𝐶𝑖𝑖𝜁𝑈

 = 0 for i=1,2,3,<..a. 

 

Definition 20 

Let C=   𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

    𝑏𝑒 𝑠𝑝𝑒𝑐𝑖𝑎𝑙 𝑟𝑒𝑠𝑡𝑟𝑖𝑐𝑡𝑒𝑑 SIVPFM of order 𝑎. Then C  irreflexive if 

 𝐶𝑖𝑖𝜆𝐿
, 𝐶𝑖𝑖𝜆𝑈

 = 0 𝐶𝑖𝑖𝜂 𝐿
, 𝐶𝑖𝑖𝜂 𝐿

 =  𝜙2𝐿 , 𝜙2𝑈  𝐶𝑖𝑖𝜁𝐿
, 𝐶𝑖𝑖𝜁𝑈

 =  𝜙3𝐿 , 𝜙3𝑈  for i=1,2,3,<..a. 

 

Definition 21. 

Let C and D be two SIVPFMs of order 𝑥. 𝑇hen the convex combination of C and D is denoted by C∗ 𝐷 and is defined 

by C∗ 𝐷 =    𝑒𝑖𝑗𝜆 𝐿
, 𝑒𝑖𝑗𝜆 𝑈

 ,  𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝐿

 ,  𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈

   , 

where   𝑒𝑖𝑗𝜆 𝐿
, 𝑒𝑖𝑗𝜆 𝑈

 = [𝛽 ∧ 𝐶𝑖𝑗𝜆 𝐿
, 𝛽 ∧ 𝐶𝑖𝑗𝜆 𝑈

] ∨  [(1 − 𝛽) ∧ 𝑑𝑖𝑗𝜆 𝐿
, (1 − 𝛽) ∧ 𝑑𝑖𝑗𝜆 𝑈

]. 

  𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝐿

 = [𝛽 ∧ 𝐶𝑖𝑗𝜂 𝐿
, 𝛽 ∧ 𝐶𝑖𝑗𝜂 𝑈

] ∨  [(1 − 𝛽) ∧ 𝑑𝑖𝑗𝜂 𝐿
, (1 − 𝛽) ∧ 𝑑𝑖𝑗𝜂 𝑈

]. 

  𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈

 = [𝛽 ∧ 𝐶𝑖𝑗𝜁 𝐿
, 𝛽 ∧ 𝐶𝑖𝑗𝜁 𝑈

] ∨  [(1 − 𝛽) ∧ 𝑑𝑖𝑗𝜁 𝐿
, (1 − 𝛽) ∧ 𝑑𝑖𝑗𝜁 𝑈

]. 

for i,j=1,2,3,<<.,a;Where 0≤ 𝛽 ≤ 1. 

 

As a result, it is noted that the convex combination of two SIVPFMs is nothing more than the convex combination of 

their entries, each of which contains three different sorts of membership values. Convex combination of the entries' 

respective membership values is used during convex combination of the entries. 

 

Definition 22. 

A SIVPFM C=   𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

    is said to be idempotent with respect to some operation ‘∘’ if 

C∘C =C. 

 

Proposition 8 

Every SIVPFM is idempotent with respect to convex combination ‘∗’. 

 

Proof  

Let C=   𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

    be a SIVPFM of order 𝑥. 

C∗ 𝐶=   𝑒𝑖𝑗𝜆 𝐿
, 𝑒𝑖𝑗𝜆 𝑈

 ,  𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝐿

 ,  𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈
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where 

 

  𝑒𝑖𝑗𝜆 𝐿
, 𝑒𝑖𝑗𝜆 𝑈

 = [𝛽 ∧ 𝐶𝑖𝑗𝜆 𝐿
, 𝛽 ∧ 𝐶𝑖𝑗𝜆 𝑈

] ∨  [(1 − 𝛽) ∧ 𝑐𝑖𝑗𝜆 𝐿
, (1 − 𝛽) ∧ 𝑐𝑖𝑗𝜆 𝑈

]. 

  𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝐿

 = [𝛽 ∧ 𝐶𝑖𝑗𝜂 𝐿
, 𝛽 ∧ 𝐶𝑖𝑗𝜂 𝑈

] ∨  [(1 − 𝛽) ∧ 𝑐𝑖𝑗𝜂 𝐿
, (1 − 𝛽) ∧ 𝑐𝑖𝑗𝜂 𝑈

]. 

  𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈

 = [𝛽 ∧ 𝐶𝑖𝑗𝜁 𝐿
, 𝛽 ∧ 𝐶𝑖𝑗𝜁 𝑈

] ∨  [(1 − 𝛽) ∧ 𝑐𝑖𝑗𝜁 𝐿
, (1 − 𝛽) ∧ 𝑐𝑖𝑗𝜁 𝑈

]for  i,j=1,2,3,<<.,a. 

Therefore C∗ 𝐶=C.So, C is idempodent SIVPFM with respect to ‘∗’. 

 

Proposition 9. 

For an irreflexive special restricted SIVPFM C, C⊝ 𝐼 is irreflexive. 

Proof   

Let C=   𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

    be an irreflexive  

special restricted  of order 𝑎 for three interval valued real numbers 

[𝜙1𝐿 , 𝜙1𝑈] ⊆ [0,1],[𝜙2𝐿 , 𝜙2𝑈] ⊆ [0,1]𝑎𝑛𝑑[𝜙3𝐿 , 𝜙3𝑈] ⊆ [0,1]with 𝜙1𝑈 + 𝜙2𝑈 = 1 𝑎𝑛𝑑 𝜙2𝑈 + 𝜙3𝑈 = 1.Then 

 𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ⊆  𝜙1𝐿 , 𝜙1𝐿  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 = [𝜙2𝐿 , 𝜙2𝑈],  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

 ⊆  𝜙3𝐿 , 𝜙3𝑈 for i,j=1,2,3,<<<a.Since C is irreflexive 

   𝐶𝑖𝑖𝜆𝐿
, 𝐶𝑖𝑖𝜆𝑈

 ,  𝐶𝑖𝑖𝜂 𝐿
, 𝐶𝑖𝑖𝜂 𝐿

 ,  𝐶𝑖𝑖𝜁𝐿
, 𝐶𝑖𝑖𝜁𝑈

   =  0, [𝜙2𝐿 , 𝜙2𝑈], [𝜙3𝐿 , 𝜙3𝑈]  for i,j =1,2,3,<<a. the entries in (i,i) position of 

C⊝ 𝐼 are  0, [𝜙2𝐿 , 𝜙2𝑈], [𝜙3𝐿 , 𝜙3𝑈] for i,j=1,2,3,<<.a.so C⊝ 𝐼 is irreflexive. 

 

Proposition 10. 

Let C and D be two Special restricted SIVPFMs. Then C∨ 𝐷 ≥ C ⊝ 𝐷. 

 

Proof 

Let C=   𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

    and D=   𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

 ,  𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

 ,  𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

   be two  special 

restricted SIVPFM of order 𝑎 for three real numbers[𝜙1𝐿 , 𝜙1𝑈] ⊆ [0,1],[𝜙2𝐿 , 𝜙2𝑈] ⊆  0,1 𝑎𝑛𝑑𝜙3𝐿 , 𝜙3𝑈 ⊆ [0,1]with 

𝜙1𝑈 + 𝜙2𝑈 = 1 𝑎𝑛𝑑 𝜙2𝑈 + 𝜙3𝑈 = 1.Then   𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ,  𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

 ∈  𝜙1𝐿 , 𝜙1𝑈  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 =  𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

 =

[𝜙2𝐿 , 𝜙2𝑈],  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

 ,  𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

   ∈ [𝜙3𝐿 , 𝜙3𝑈] with0 ≤    𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 +  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 +  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

   ≤ 1.0 ≤

   𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

 +  𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

 +  𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

   ≤ 1.for i,j=1,2,3,<<<a. 

Now,𝐶 ∨ 𝐷 =    𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

   ∨    𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

 ,  𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

 ,  𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

   = 

   𝐶𝑖𝑗𝜆 𝐿
∨ 𝑑𝑖𝑗𝜆 𝐿

, 𝐶𝑖𝑗𝜆 𝑈
∨ 𝑑𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
∨ 𝑑𝑖𝑗𝜂 𝐿

, 𝐶𝑖𝑗𝜂 𝑈
∨ 𝑑𝑖𝑗𝜂 𝑈

 ,  𝐶𝑖𝑗𝜁 𝐿
∨ 𝑑𝑖𝑗𝜁 𝐿

, 𝐶𝑖𝑗𝜁 𝑈
∨ 𝑑𝑖𝑗𝜁 𝑈

    and  

 

C⊖D=   𝑒𝑖𝑗𝜆 𝐿
, 𝑒𝑖𝑗𝜆 𝑈

 ,  𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝐿

 ,  𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈

   , 𝑤𝑒𝑟𝑒    𝑒𝑖𝑗 𝜆𝐿
, 𝑒𝑖𝑗𝜆 𝑈

 ,  𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝐿

 ,  𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈

    

 

   𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

   ,       𝑤𝑒𝑛   𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

   

                                                                                                   ≥    𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

 ,  𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

 ,  𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

   

 0, [𝜙2𝐿 , 𝜙2𝑈], [𝜙3𝐿 , 𝜙3𝑈]                                                                                                  𝑜𝑡𝑒𝑟𝑤𝑖𝑠𝑒                     

  

It is observed that   𝑐𝑖𝑗𝜆 𝐿
, 𝑐𝑖𝑗𝜆 𝑈

  ∨   𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

  ≥   𝑐𝑖𝑗𝜆 𝐿
, 𝑐𝑖𝑗𝜆 𝑈

  , 

     𝑐𝑖𝑗𝜂 𝐿
, 𝑐𝑖𝑗𝜂 𝐿

  ∧   𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

  ≥   𝑐𝑖𝑗𝜂 𝐿
, 𝑐𝑖𝑗𝜂 𝐿

  , 

    𝑐𝑖𝑗𝜁 𝐿
, 𝑐𝑖𝑗𝜁 𝑈

  ∧   𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

  ≤   𝑐𝑖𝑗𝜁 𝐿
, 𝑐𝑖𝑗𝜁 𝑈

  . 

  𝑐𝑖𝑗 𝜆𝐿
, 𝑐𝑖𝑗𝜆 𝑈

  ∨   𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

  ≥ 0, 

     𝑐𝑖𝑗𝜂 𝐿
, 𝑐𝑖𝑗𝜂 𝐿

  ∧   𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

  ≥ [𝜙2𝐿 , 𝜙2𝑈] 

    𝑐𝑖𝑗𝜁 𝐿
, 𝑐𝑖𝑗𝜁 𝑈

  ∧   𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

  ≤ [𝜙3𝐿 , 𝜙3𝑈] 

Consequently, C∨ 𝐷 ≥ C ⊝ 𝐷. 
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Proposition 11.  

Let C and D be two Special restricted SIVPFMs of same order. Then, (C∨ 𝐷) ∨ (C ⊝ 𝐷) = 𝐶 ∨ 𝐷. 

 

Proof 

Let C=   𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

    and D=   𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

 ,  𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

 ,  𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

   be two  special 

restricted SIVPFM of order 𝑎 for three real numbers [𝜙1𝐿 , 𝜙1𝑈] ⊆ [0,1],[𝜙2𝐿 , 𝜙2𝑈] ⊆  0,1 𝑎𝑛𝑑[𝜙3𝐿 , 𝜙3𝑈] ⊆ [0,1]with 

𝜙1𝑈 + 𝜙2𝑈 = 1 𝑎𝑛𝑑 𝜙2𝑈 + 𝜙3𝑈 = 1.Then 

   𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ,  𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

 ⊆  𝜙1𝐿 , 𝜙1𝑈  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 =  𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

 = [𝜙2𝐿 , 𝜙2𝑈], ( 𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

 ,  𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

   ⊆

 𝜙3𝐿 , 𝜙3𝑈 for i,j=1,2,3,<<<a. 𝐶 ∨ 𝐷 = 

   𝐶𝑖𝑗𝜆 𝐿
∨ 𝑑𝑖𝑗𝜆 𝐿

, 𝐶𝑖𝑗𝜆 𝑈
∨ 𝑑𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
∧ 𝑑𝑖𝑗𝜂 𝐿

, 𝐶𝑖𝑗𝜂 𝑈
∧ 𝑑𝑖𝑗𝜂 𝑈

 ,  𝐶𝑖𝑗𝜁 𝐿
∧ 𝑑𝑖𝑗𝜁 𝐿

, 𝐶𝑖𝑗𝜁 𝑈
∧ 𝑑𝑖𝑗𝜁 𝑈

   .Also, let 

 (C ⊝ 𝐷) =     𝑒𝑖𝑗𝜆 𝐿
, 𝑒𝑖𝑗𝜆 𝑈

 ,  𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝐿

 ,  𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈

   ,where    𝑒𝑖𝑗𝜆 𝐿
, 𝑒𝑖𝑗𝜆 𝑈

 ,  𝑒𝑖𝑗𝜂 𝐿
, 𝑒𝑖𝑗𝜂 𝐿

 ,  𝑒𝑖𝑗𝜁 𝐿
, 𝑒𝑖𝑗𝜁 𝑈

    = 

 

   𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

   ,       𝑤𝑒𝑛   𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

   

                                                                                                   ≥    𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

 ,  𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

 ,  𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

   

 0, [𝜙2𝐿 , 𝜙2𝑈], [𝜙3𝐿 , 𝜙3𝑈]                                                                                                   𝑜𝑡𝑒𝑟𝑤𝑖𝑠𝑒 ,                   

  

Now,[𝐶𝑖𝑗𝜆 𝐿 ,𝐶𝑖𝑗𝜆 𝐿
]∨ ,[𝑑𝑖𝑗𝜆 𝐿 ,𝑑𝑖𝑗𝜆 𝐿

]∨ ,[𝐶𝑖𝑗𝜆 𝐿 ,𝐶𝑖𝑗𝜆 𝐿
]=  𝑐𝑖𝑗𝜆 𝐿

, 𝑐𝑖𝑗𝜆 𝑈
  ∨   𝑑𝑖𝑗𝜆 𝐿

, 𝑑𝑖𝑗𝜆 𝑈
   

  𝐶𝑖𝑗𝜆 𝐿
∨ 𝑑𝑖𝑗𝜆 𝐿

, 𝐶𝑖𝑗𝜆 𝑈
∨ 𝑑𝑖𝑗𝜆 𝑈

  ∨   𝐶𝑖𝑗 𝜆𝐿
, 𝐶𝑖𝑗𝜆 𝑈

  =   𝐶𝑖𝑗𝜆 𝐿
∨ 𝑑𝑖𝑗𝜆 𝐿

, 𝐶𝑖𝑗𝜆 𝑈
∨ 𝑑𝑖𝑗𝜆 𝑈

   

    𝑐𝑖𝑗𝜂 𝐿
, 𝑐𝑖𝑗𝜂 𝐿

  ∧   𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

   ∧  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 =   𝑐𝑖𝑗𝜂 𝐿
, 𝑐𝑖𝑗𝜂 𝐿

  ∧   𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

   

and     𝑐𝑖𝑗𝜁 𝐿
, 𝑐𝑖𝑗𝜁 𝑈

  ∧   𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

  ∧   𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

  =   𝑐𝑖𝑗𝜁 𝐿
, 𝑐𝑖𝑗𝜁 𝑈

  ∧   𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

  . 

   𝑐𝑖𝑗𝜆 𝐿
, 𝑐𝑖𝑗𝜆 𝑈

  ∨   𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

   ∨ 0 =   𝑐𝑖𝑗𝜆 𝐿
, 𝑐𝑖𝑗𝜆 𝑈

  ∨   𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

  , 

     𝑐𝑖𝑗𝜂 𝐿
, 𝑐𝑖𝑗𝜂 𝐿

  ∧   𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

  ∧ 𝜙2=  𝑐𝑖𝑗𝜂 𝐿
, 𝑐𝑖𝑗𝜂 𝐿

  ∧   𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

   

    𝑐𝑖𝑗𝜁 𝐿
, 𝑐𝑖𝑗𝜁 𝑈

  ∧   𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

  ∧ 𝜙3=  𝑐𝑖𝑗𝜁 𝐿
, 𝑐𝑖𝑗𝜁 𝑈

  ∧   𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

  . 

Thus  𝐶 ∨ 𝐷 ∨  C ⊝ 𝐷 = 𝐶 ∨ 𝐷 

 

APPLICATION IN MEDICAL DIAGNOSIS. 

The interval valued picture fuzzy matrix is an important tool that can be used in numerous types of medical 

diagnosis problems. Suppose there is a set of m patients C= {𝑐1, 𝑐2, 𝑐3, < < . . 𝑐𝑚} with a set of n symptoms T= {𝑡1, 𝑡2, 

𝑡3, < < < 𝑡𝑛}connected to a set of k diseases D= {𝑑1, 𝑑2, 𝑑3, < < < 𝑑𝑘}. we apply interval valued picture fuzzy 

matrix to determine which patient is afflicted with which disease. we calculate the two-interval valued picture fuzzy 

matrix C and D multiply the two matrices. next we compute the interval valued picture fuzzy matrix into picture 

fuzzy matrix.  we conclude that Picture fuzzy matrix into crisp value. Finally find maximum value that the patient is 

affected from which disease. 

Algorithm. 

 The two-interval valued picture fuzzy sets from interval valued picture fuzzy matrix 

 Compute multiplying the two-interval valued picture fuzzy matrix 

 Find the average value of interval valued picture fuzzy matrix lower bound+ upper bound by dividing into two 

 Interval valued picture fuzzy matrix can be converted into the picture fuzzy matrix 

 Picture matrix into the crisp value using harmonic mean  

  find the maximum score value  

 we come to the conclusion that the patients 𝐶𝑖  has a diseased 𝑑𝑖  

 

Case study: Consider the five patients C= {𝑐1, 𝑐2, 𝑐3, 𝑐4,𝑐5}as the universal set in a hospital with symptoms fever, 

cold, cough, headache. Let the disease related to the above symptoms be High temperature, malaria, corona. C= 

{𝑐1, 𝑐2, 𝑐3, 𝑐4,𝑐5} where 𝑐1, 𝑐2, 𝑐3 𝑎𝑛𝑑 𝑐4represent patients. Let T= {𝑡1, 𝑡2, 𝑡3}as the set of symptoms where 𝑡1, 𝑡2 𝑎𝑛𝑑 

𝑡3represent symptoms respectively. Now, a interval valued picture fuzzy 

matrix 𝐶 =    𝐶𝑖𝑗𝜆 𝐿
, 𝐶𝑖𝑗𝜆 𝑈

 ,  𝐶𝑖𝑗𝜂 𝐿
, 𝐶𝑖𝑗𝜂 𝐿

 ,  𝐶𝑖𝑗𝜁 𝐿
, 𝐶𝑖𝑗𝜁 𝑈

   of size 5 x 3  in the following represents the patients. 
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𝐶1 𝐶2 𝐶3 

C=   

𝐶1

𝐶2

𝐶3

𝐶4

𝐶5  

 
 

  0.5,0.6  0,0.1  0,0.1    0.1,0.2  0.1,0.2  0.1,0.2    0.1,0.2  0.1,0.2  0.1,0.2  

  0.3,0.4  0.3,0.4  0,0.1    0.6,0.65  0,0.1  0.1,0.2    0.2,0.3  0.2,0.3  0.2,0.3  

  0.3,0.4  0.2,0.3 [0.1,0.2]   0.2,0.3 ,  0.2,0.3  0.1,0.2    0.5,0.55  0,0.1  0,0.1  

  0.4,0.5  0.2,0.3  0,0.1    0.5,0.6  0.1,0.2  0,0.1    0.3,0.4  0.2,0.3  0.1,0.2  

  0.6,0.7  0,0.1  0,0.1    0.3,0.4  0.2,0.3 [0.1,0.2]   0.4,0.5  0.2,0.3  0,0.1   

 
 

 

Next matrix D=  𝑑𝑖𝑗𝜆 𝐿
, 𝑑𝑖𝑗𝜆 𝑈

 ,  𝑑𝑖𝑗𝜂 𝐿
, 𝑑𝑖𝑗𝜂 𝐿

 ,  𝑑𝑖𝑗𝜁 𝐿
, 𝑑𝑖𝑗𝜁 𝑈

   of size 3x3 in the following represents the disease and their 

symptoms. 
 𝐶1 𝐶2 𝐶3 

D=
𝑡1

𝑡2

𝑡3

 

  0.6,0.7  0,0.1  0.1,0.2  ( 0.1,0.2  0.2,0.3  0.3,0.4 ) ( 0.2,0.3  0.3,0.4  0.2,0.3 )
  0.2,0.3  0.2,0.3  0.3,0.4  ( 0.7,0.75  0.1,0.15  0,0.1 ) ( 0.3,0.4  0.1,0.2  0.3,0.4 )

( 0.2,0.3  0.2,0.3  0.3,0.4 ) ( 0.4,0.5  0.1,0.2  0.2,0.3 ) ( 0.7,0.75  0.1,0.15  0,0.1 )

  

 

STEP 1: Multiplying the two matrices 

C ⨀ D =            

𝑑1 𝑑2 𝑑3

𝐶1

𝐶2

𝐶3

𝐶4

𝐶5  

 
 

  0.11,0.18  0.01,0.04  0.02,0.06    0.05,0.12  0.01,0.12  0.01,0.04    0.07,0.14  0.01,0.13  0.01,0.04  

  0.11,0.19  0.01,0.05  0.03,0.07    0.18,0.24  0.03,0.07  0.01,0.05    0.13,0.18  0.03,0.075  0.01,0.05  

  0.11,0.18  0.013,0.043 [0.013,0.043]   0.12,0.19 ,  0.02,0.052  0.01,0.04    0.15,0.21  0.02,0.065  0.02,0.05  

  0.13,0.22  0.013,0.02  0.01,0.04    0.17,0.25  0.02,0.14  0.01,0.04    0.15,0.22  0.03,0.07  0,0.03  

  0.16,0.25  0.026,0.06  0.01,0.5    0.143,0.23  0.013,0.045 [0,0.03]   0.16,0.25  0.013,0.048  0.01,0.04   

 
 

 

 

STEP 2: Interval valued Picture fuzzy matrix into picture fuzzy matrix 
𝑑1 𝑑2 𝑑3 

S= 

𝐶1

𝐶2

𝐶3

𝐶4

𝐶5  

 
 

 0.15,0.025,0.04  0.085,0.065,0.025  0.105,0.07,0.025 

(0.15,0.03,0.05)  0.21,0.05,0.03  0.16,0.05,0.03 

 0.145,0.028,0.028  0.16,0.036,0.025  0.18,0.0425,0.035 
 0.175,0.0165,0.025  0.21,0.08,0.025 (0.185,0.05,0.15)
 0.205,0.043,0.03  0.19,0.029,0.015  0.205,0.030,0.025  

 
 

 

STEP 3 : The above using the hormonic mean  picture fuzzy matrix is converted into crisp value as follows 
 𝑑1 𝑑2 𝑑3 

 S=

𝐶1

𝐶2

𝐶3

𝐶4

𝐶5  

 
 

0.0122 0.01175 0.0135
0.015 0.1775 0.0155

0.0106 0.012 0.0164
0.0085 0.0204 0.0118
0.0163 0.0091 0.0125 

 
 

 

Therefore conclude that all the five patients are maximum score affected by the 𝑐1 →  𝑑3, 𝑐2 →  𝑑2, 𝑐3 →  𝑑3,  𝑐4 →

 𝑑2,  𝑐5 →  𝑑1. 

 

CONCLUSION 
 

In many practical fields, asking questions about matrix theory has made a significant contribution. We have defined 

interval valued picture fuzzy matrix, which is the extension of picture fuzzy matrix and provides high accuracy and 

improves the effectiveness. Also we have defined special rrestricted picture fuzzy matrix,some basic operationson 

these matrices, based on these we have studied some basic properties of these defined matrices. This research can be 

seen as a generalization of the interval valued picture fuzzy matrix research. An application of interval valued 

picture fuzzy matrix in medical diagnosis have been provided to solve the medical diagnosis problem which is 

illustrated with a numerical example. we expect that the current study will start increasing researchers' interest in the 

further generalization and development of future works. 
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In India, sugarcane is a major crop used for sugar production which is naturally exposed to various diseases that 

leads to significant economic loss. In this research paper a study of crop diseases in sugarcane using the Decision-

Making Trial and Evaluation Laboratory (DEMATEL) method in accordance of a novel fuzzy set. DEMATEL is a 

useful tool for understanding the cause-and-effect outcome among different factors in complex manner. The 

objective of this study is to identify the key factors contributing to the spread of sugarcane diseases  in a particular 

crop variety namely, Co 09004 (Amritha) .The approach in this paper helps  for similar studies in other crops and 

agricultural systems, providing  more effective disease management strategies. 
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INTRODUCTION 

 
Sugarcane (Saccharum officinarum L.) is a cash crop of utmost importance providing a great economic significance to 

the agro-industrial sector. In Tamil Nadu, sugarcane occupies an important position in agricultural production, 

making an economic contribution to the state's economy. The incidence of crop diseases is a major obstacle to the 

sustainable development of sugarcane. Crop diseases pose a threat to agricultural productivity and food quality, 

impacting the yield of crops. 

Prince Kumaret..al;[4]  studied an analytical Research Paper On Sugarcane Disease Detection Model. The main cause 

of the disease is progressed by factors such aspoor drainage system, weather conditions, and economically 
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agronomic practiceswhich  not only reduces yield but also it affects the quality of the harvested cane. Shukla Adil 

Zubair et.al [12] elaborated the concept of Sugarcane Varieties Identified By AICPR(S) In India Thus, broad approach 

for disease management involves traditionally practices, the methods of disease-free planting material are used, and 

regular check are kept for the evaluation of disease management. The Decision-Making Trial and Evaluation 

Laboratory (DEMATEL) method emerges as a useful tool, providing an insightful approach to solve these most 

interdependencies. A. Gabus[4] solved the Framework of DEMATEL.As governments, and individual’s faces with 

multiple challenges, the DEMATEL method offers a structured process to show cause-and-effect relationships 

enabling informed and effective decision-making. 

 

Thi Hai Ninh Do et.al.[18] demonstrated that the DEMATEL method  demands a systematic approach. Accurate data 

collection analysis are main components of the process. By employing the DEMATEL method, decision-makers can 

analyze the factors that are more informed and aligned with the complexities of the criteria  that are solved. Sheng-Li 

Si et.al [13] explained about the DEMATEL Technique has a Systematic Review of the State-of-the-Art Literature on 

Methodologies and its Applications.2015 Sangaiah et.al[15] discussed about that a fuzzy DEMATEL approach based 

on intuitionistic fuzzy information for evaluating knowledge transfer effectiveness in GSD projects . This study also 

shows how DEMATEL works well for getting a comprehensive grasp of complicated agricultural systems and the 

problems they present.RasappaViswanathanet.al[16]demonstrated  the Brown spot of sugarcane: an emerging 

disease in South Western region in India.Yanli Chen et.al[22] studied a concept to illustrate the Identification of 

Sugarcane with NDVI Time Series Based on HJ-1 CCD and MODIS Fusion in the year 2020.Liu, Zhong[7]discussed 

about the extraction of sugarcane in the southern hills using multi-temporal GF-1 WFV data. 

 

In the 1960s,Fuzzy set theory is a groundbreaking concept introduced by Lotfi A. Zadeh, revolutionized how we 

perceive and handle uncertainty in various domains. Tareq M. Al-shami [17](2,1)-Fuzzy sets with its properties, 

weighted aggregated operators and their applications to multi-criteria decision-making methods..Anoop Kumar 

Tiwaria[2] showed an intuitionistic fuzzy-rough set model and its application to feature selection. A classical fuzzy 

set theory involves with a  degree of membership. This is linked relevant in real-world situation with the concepts 

are vague or subject to interpretation according to the fuzzy set. 

 

Atanassov K.T [1] gives a clear picture and detailed study On Intuitionistic fuzzy sets theory with itsfuture work. 

The aim of the fuzzy set theory lies the concept of membership functions. Yager.R.R [21] demonstrated Pythagorean 

Membership Grades in Multi Criteria Decision Making stand as an example for many MCDM methods. An 

Intuitionistic fuzzy set is a fundamental concept within fuzzy set theory. Muhammad Saeed [11]investigated the 

Theoretical Development of Cubic Pythagorean Fuzzy Soft Set with Its Application in Multi-Attribute Decision 

Making .It is characterized by a membership function with two categories. Muhammad Jabir Khan[10] gave a 

detailed study in the knowledge measure for the q‐rung orthopair fuzzy sets.Arshad Ahmad Khan et.al.*3+gave a 

clear picture on A New Ranking Methodology for Pythagorean Trapezoidal Uncertain Linguistic Fuzzy Sets Based 

on Einstein Operations. Krishna Prabhaa et.al.[6]Studied a Geometric Mean with Pythagorean Fuzzy Transportation 

Problem. Vakkas Uluçay et.al.[19] studied about the Intuitionistic trapezoidal fuzzy which are capable of 

representing gradual changes in membership with more precision than traditional triangular fuzzy sets.In this Paper 

,q-Rung orthopedic fuzzy hyper soft ordered aggregation operators by Salma Khan et.al[12].Jianhua Jin et.al.[5] 

showed a concept ofQuintuple Implication Principle on interval-valued intuitionistic fuzzy sets. 

 

QIFS fuzzy sets are both extensions of theoryand offers an effective representation, while enrich our capacity to 

model with membership transitions.The defined Quad Intuitionistic Fuzzy set(QIFS) is worked with the DEMATEL 

method to produce the results for uncertainty.  The Quad Intuitionistic Fuzzy set  consists to values of Membership 

Degree (MD) and Non Membership Degree(NMD).The aim is to specify the point that Quad Intuitionistic Fuzzy set 

is capable to handle the greater levels of vague concepts. In section -2 shows the preliminaries results used for the 

study. In section-3, the paper focuses on the fundamental ideas of QIFS. In section-4 shows the characteristics of  

CropAmirtha.In section-5, the proposed methodology of DEMATEL is explained in QIFS. In section-6 the application 
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of proposed method is discussed.In section-7 presents the conclusions and in section-8 results with the reference 

following. 

 

Preliminaries 

 

Intuitionistic Fuzzy Set [1] 

An Intuitionistic fuzzy set A on a universe X is an object of the form  

𝐴 = {(𝑥, 𝜇𝐴 𝑥 , 𝜈𝐴(𝑥)) 𝑥 ∈ 𝑋  

where𝜇𝐴 𝑥 ∈  0,1  is called the  degree of membership of x in A, and 𝜈𝐴 𝑥 ∈  0,1  is called the degree of non-

membership of x in A. 

 

Pythagorean Fuzzy Set[6] 

A Pythagorean fuzzy set P in a finite universe of discourse X is given as 

P   =  {< 𝑥, 𝜇𝑃 𝑥 , 𝜈𝑃 𝑥 > 𝑥 ∈ 𝑋} 

where𝜇𝑃 𝑥 , 𝜈𝑃 𝑥 :𝑋 → [0,1] be the degree of membership and non membership of the element 𝑥 ∈ 𝑋 to the set P, 

respectively, with the condition that  

0 ≤ 𝜇𝑃
2 𝑥 + 𝜈𝑃

2 𝑥 ≤ 1. 

The degree of indeterminacy(hesitation) between the membership function is given by 

𝜋𝑃 𝑥 =  1 − 𝜇𝑃
2 𝑥 − 𝜈𝑃

2 𝑥  

(𝜇𝑃 𝑥 , 𝜈𝑃 𝑥 )  called a Pythagorean fuzzy numbers denoted by𝑃 = (𝜇𝑃 , 𝜈𝑃). 

Quad Intuitionistic Fuzzy Set: 

 

Definition 

Let A be the Quad Intuitionistic Fuzzy Set(QIFS) in X is defined by  

𝐴 = {𝑥,  𝑎, 𝑏, 𝑐, 𝑑 , µ 𝑥 , 𝜈(𝑥)|𝑥𝜖𝑋} 

where 𝜇𝐴 𝑥 ∈  0,1  is called the  degree of membership of x in X, and 𝜈𝐴 𝑥 ∈  0,1  is called the degree of non-

membership of x in X; a,b,c,d𝜖𝑋 → [0,1] are the finite collections of objects in the universe X,𝜋𝐴 𝑥 = 1 − 𝜇𝐴 𝑥 −

𝜈𝐴 𝑥  called thedegree of indeterminacy of 𝑥𝜖𝑋 to QIFS.𝜋𝐴 𝑥  gives the information whether x belongs to A or not. 

 

Algorithms for the DEMATEL method: 

DEMATEL involves a series of steps to analyze and visualize the relationships between factors. The overview of the 

steps involved: 

 

STEP I: 

Initiation of Direct relation matrix:The decision maker assesses the correlation between the groups of paired criteria 

to identify the direct influence of each criteria. 

A= 
0 𝑎12 𝑎1𝑛

𝑎21 0 𝑎2𝑛

𝑎𝑖1 𝑎𝑖2 𝑎𝑖𝑛

  

 

STEP II: 

Normalization of Direct Relation matrix 

X= k A,where    𝐾 =
1

𝑚𝑎𝑥 1≤𝑖≤𝑛  𝑎𝑖𝑗
𝑛
𝑗=1

𝑖, 𝑗 = 1,2,3,..n 
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STEP III: 

Estimation of the Total relation matrix 

The total relation matrix is estimated with the Identify matrix . 

T is the matrix denotes the total relationship within each pair of criteria. 
       𝑇 = 𝑌(𝐼 − 𝑌)−1 

 

STEP IV: 

Evaluate the sums of rows and columns in T matrix  

      𝐷 =   𝑡𝑖𝑗

𝑛

𝑗 =1

 

𝑛∗1

 

 

= 𝑡𝑖 𝑛∗1,𝑖 = 1,2, … 𝑛 

𝑅 =   𝑡𝑖𝑗

𝑛

𝑖=1

 

𝑖∗𝑛

 

 

= 𝑡𝑗  𝑛∗1
,𝑗 = 1,2, … 𝑛 

 

STEP V: 

Defining the threshold value 𝛼.Average of the elements in the Total matrix T 

𝛼 =
  𝑡𝑖𝑗

𝑛
𝑗 =1

𝑛
𝑖=1

𝑁
 

STEP VI: 

Formation of the casual Diagram  

It provides information to identify the most important criteria and their influence levels in order to recognize the 

driving variables of the considered problem in a complex system and design for reasonable measures to take care of 

the issues based on the attribute type and influence level. 

 

Application to detect the Cane Crop Diseases Using DEMATEL method: 

The number of sugarcane plants that can be grown per acre depends on factors like the spacing of the plants, soil 

fertility, climate,etc.Usually,Sugarcane is typically planted with 4 to 6 feet of distance between adjacent rows of 

sugarcane plants(Space between rows) For space within a row the cane should be planted within 2 to 3 feet of 

distance between  sugarcane plants in the same row(Space within rows). 

Let us consider the planting cultivation of 5 feet between rows and 3 feet plants within a row,  the number of 

sugarcane plants per acre is given below: 

 

Space between rows 

Number of plants to be cultivated = 43560 feet / 5 feet =8712 plants per row 

 

Space within a row 

Number of rows to be cultivated = 43560 feet / 3 feet = 14520 rows per acre 

 

Total number of plants per acre  

Number of plants per row × Number of rows per acre 

 = 8712 x14520 ≈ 1,26,498,240 plants per acre 

 

Quad Intuitionistic Fuzzy sets in terms of PDI: 

One acre is divided into Quadrant I,II,III,IV 
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RESULTS AND DISCUSSIONS 
 

The utilization of the DEMATEL method in accordance with Quad Intuitionistic Fuzzy Sets to investigate the 

relationship among Red Rot, Smut, Grassy Shoot and Ratoon Stunting Diseases in a 1-acre land of cane cultivation 

area.In conclusion, the application of the DEMATEL method with Quad Intuitionistic Fuzzy Sets gives a detailed 

framework for understanding the factors of Red Rot, Smut, and Ratoon Stunting Diseases based on the divided 

quadrants of cane cultivation of 1 acreThe detailed study provides  the distribution of these diseases in  the four 

different quadrants, enabling  to analyze the potential effects and the percentage of the prevalence among the four 

quadrants. All the specified each quadrant representing a distinct section of the cultivating Co 09004 Amirtha in the 

peninsular region. The diseasespresent in each quadrant stands for the identification of patterns andcorrelations. The 

DEMATEL method with Quad Intuitionistic Fuzzy Sets, shows the uncertainty and imprecision that are intrinsic to 

real-world agricultural scenarios. 
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Table: 1. Representing the PDI interms of QIFS 

Crop 

Diseases 
I 

𝑥 = 0.1 
II 

𝑥 = 0.5 
III 

𝑥 = 0.4 
IV 

𝑥 = 0.8 

Red Rot 
0 𝑥,  0.7,0.6,0.2,0.1 , 0.8,0.1 𝑥,  0.4,0.3,0.5,0.7 , 0.6,0.9 𝑥,  0.3,0.8,0.4,0.6 , 0.4,0.8 

Smut 
𝑥,  0.3,0.2,0.1,0.5 , 0.2,0.7 0 𝑥,  0.5,0.4,0.1,0.3 , 0.7,0.8 𝑥,  0.8,0.2,0.1,0.3 , 0.2,0.9 

Ratoon 

Stunting 

Disease 
𝑥,  0.4,0.3,0.2,0.7 , 0.3,0.4 𝑥,  0.3,0.6,0.8,0.9 , 0.1,0.3 0 𝑥,  0.8,0.3,0.9,0.4 , 0.6,0.5 

Grassy 

Shoot 

Disease 
𝑥,  0.9,0.7,0.4,0.2 , 0.8,0.5 𝑥,  0.2,0.8,0.6,0.4 , 0.3,0.5 𝑥,  0.1,0.5,0.2,0.5 , 0.3,0.6 0 

 

Table 2. :Forming QIFS in terms of PDI 

Crop Diseases Percentage Disease Incidence(PDI) in reference with  two decision makers [µ 𝑥 , 𝜈(𝑥)] 

Co 09004 

Amirtha 
Quadrant I Quadrant II Quadrant III Quadrant IV 

Red Rot 0 [0.8,0.1] [0,0] [0.5,0.2] 

Smut [0.4,0.6] 0 [0.2,0.2] 1 

Ratoon Stunting Disease [0.3,0.4] [0.06,0.5] 0 [0.8,0.6] 

Grassy Shoot Disease [0.5,1] [0.15,0.2] [0.3,0.6] 0 
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Table 3. Defining the Direct –Relation Matrix 

Crop Diseases Percentage Disease Incidence(PDI) 

  

Co 09004 

Amirtha 
Quadrant I Quadrant II Quadrant III Quadrant IV 

Red Rot 0 0.4 0 0.3 

Smut 0.5 0 0.2 1 

Ratoon Stunting Disease 0.3 0.2 0 0.19 

Grassy Shoot Disease 0.7 0.10 0.12 0 

 

Table 4 .Comparison Scale in terms of PDI 

Percentage Disease Incidence(PDI) Grades 

0 Free (F) 

0.1-0.4 Resistant (R) 

0.5-0.9 Moderately Resistant (MR) 

0.10-0.14 Moderately Liable (ML) 

0.15 and above Liable (L) 

 

Table 5. Determination of PDI in terms of  grades 

Crop Diseases Percentage Disease Incidence(PDI) 

Co 09004 

Amirtha 
Quadrant I Quadrant II Quadrant III Quadrant IV 

Red Rot F R F R 

Smut MR F R L 

Ratoon Stunting Disease R R F MR 

Grassy Shoot Disease MR ML R F 

 

Table 6. Normalizingthe Matrix 

Co 09004 

Amirtha 
Quadrant I Quadrant II Quadrant III Quadrant IV sum 

Red Rot 0 0.4 0 0.3 0.7 

Smut 0.5 0 0.2 1 1.7 

Ratoon Stunting Disease 0.3 0.2 0 0.19 0.6 

Grassy Shoot Disease 0.7 0.10 0.12 0 0.9 

 

Table 7. Attaining the Total Relation Matrix 

 

Co 09004 

Amirtha 
Quadrant I Quadrant II Quadrant III Quadrant IV 

Red Rot 0.789 0.235 0.912 0.356 

Smut 0.678 0.945 1.240 1.256 

Ratoon Stunting Disease 0.346 0.268 0.236 0.646 

Grassy Shoot Disease 0.853 0.376 1.123 0.432 
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Table 8 : Producing a casual diagram 

Co 09004 Amirtha Quadrant I Quadrant II Quadrant III Quadrant IV D 

Red Rot 0.789 0.235 0.912 0.356 2.292 

Smut 0.678 0.945 1.240 1.256 4.119 

Ratoon Stunting Disease 0.346 0.268 0.236 0.646 1.496 

Grassy Shoot Disease 0.853 0.376 1.123 0.432 2.784 

R 2.666 1.824 3.511 2.690  

 

Table 9: Determination of Effect and Cause 

Co 09004 

Amirtha 
D R D-R D+R Effect/Cause 

Red Rot 2.292 2.666 -0.374 4.958 Effect 

Smut 4.119 1.824 2.295 5.943 Cause 

Ratoon Stunting Disease 1.496 3.511 -2.015 5.007 Effect 

Grassy Shoot Disease 2.784 2.690 0.094 5.474 Cause 

 

Table 10 Determining the value of Threshold 

Co 09004 

Amirtha 
Quadrant I Quadrant II Quadrant III Quadrant IV 

Red Rot 0.789 0.235 0.912 0.356 

Smut 0.678 0.945 1.240 1.256 

Ratoon Stunting Disease 0.346 0.268 0.236 0.646 

Grassy Shoot Disease 0.853 0.376 1.123 0.432 

 

 
Fig 1. Casual diagram in comparison with the criterion 
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A Shewhart control chart is one of the important tools in Statistical Process Control (SPC) to monitor and 

analyze a process parameter over time. Process Control Techniques are useful to identify assignable 

causes of variations. Any significant variations in the production process can be easily detected using 

Control Charts. In few industries existing control charts may not be suitable since the data could be 

vague or imprecise. Hence to control the vagueness and process control parameters, a new Fuzzy control 

chart is developed to handle such quality control environment. In this article a new fuzzy based 

compound binomial control chart is developed and designed to monitor the fraction defectives and to 

control the variability in the sample size. A new fuzzy control chart which can handle the uncertainty of 

sample size and compound fraction defective is developed using α - level midrange. ARL (Average Run 

Length) is determined and analyzed for newly developed control chart. It is found that the ARL is better 

over other types of control charts. 

 

Keywords - Process control, Compound Binomial, Fuzzy set, α - level midrange. 
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INTRODUCTION 

 
In the current scenario of a statistical quality control, the enhancement of process control techniques stands as a 

crucial quality strategy. Statistical Process Control (SPC) holds a pivotal position inside numerous quality control 

environments. Control charts were developed with the purpose of overseeing processes and identifying changes in 

the average and variability of quality characteristics, ensuring the satisfactory performance of these processes. Even 

though Shewhart initially proposed the concept of control charts in 1920, modern times still see emerging areas of 

application that deserve further investigation. Uncertainty is a common aspect in many real-world systems, which 

introduces challenges in applying statistical process control. Consequently, the utilization of fuzzy set theory 

becomes pertinent for the purpose of elucidating and conceptualizing these problems in quality control techniques. 

 

This paper introduces the new approach of fuzzy control charts for controlling or to monitor compound fraction 

defectives. The compound fraction defectives control chart is new approach of control chart based on Compound 

Binomial Distribution. This chart can control both fraction defective and monitor variability of sample size in single 

chart. The compound fraction defective control chart may not be suitable in some situations such as the data 

involved could be vague or imprecise. Thus, Fuzzy control charts are used to handle such situations and a fuzzy 

based compound fraction defectives control chart is developed.  

 

The section of the article is organised as follows. Section 2 shows the review of literature. Section 3 contains the 

methodology of the work. Section 4 describes the illustration of the proposed work. Section 5 contains results and 

discussions. 

 

REVIEW OF LITERATURE 
 

Shewhart (1926) introduced a concept of control chart to monitor the quality of process in the industry. Zadeh (1965) 

proposed a concept of fuzzy based on mathematical method for representing vagueness and uncertainty in decision 

making. H. Taleb and M. Limam (2002) proposed different procedures for constructing control charts based on fuzzy 

and probabilistic approach.  Gulbay, Kahraman and Ruan (2004) designed a α - cut fuzzy control chart for attribute 

data for utilize the tightness of the inspection. Further, M. Gulbay and C. Kahraman (2006) also designed fuzzy 

control charts for linguistic and imprecise data. These fuzzy control charts are applied to p and c charts. To monitor 

multivariate attribute data Taleb et.al (2006) developed a control chart called fuzzy multinomial control charts. Sevil 

and Nihal (2009) proposed a fuzzy X  -R  and X  -S  control charts with α cuts.  

 

Hung Shu and Chung Wu (2011) developed a fuzzy X  and R control charts using the fuzzy dominance approach. 

This approach can compare fuzzy averages and variances to their respective fuzzy control limits. To monitor 

attribute quality characteristics Sogandi, et.al (2014) developed a fuzzy P chart. Alakoc and Apaydin (2018) designed 

a fuzzy control chart approach for attribute and variable data based on decision function, α- cut fuzzy numbers, 

fuzzy 3σ control limits. Prabu and Nanthakumar (2020) designed a fuzzy control chart for number of defects using 

process capability. Devaarul and Arunthadhi (2023) designed a Truncated Poisson Exponentially Weighted Moving 

Average (TPEWMA) control chart for an unstabilized production process. 

 

METHODOLOGY 
 

Compound Fraction Defectives Control Chart 

Let X be random variable, then the probability density function of binomial distribution is  P(X=r) =  
n
r
 prqn−r  ;   r = 

0,1,2<<...n                                                     ----------------- (1) 

Take n as another random variable which follows the Poisson distribution.  
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P(n=k) = 
e−λλk

k!
  ;  k = 0,1,2,3<<                                                                           ----------------- (2) 

The probability density function of compound binomial distribution is derived from the joint probability of X and n. 

 

P(X=r) =  
e−λp (λp)r

r!
  ; r = 0,1,2,<<                                                            ------------------ (3) 

Then, the mean and variance of compound binomial distribution is λp. 

The n as a fixed constant in Binomial distribution becomes a random variable in Poisson distribution. Thus, the mean 

and variance of compound binomial distribution becomes np2. 

Then the Control limits for compound fraction defectives are as follows, 

CL =  np2                                                                          ------------------ (4) 

UCL =  np2      + 3 np2                                                                         ------------------ (5) 

LCL =  np2     − 3 np2                                                                         ------------------ (6) 

The control limit can control both the number of defectives and variability in sample size as compound fraction 

defectives. 

 

Fuzzy Compound Fraction Defectives Control Chart based on Triangular fuzzy number 

Let us consider the compound fraction defectives as triangular fuzzy numbers which are represented as (CFa , CFb , 

CFc ) for each fuzzy sample. Then the control limits for fuzzy compound binomial control chart is determined based 

on triangular fuzzy number are as follows,  

CL = (CLa , CLb , CLc ) = (np2     
a

, np2     
b

, np2     
c
)                                                ------------- (7) 

(np2     
a
, np2     

b
, np2     

c
) = (

 CF a

m
,
 CF b

m
 , 

 CF c

m
)                                                    ------------- (8) 

UCL = (UCLa , UCLb , UCLc) = (np2     
a
 + 3 np2     

a
 , np2     

b
 + 3 np2     

b
 , np2     

c
 + 3 np2     

c
 )     ------ (9) 

LCL = (LCLa , LCLb , LCLc) = (np2     
a
 − 3 np2     

a
 , np2     

b
 − 3 np2     

b
 , np2     

c
 − 3 np2     

c
 )    ------ (10) 

where, m = number of subgroups.  

 

Fuzzy Compound Fraction Defectives Control chart based on 𝛂 - Level Midrange 

To enhance the uncertainty of compound binomial control chart the α – level midrange is applied to fuzzy 

compound binomial control chart. The α – level midrange comes into play when the centre of these fuzzy control 

limits is determined. Now applying the α – level midrange to fuzzy compound binomial control chart the centre line 

of the control chart is as follows, 

  CL = (CLa
α , CLb , CLb

α ) = (np2     
a

α
, np2     

b
, np2     

c

α
)                                           ------------------ (11) 

Similarly,  

 (np2     
a

α
, np2     

b
, np2     

c

α
)  = (

 CF a
α

m
,
 CF b

m
 , 

 CF c
α

m
)                                             ------------------ (12)      

where, 

np2     
a

α
 = np2     

a
 + α (np2     

b
− np2     

a
 )                                                           ------------------ (13) 

  np2     
c

α
 = np2     

c
 − α (np2     

c
− np2     

b
 )                                                          ------------------ (14) 

 

𝛂 – Level fuzzy Midrange for Compound Fraction Defectives Control Chart 

     To design the fuzzy compound binomial control limit the α – level midrange is applied and the control limits are 

as follows, 

CLmid
α  = 

1

2
(np2     

a

α
 + np2     

c

α
)      ------------------ (15) 

 UCLmid
α  = 

1

2
(np2     

a

α
 + np2     

c

α
) + 3 

1

2
(np2     

a

α
 +  np2     

c

α
)                                ------------------ (16) 

LCLmid
α  = 

1

2
(np2     

a

α
 + np2     

c

α
) − 3 

1

2
(np2     

a

α
 +  np2     

c

α
)                               ------------------ (17) 
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The α – level fuzzy midrange for sample i for the fuzzy compound binomial control chart is, 

Smid ,i
α  = 

(CF aj
 + CF c j

) + α [(CF b j
 − CF aj

)− (CF c j
 − CF b j

)]

2
                                   ------------------ (18) 

 

Then the condition of process control for each sample can be defined as, 

Process Control =    
in control         ;  LCLmid

α ≤  Smid ,i
α  ≤  UCLmid

α  

out of control ; Otherwise                                  
  

 

ILLUSTRATION 

In this section an example is illustrated for the proposed work. The control limits, control chart and ARL are derived 

in this section. Let us consider the example. 

 

The sample size from the Table 1 can be fuzzifie based on Triangular fuzzy number. Then the control limits for 

compound fraction defectives based on triangular fuzzy number is as follows, 

CL = (1.07, 1.008, 0.97) 

UCL = (4.184, 4.019, 3.923) 

LCL = (0, 0, 0)  

 

Now apply the α level midrange to the control chart of triangular fuzzy number. Then the control limits for α – level 

fuzzy midrange for Compound Fraction Defectives chart are as follows, 

CLmid
0.5  = 1.01     

UCLmid
0.5  = 4.04                              

LCLmid
0.5  = 0 

 

Calculation for ARL 

To comparing the proposed fuzzy based compound defective control chart with normal compound defective control 

chart ARL is used. ARL is the average number of samples which could occur before the out of control condition.  

 

ARL = 
1

P X>𝑈𝐶𝐿 
 

 

Hence the ARL for the proposed control chart is 264. 

Based on various values of compound fraction defectives the ARL is shown in following table. 

 

RESULT AND DISCUSSION           
 

In this article, a new control chart is developed to monitor fuzzy based compound fraction defectives. Uncertainty is 

a common aspect in many real-world systems, which introduces challenges in applying statistical process control. 

Consequently, the utilization of fuzzy set theory becomes pertinent for the purpose for the purpose of elucidating 

and conceptualizing these issues. Thus, in this paper a fuzzy based compound fraction defectives control chart is 

developed with help of α – level fuzzy midrange. The ARL for the newly developed control chart is derived and 

calculated. For various shifts the ARL for fuzzy based compound fraction defectives is calculated. It gives a better 

performance than other charts. As, industries continue to evolve and face new challenges, the adoption of fuzzy 

based approaches holds significant promise for optimising quality control practices and ensuring the delivery of 

products.   
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Table1. Observation data 

Sample 

size (n) 

Number of 

Defects (d) 

Sample 

size (n) 

Number of 

Defects (d) 

100 12 120 8 

80 8 110 6 

80 6 80 8 

100 9 80 10 

110 10 80 7 

110 12 90 5 

100 11 100 8 

100 16 100 5 

90 10 100 8 

90 6 100 10 

110 21 90 6 

120 15 90 9 

120 9 

*Source: Montgomery, D. C. (2009), ‚Introduction to Statistical Quality Control‛, Sixth Edition, Wiley India, New 

Delhi. 
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Table 2. ARL for fuzzy based Compound fraction defectives when 𝜶 = 0.5 

Shifts ARL 

0.75 137 

0.99 285 

1.008 264 

1.250 544 

2.140 155 

2.500 235 

3.150 193 

3.500 302 

3.880 443 

4.002 351 

 

 

 
Figure 1. Control chart for fuzzy based compound fraction defectives 
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In this paper a new ranking formula is used to find an Initial Basic Feasible Solution to a Trapezoidal Picture Fuzzy 

Transportation Problem and Pentagonal Picture Fuzzy Transportation Problem.  Three types of Transportation 

Problem are considered namely Type 1(supply and demand), Type 2 (cost only) and Type 3 (supply, demand and 

cost) in which the above parameters are represented as Trapezoidal Picture Fuzzy Numbers and Pentagonal Picture 

Fuzzy Numbers. Also the results obtained for Type 1,Type 2 and Type 3 for Trapezoidal Picture Fuzzy 

Transportation Problem and Pentagonal Picture Fuzzy Transportation Problem are compared with each other. It is 

observed that Pentagonal Picture Fuzzy Transportation Problem gives better approximation for the estimation cost 

of transportation better than Trapezoidal Picture Fuzzy Transportation Problem. 

 

Keywords: Picture Fuzzy Sets, Trapezoidal Picture Fuzzy Number, Pentagonal Picture Fuzzy number, Picture Fuzzy 

transportation problem, Ranking formula. 

  

 

INTRODUCTION 

 
A Trapezoidal Picture Fuzzy  Transportation Problem (TPFTP) and Pentagonal Picture Fuzzy Transportation 

Problem (PPFTP) are transportation problems in which the Transportation Problems (TP) is classified into Type 1, 

Type 2 and Type 3. An extension of Fuzzy Set by Zadeh [3] and Intuitionistic Fuzzy Set by Atanassov [1] is a Picture 

Fuzzy Set (PFS). A. Nagoorgani and S. Abbas, [2] find a new method for solving Intuitionistic Fuzzy Transportation 

Problem. Sathya Geetha et.al [4]. solved TP under Picture Fuzzy environment. Muhammad Athar Mehmood et al.[5] 
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find Extended TP based on PFS. In this paper a TPFTP and PPFTP was solved by using a new ranking formula for 

converting Trapezoidal Picture Fuzzy Number (TPFN) and Pentagonal Picture Fuzzy Number (PPFN) into crisps 

value and VAM technique is used to find an Initial Basic Feasible Solution (IBFS). 

 

Basic definitions 

Definition 2.1 [6]: A PFS in U is defined by P = 𝑥,  𝑚𝑝 𝑥 , 𝑎𝑝 𝑥 , 𝑛𝑝 𝑥  𝑥 ∈ 𝑈  where  𝑚𝑝 𝑥 , 𝑎𝑝 𝑥 , 𝑛𝑝 𝑥  ∈

 0,1 , 0≤  𝑚𝑝 𝑥 + 𝑎𝑝 𝑥 + 𝑛𝑝 𝑥  ≤ 1.  The 𝑚𝑝 𝑥 , 𝑎𝑝 𝑥 , 𝑛𝑝 𝑥  ∈  0,1  denote respectively the positive membership 

degree, neutral, negative membership degree of the element of x in the set P. For each PFS P in U, the refusal 

membership degree is described as 

𝑟𝑝 𝑥 = 1 −  𝑚𝑝 𝑥 + 𝑎𝑝 𝑥 + 𝑛𝑝 𝑥  . 

Definition 2.2 [6]: A Picture Fuzzy Number (PFN) n is defined in a PFS, where n∈ 𝑅, as  

n = 𝜉,  𝑚𝑛 𝜉 , 𝑎𝑛 𝜉 , 𝑛𝑛 𝜉  𝜉 ∈ 𝑅 , where 

𝑚 𝜉 =

 
 

 
𝑓𝑛

𝑙 𝜉 ,   𝑓𝑜𝑟   𝑝1 ≤ 𝜉 < 𝑞
  𝛼𝑛  ,   𝑓𝑜𝑟 𝑞 ≤ 𝜉 ≤ 𝑟

𝑓𝑛
𝑢 𝜉 , 𝑓𝑜𝑟 𝑟 ≤ 𝜉 <   𝑠1

0 , 𝑜𝑡𝑒𝑟𝑤𝑖𝑠𝑒

  

𝑎 𝜉 =

 
 

 
𝑔𝑛

𝑙  𝜉 ,   𝑓𝑜𝑟   𝑝2 ≤ 𝜉 < 𝑞
  𝛽𝑛  ,   𝑓𝑜𝑟 𝑞 ≤ 𝜉 ≤ 𝑟

𝑔𝑛
𝑢 𝜉 , 𝑓𝑜𝑟 𝑟 ≤ 𝜉 <   𝑠2

 0 , 𝑜𝑡𝑒𝑟𝑤𝑖𝑠𝑒

  

𝑛 𝜉 =

 
 

 
𝑛

𝑙  𝜉 ,   𝑓𝑜𝑟   𝑝3 ≤ 𝜉 < 𝑞
  𝛾𝑛  ,   𝑓𝑜𝑟 𝑞 ≤ 𝜉 ≤ 𝑟

𝑛
𝑢 𝜉 , 𝑓𝑜𝑟 𝑟 ≤ 𝜉 <   𝑠3

0 , 𝑜𝑡𝑒𝑟𝑤𝑖𝑠𝑒

  

 

Definition 2.3 [6]: A TPFN‘tn’ is defined in a picture fuzzy subset in R with the following membership 

function𝑚𝑛 𝜉 , neutral 𝑎𝑛 𝜉  and non-membership function 𝑛𝑛 𝜉 . 

 

𝑚𝑛 𝜉 =

 
  
 

  
 𝑓𝑛

𝑙 𝜉 =
𝜉 − 𝑝1

𝑞 − 𝑝1
𝛼𝑛

𝑞
,   𝑓𝑜𝑟   𝑝1 ≤ 𝜉 < 𝑞

  𝛼𝑛  ,                         𝑓𝑜𝑟 𝑞 ≤ 𝜉 ≤ 𝑟

 𝑓𝑛
𝑢 𝜉 =

𝑠1 − 𝜉

𝑠1 − 𝑟
𝛼𝑛 , 𝑓𝑜𝑟 𝑟 ≤ 𝜉 <   𝑠1

0 , 𝑜𝑡𝑒𝑟𝑤𝑖𝑠𝑒

  

𝑎𝑛 𝜉 =

 
  
 

  
 𝑔𝑛

𝑙  𝜉 =
𝑞 − 𝜉 + 𝛽𝑛 (𝜉 − 𝑝2)

𝑞 − 𝑝2
,   𝑓𝑜𝑟   𝑝2 ≤ 𝜉 < 𝑞

  𝛽𝑛  ,                                             𝑓𝑜𝑟 𝑞 ≤ 𝜉 ≤ 𝑟

𝑔𝑛
𝑢 𝜉 =

𝜉 − 𝑟 + 𝛽𝑛 (𝑠2 − 𝜉)

𝑠2 − 𝑟
, 𝑓𝑜𝑟 𝑟 ≤ 𝜉 <   𝑠2

 0 , 𝑜𝑡𝑒𝑟𝑤𝑖𝑠𝑒

  

𝑛𝑛 𝜉 =

 
  
 

  
 𝑛

𝑙  𝜉 =
𝑞 − 𝜉 + 𝛾𝑛(𝜉 − 𝑝3)

𝑞 − 𝑝3
,   𝑓𝑜𝑟   𝑝3 ≤ 𝜉 < 𝑞

  𝛾𝑛  ,                                            𝑓𝑜𝑟 𝑞 ≤ 𝜉 ≤ 𝑟

   𝑛
𝑢 𝜉 =

𝜉 − 𝑟 + 𝛾𝑛 (𝑠3 − 𝜉)

𝑠3 − 𝑟
, 𝑓𝑜𝑟 𝑟 ≤ 𝜉 <   𝑠3

0 , 𝑜𝑡𝑒𝑟𝑤𝑖𝑠𝑒

  

Where 𝑃3 ≤ 𝑃2 ≤ 𝑃1 ≤ 𝑞 ≤ 𝑟 ≤ 𝑆1 ≤ 𝑆2 ≤ 𝑆3for all 𝜉𝜖𝑋 with the constraints 0≤ 𝛼𝑛 , 𝛽𝑛 , 𝛾𝑛 ≤ 1𝑎𝑛𝑑 𝛼𝑛 + 𝛽𝑛 + 𝛾𝑛 ≤1. 

TPFN ′𝑡𝑛
′  is denoted by  

𝑡𝑛 = (𝑃1 , 𝑞, 𝑟, 𝑆1; 𝑃2 , 𝑞, 𝑟, 𝑆2; 𝑃3 , 𝑞, 𝑟, 𝑆3). 

Narppasalai Arasu and Sivapriya 

 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

63308 

 

   

 

 

Definition 2.4 : A PPFN′𝑷𝒏′of  PFS   is   defined   as 𝑷𝒏 ={( a1, 𝑏1, 𝑐1,𝑑1, 𝑒1)( 𝑎2 , 𝑏2, 𝑐2, 𝑑2, 𝑒2) (𝑎3, 𝑏3, 𝑐3, 𝑑3, 𝑒3)} 

where all 𝑎1, 𝑏1, 𝑐1 , 𝑑1, 𝑒1, 𝑎2 , 𝑏2, 𝑐2, 𝑑2, 𝑒2 ,𝑎3, 𝑏3, 𝑐3, 𝑑3, 𝑒3are real numbers and its membership function 𝒎𝒏 𝝃 , 

neutral 𝒂𝒏 𝝃  and non-membership function 𝒏𝒏 𝝃 . 

𝑚𝑛 𝜉 =

 
 
 
 
 
 

 
 
 
 
 

0, 𝑓𝑜𝑟 𝜉 <  𝑎1

(
𝜉 − 𝑎1

𝑏1 − 𝑎1
)𝛼𝑛

𝑞
,   𝑓𝑜𝑟   𝑎1 ≤ 𝜉 < 𝑏1

𝜉 − 𝑏1

𝑐1 − 𝑏1
𝛼𝑛

𝑞
,   𝑓𝑜𝑟   𝑏1 ≤ 𝜉 < 𝑐1

  𝛼𝑛  ,                         𝑓𝑜𝑟 𝜉 = 𝑐1

𝑑1 − 𝜉

𝑑1 − 𝑐1
𝛼𝑛 ,   𝑓𝑜𝑟   𝑐1 ≤ 𝜉 < 𝑑1

𝑒1 − 𝜉

𝑒1 − 𝑑1
𝛼𝑛 ,   𝑓𝑜𝑟   𝑐1 ≤ 𝜉 < 𝑑1

0, 𝑓𝑜𝑟 𝜉 >  𝑒1

  

𝑎𝑛 𝜉 =

 
 
 
 
 
 

 
 
 
 
 

0, 𝑓𝑜𝑟 𝜉 <  𝑎2

𝑏2 − 𝜉

𝑏2 − 𝑎2
𝛽𝑛 ,   𝑓𝑜𝑟   𝑎2 ≤ 𝜉 < 𝑏2

𝑐2 − 𝜉

𝑐2 − 𝑏2
𝛽𝑛 ,   𝑓𝑜𝑟   𝑏2 ≤ 𝜉 < 𝑐2

  𝛽𝑛  ,                         𝑓𝑜𝑟 𝜉 = 𝑐1

𝜉 − 𝑐2

𝑑2 − 𝑐2
𝛽𝑛 ,   𝑓𝑜𝑟   𝑐2 ≤ 𝜉 < 𝑑2

𝜉 − 𝑑2

𝑒2 − 𝑑2
𝛽𝑛 ,   𝑓𝑜𝑟   𝑑2 ≤ 𝜉 < 𝑒2

1, 𝑓𝑜𝑟 𝜉 >  𝑒2

  

𝑛𝑛 𝜉 =

 
 
 
 
 
 
 

 
 
 
 
 
 

1, 𝑓𝑜𝑟 𝜉 <  𝑎3

𝑏3 − 𝜉

𝑏3 − 𝑎3
𝛾𝑛 ,   𝑓𝑜𝑟   𝑎3 ≤ 𝜉 < 𝑏3

𝑐3 − 𝜉

𝑐3 − 𝑏3
𝛾𝑛 ,   𝑓𝑜𝑟   𝑏3 ≤ 𝜉 < 𝑐3

  𝛾𝑛  ,                         𝑓𝑜𝑟 𝜉 = 𝑐1

𝜉 − 𝑐3

𝑑3 − 𝑐3
𝛾𝑛 ,   𝑓𝑜𝑟   𝑐3 ≤ 𝜉 < 𝑑3

𝜉 − 𝑑3

𝑒3 − 𝑑3
𝛾𝑛 ,   𝑓𝑜𝑟   𝑑3 ≤ 𝜉 < 𝑒3

1, 𝑓𝑜𝑟 𝜉 >  𝑒3

  

with the constraints 0≤ 𝛼𝑛 , 𝛽𝑛 , 𝛾𝑛 ≤ 1𝑎𝑛𝑑 𝛼𝑛 + 𝛽𝑛 + 𝛾𝑛 ≤1. 

 

Definition 2.5:Mathematical Formulation of TPFTP (or PPFTP) 

A Picture Fuzzy Transportation Problem (PFTP) is defined as  

𝑀𝑖𝑛𝑖𝑚𝑢𝑚 𝑧 𝑃 =   𝑐 𝑖𝑗
𝑃

𝑛

𝑗 =1

𝑚

𝑖=1
⊗ 𝑥 𝑖𝑗

𝑃  

Subject to the constraints, 

 𝑥 𝑖𝑗
𝑃

𝑛

𝑗 =1

= 𝑎 𝑖
𝑃 , 𝑖 = 1,2,3 … 𝑚 

 𝑥 𝑖𝑗
𝑃

𝑚

𝑖=1

= 𝑏 𝑖
𝑃 , 𝑗 = 1,2,3 … 𝑛 

𝑥 𝑖𝑗
𝑃 ≥ 0, 𝑖 = 1,2, … 𝑚, 𝑗 = 1,2, … 𝑛 

The above PFTP is called TPFTP (or PPFTP).  
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If 𝑐 𝑖𝑗
𝑃  is the unit Trapezoidal(or Pentagonal) picture fuzzy transporting cost from 𝑖𝑡source to 𝑗𝑡  destination. 

𝑎 𝑖
𝑃 is the Trapezoidal (or Pentagonal )picture fuzzy availability of the commodity at the 𝑖𝑡source to 𝑗𝑡  destination. 

𝑏 𝑖
𝑃 is the Trapezoidal (or Pentagonal) picture fuzzy demand of the commodity at the 𝑖𝑡source to 𝑗𝑡  destination. 

𝑥 𝑖𝑗
𝑃  is the number of units of commodity transported from the 𝑖𝑡source to 𝑗𝑡  destination. 

 

Note:The above TPFTP (or PPFTP) represent Type 3 problem. Suppose 𝑐 𝑖𝑗
𝑃  is represented as crisp valuesthen the  

above TPFTP (or PPFTP) represent Type 1and supply and demand are represented as crisp values then the  above 

TPFTP (or PPFTP) represent Type 2 

 

Definition 2.6: Ranking formula for TPFN 

If𝑡𝑛 = (𝑃1 , 𝑞, 𝑟, 𝑆1 ; 𝑃2 , 𝑞, 𝑟, 𝑆2 ; 𝑃3 , 𝑞, 𝑟, 𝑆3).is a TPFN, then the crisp value of𝑡𝑛 ,ais given below. 

 

𝑎 =
𝑝1 + 2𝑞 + 2𝑟 + 𝑠1 + 𝑝2 + 2𝑞 + 2𝑟 + 𝑠2 + 𝑝3 + 2𝑞 + 2𝑟 + 𝑠3

18
 

 

Definition 2.7: Ranking formula for PPFN 

 

If𝑃𝑛 = (𝑎1 , 𝑏1 , 𝑐1 , 𝑑1 , 𝑒1; 𝑎2 , 𝑏2 , 𝑐2 , 𝑑2 , 𝑒2; 𝑎3 , 𝑏3 , 𝑐3 , 𝑑3 , 𝑒3,
).is a PPFN, then the crisp value of 𝑃𝑛 ,b is given below. 

 

𝑏 =
𝑎1 + 2𝑏1 + 2𝑐1 + 2𝑑1 + 𝑒1 + 𝑎2 + 2𝑏2 + 2𝑐2 + 2𝑑2 + 𝑒2 + 𝑎3 + 2𝑏3 + 2𝑐3 + 2𝑑3 + 𝑒3

24
 

 

Algorithm for the TPFTP and PPFTP 

Step (1): Check whether the given transportation problem is balanced or not. If not, introduce a dummy row or 

column for making the transportation problem a balanced one. 

Step (2): Each type1,type2 and type3 the TPFN and PPFN are converted into crisp value using respective ranking 

formula. 

Step (3): Existing method namely, VAM technique for the given three types of TPFTP and PPFTP to find the IBFS. 

Step (4): Compare the IBFS obtained from the TPFTP and PPFTP. 

 

NUMERICAL EXAMPLES 

 

Example 4.1:Consider TPFTP of Type-1 is shown in TPFTP Table 1 (TPFTPT 1) 

TPFTPT 1 

 D1 D2 D3 D4 Supply 

C1 5 1 3 3 (3,4,5,9;  2.5,4,5,9.5; 

2,4,5,10) 

C2 3 3 5 4 (7,11,12,13; 

6.5,11,12,13.5; 

6,11,12,14) 

C3 6 4 4 3 (6,10,11,12; 

5,10,11,13; 4,10,11,14) 

C4 4 1 4 2 (3,7,8,9; 2.5,7,8,9.5; 

2,7,8,10) 

Demand (10,14,15,17; 

9,14,15,17.5; 

7,14,15,18) 

(2,7.5,8.1,10.5; 

1,7.5,8.1,11;              -

1,7.5,8.1,12) 

(1,2,3,6; 

0.5,2,3,7;  

0,2,3,9) 

(5,9,10,11; 

4.5,9,10,11.5; 

4,9,10,12) 

 

Convert given Trapezoidal supply and demand into crisp value by using ranking formula 2.5 and we get the Crisp 

Transportation Table 2 (CTT 2)  
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CTT 2 

 
D1 D2 D3 D4 Supply 

C1 5 1 3 3 5 

C2 3 3 5 4 11 

C3 6 4 4 3 10 

C4 4 1 4 2 7 

Demand 14 7 3 9 33 

 

Applying VAM Technique to find IBFS. 

IBFS Table 3 

 
D1 D2 D3 D4 Supply 

C1 5 5 1 3 3 5 

 

C2 
11 

3 3 5 4 11 

 

C3 
3 

6 4 
3 

4 
4 

3 10 

   

C4 4 
2 

1 4 
5 

2  

  
7 

Demand 14 7 3 9 33 

 

  Z = 5*1+11*3+3*6+3*4+4*3+2*1+5*2 

  Z = 92    

 

Example 4.2:Consider TPFTP of Type-2 is shown in TPFTPT 4 

TPFTPT 4 

   D1 D2 D3 D4 Supply 

C1 

 (0,1,2,3; 

-4,1,2,4; 

-8,1,2,5) 

(12,16,17,21;11,16,17,22;1

0,16,17,23) (12,13,14,18;11.5,

13,14,18.5;11,13,1

4,19) 

(7,8,9,10;6,8,9,11;5,8,

9,12) 

34 

C2 

 (3,4,5,9;2.5,4,5,9.5;2,

4,5,10) 

(7,11,12,16;6,11,12,17;5,11

,12,18) 

 

(6,10,11,12;5,10,1

1,13;4,10,11,14) 

(4,7,8,11;3,7,8,12;2,7,

8,13) 

15 

C3 
 (12,15,16,17;11,15,16

,17.5;9,15,16,18) 

(6,8,9,11;5,8,9,12;4,8,9,13) (1,2,3,6;0.5,2,3,7;0

,2,3,9) 

(7,9,10,12;6,9,10,13;5

,9,10,14) 12 

C4 

 

(10,12,13,18;9,12,13,

19;8,12,13,20) 

(5,6,7,8;4,6,7,9;3,6,7,10) (3,13,14,15; 

2.5,13,14,15.5; 

2,13,14,16) 

(2,6,7,11; 1,6,7,12; 

0,6,7,13) 

19 

Dema

nd 

 

21 25 
17 17 
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Convert given Trapezoidal cost into crisp value by using ranking formula 2.5 and we get the CTT 5 

CTT 5 

 
D1 D2 D3 D4 Supply 

C1 1 16.5 14 8.5 34 

C2 5 11.5 10 7.5 15 

C3 15 8.5 3 9.5 12 

C4 13 6.5 12 6 19 

Demand 21 25 17 17 80 

 

Applying VAM Technique to find IBFS. 

IBFS Table 6 

 D1 D2 D3 D4 Supply 

C1 
21  

1 
16.5 14 

13  

8.5 
34 

  

C2 5 
6 

11.5 
5 

10 
4  

7.5 
15 

   

C3 15 8.5 
12  

3 
9.5 12 

 

C4 13 
19  

6.5 
12 6 19 

 

Demand 21 25 17 17  

 

Z = 21*1+13*8.5+6*11.5+5*10+4*7.5+12*3+19*6.5 

Z = 440 

Example 4.3:Consider TPFTP of Type-3 is shown in TPFTPT 7 

TPFTPT 7 

  
 

D1 D2 D3 D4 Supply 

C1 

 (0,1,2,3;-4,1,2,4;-

8,1,2,5) 

(12,16,17,18;11.5,16,1

7,18.5;11,16,17,19) 

(12,13,14,18;11.5,13,1

4,18.5;11,13,14,19) 

(7,8,9,13;6.5,8,9,1

3.5;6,8,9,14) 

 

(2,3,4,8;1.5,3,4,8.5;

1,3,4,9) 

C2 
 (3,4,5,9;2.5,4,5,9.5;2

,4,5,10) 

(7,11,12,13;6.5,11,12,

13.5;6,11,12,14) 

(6,10,11,12;5,10,11,13

;4,10,11,14) 

(3,7,8,9;2.5,7,8,9.

5;2,7,8,10) 

(5,7,8.2,10;4,7,8.2,1

1;2,7,8.2,13) 

C3 
 (12,15,16,17;11,15,1

6,17.5;9,15,16,18) 

(4,8,9,10;3.5,8,9,10.5;

3,8,9,11) 

(1,2,3,6;0.5,2,3,7;0,2,3

,9) 

(5,9,10,11;4.5,9,1

0,11.5;4,9,10,12) 

(7,8,9,13;6,8,9,14;5,

8,9,15) 

C4 

 (10,12,13,18;9,12,13

,19;8,12,13,20) 

(5,6,7,9;4.5,6,7,12;4,6,

7,14) 

 

(3,13,14,15; 

2.5,13,14,15.5; 

2,13,14,16) 

(2,6,7,8;1.5,6,7,8.

5;1,6,7,9) 

 

(6,10,11,12;5.5,10,1

1,12.5;5,10,11,13) 

De

man

d 

 (3,5,6,10;2.5,5,6,11;

2,5,6,13) 

(1,4,5,7;0,4,5,8;-

2,4,5,9) 

(7,7.5,8.6,12;6,7.5,8.6,

13;5,7.5,8.6,14) 

(9,12,13,14;7,12,1

3,15;5,12,13,16) 
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Convert given Trapezoidal cost, supply and demand into crisp value by using ranking formula 2.5 and we get the 

CTT 8 

CTT 8 

 

 

Applying VAM Technique to find IBFS. 

IBFS Table 9 

 

 

 

 

 

 

 

 

 

 

 

Z=4*1+2*5+5.5*7+0.5*8+8.5*3+3.5*7+6.5*6 

Z=145.5 

 

Example 4.4:Consider PPFTP of Type-1 is shown in PPFTPTable 10 (PPFTPT 10) 

PPFTPT 10 

 
D1 D2 D3 D4 Supply 

C1 5 1 3 3 

(3,4.5,6,7.5,9; 

2.5,4.25,6,7.75,9.5;2,4,

6,8,10) 

C2 3 3 5 4 

(7,8.5,10,11.5,13; 

6.5,8.25,10,11.75, 13.5; 

6,8,10,12,14) 

C3 6 4 4 3 

(6,7.5,9,10.5,12; 

5,7,9,11,13; 

4,6.5,9,11.5,14) 

C4 4 1 4 2 

(3,4.5,6,7.5,9; 

2.5,4.25,6,7.75,9.5;2,4,

6,8,10) 

 
D1 D2 D3 D4 Supply 

C1 1 16 14 9 4 

C2 5 11 10 7 7.5 

C3 15 8 3 9 9 

C4 13 7 12 6 10 

Demand 6 4 8.5 12 
 

 D1 D2 D3 D4 Supply 

C1 
4  

1 
16 14 9 4 

 

C2 
2  

5 
11 10 

5.5  

7 
7.5 

  

C3 15 
0.5  

8 

8.5  

3 
9 9 

  

C4 13 
3.5  

7 
12 

6.5  

6 
10 

  

Demand 6 4 8.5 12  
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Dema

nd 

(10,11.75,13.5, 

15.25,17; 

9,11.125,13.25, 

15.375,17.5;7,9.75,12.

5,15.25,18) 

(2,4.125,6.25,8.375,10.5;        

1,3.5,6,8.5,11;              -

1,3.5,6,8.5,12) 

 

(1,2.25,3.5,4.75,6; 

0.5,2.125,3.75,5.35,7; 

0,2.25,4.5,6.75,9) 

 

(5,6.5,8,9.5,11; 

4.5,6.25,8,9.75,1

1.5;      

4,6,8,10,12) 

 

 

Convert given Pentagonal supply and demand into crisp value by using ranking formula 2.6 and we get the CTT 11 

 

CTT 11 

 
D1 D2 D3 D4 Supply 

C1 5 1 3 3 6 

C2 3 3 5 4 10 

C3 6 4 4 3 9 

C4 4 1 4 2 6 

Demand 13 6 4 8 31 

 

Applying VAM technique to find IBFS. 

IBFS Table 12 

  D1 D2 D3 D4 Supply 

 C1 5 
6 

1 3 3 6 
  

C2 
10 

3 3 5 4 10 
  

C3 
3 

6 4 
4 

4 
2 

3 9 
      

C4 4 
0 

1 4 
6 

2 6 
    

Demand 13 6 4 8 31  

 

Z = 6*1+10*3+3*6+4*4+2*3+0*1+6*2 =88 

Example 4.5:Consider PPFTP of Type-2 is shown in PPFTPT 13 

PPFTPT 13 

 
 D1 D2 D3 D4 

Su

pp

ly 

C1  

(0,0.75,1.5,2.25,3;                           

-4,-2,0,2,4;           -8,-4.75,-

1.5,1.75,5) 

(12,14.25,16.5,18.75,21;11,1

3.75,16.5,19.25,22;10,13.25,

16.5,19.75,23) 

(12,13.5,15,16.5,18;11.5,

13.25, 15, 16.75, 

18.5;11,13,15,17,19) 

(7,7.75,8.5,9.25,10;6,7.

25,8.5,9.75,11;5,6.75,8.

5,10.25,12) 

34 

C2  
(3,4.5,6,7.5,9;2.5,4.25,6,7.7,9

.5;2,4,6,8,10) 

(7,9.25,11.5,13.75,16;6,8.75,

11.5,14.25,17;5,8.25,11.5,14

.75,18) 

(6,7.5,9,10.5,12;5,7,9,11,

13;4,6.5,9,11.5,14) 

(4,5.75,7.5,9.25,11;3,5.

25,7.5,9.75,12;2,4.75,7.

5,10.25,13) 

15 
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C3  

(12,13.25,14.5,15.75,17;11,1

2.63,14.25,15.88,17.5;9,11.2

5,13.5,15.75,18) 

(6,7.25,8.5,9.75,11;5,6.75,8.

5,10.25,12;4,6.25,8.5,10.75,

13) 

(1,2.25,3.5,4.75,6;0.5,2.1

25,3.75,5.375,7;0,2.25,4.

5,6.75,9) 

(7,8.25,9.5,10.75,12;6,7

.75,9.5,11.25,13;5,7.25,

9.5,11.75,14) 

12 

C4  
(10,12,14,16,18;9,11.5,14,16.

5,19;8,11,14,17,20) 

(5,5.75,6.5,7.25,8;4,5.25,6.5,

7.75,9;3,4.75,6.5,8.25,10) 

(3,6,9,12,15; 

2.5,5.75,9,12.25,15.5; 

2,5.5,9,12.5,16) 

(2,4.25,6.5,8.75,11;1,3.

75,6.5,9.25,12;0,3.25,6.

5,9.75,13) 

19 

De

ma

nd 

 21 25 17 17 
 

 

Convert given Pentagonal cost into crisp value by using ranking formula 2.6 and we get the CTT 14 

CTT 14 

 
D1 D2 D3 D4 Supply 

C1 0 16.5 15 8.5 34 

C2 6 11.5 9 7.5 15 

C3 14 8.5 4 9.5 12 

C4 14 6.5 9 6 19 

Demand 21 25 17 17 80 

 

Applying VAM Technique to find IBFS. 

IBFS Table 15 

 

 

 

 

 

 

 

 

 

 

 

Z=21*0+13*8.5+6*11.5+5*9+4*7.5+12*4+19*6.5 

Z = 426 

 

Example 4.6:Consider PPFTP of Type-3 is shown in PPFTPT 16 

PPFTPT 16 

  D1 D2 D3 D4 Supply 

C1 

(0,0.75,1.5,2.25,3;                           

-4,-2,0,2,4;           -8,-

4.75,-1.5,1.75,5) 

(12,13.5,15,16.5,18;11.5,13

.25,15,16.75,18;5,11,13,15,

17,19) 

 

(12,13.5,15,16.5,18;1

1.5,13.25,15,16.7518.

5;11,13,15,17,19) 

(7,8.5,10,11.5,13;6.

5,8.25,10,11.75,13.5

;6,8,10,12,14) 

(2,3.5,5,6.5,8;1.5,3.25,

5,6.75,8.5;1,3,5,7,9) 

 

 D1 D2 D3 D4 Supply 

C1 
21  

0 
16.5 15 

13  

8.5 
34 

  

C2 6 
6 

11.5 
5  

9 

4  

7.5 
15 

   

C3 14 8.5 
12  

4 
9.5 12 

 

C4 14 
19  

6.5 
9 6 19 

 

Demand 21 25 17 17  

Narppasalai Arasu and Sivapriya 

 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

63315 

 

   

 

 

C2 

(3,4.5,6,7.5,9;2.5,4.25

,6,7.7,9.5;2,4,6,8,10) 

(7,8.5,10,11.5,13;6.5,8.25,1

0,11.75,13.5;6,8,10,12,14) 

 

(6,7.5,9,10.5,12;5,7,9,

11,13;4,6.5,9,11.5,14) 

(3,4.5,6,7.5,9;2.5,4.

25,6,7.75,9.5;2,4,6,8

,10) 

 

(5,6.25,7.5,8.75,10;4,5

.75,7.5,9.25,11;2,4.75,

7.5,10.25,13) 

C3 

(12,13.25,14.5,15.75,

17;11,12.63,14.25,15.

88,17.5;9,11.25,13.5,1

5.75,18) 

(4,5.5,7,8.5,10;3.5,5.25,7,8.

75,10.5;3,5,7,9,11) 

 

(1,2.25,3.5,4.75,6;0.5,

2.125,3.75,5.375,7;0,

2.25,4.5,6.75,9) 

(5,6.5,8,9.5,11;4.5,6

.25,8,9.75,11.5; 

4,6,8,10,12) 

(7,8.5,10,11.5,13;6,8,1

0,12,14;5,7.5,10,12.5,

15) 

 

C4 

(10,12,14,16,18;9,11.

5,14,16.5,19;8,11,14,1

7,20) 

(5,6,7,8,9;4.5,6.375,8.25,10

.13,12;4,6.5,9,11.5,14) 

(3,6,9,12,15; 

2.5,5.75,9,12.25,15.5; 

2,5.5,9,12.5,16) 

(2,3.5,5,6.5,8;1.5,3.

25,5,6.75,8.5;1,3,5,7

,9) 

(6,7.5,9,10.5,12;5.5,7.

25,9,10.75,12.5;5,7,9,

11,13) 

Demand 

(3,4.75,6.5,8.25,10;2.

5,4.625,6.75,8.875,11;

2,4.75,7.5,10.25,13) 

(1,2.5,4,5.5,7;0,2,4,6,8;-

2,0.75,3.5,6.25,9) 

(7,8.25,9.5,10.75,12;6

,7.75,9.5,11.25,13;5,7

.25,9.5,11.75,14) 

(9,10.25,11.5,12.75,

14;7,9,11,13,15;5,7.

75,10.5,13.5,16) 

 

Convert given Pentagonalcost, supply and demand into crisp value by using ranking formula 2.6 and we get the 

CTT 17     

CTT 17 

 

 

 

 

 

 

 

 

Apply VAM Technique to find IBFS 

IBFS Table 18 

 D1 D2 D3 D4 Supply 

C1 
5 

0 15 15 10 5 
 

C2 
2 

6 10 9 
5.5 

6 7.5 
  

C3 14 
0.5 

7 
9.5 

4 8 10 
  

C4 14 
3.5 

8 9 
5.5 

5 9 
  

Demand 7 4 9.5 11  

Z = 5*0+2*6+5.5*6+0.5*7+9.5*4+3.5*8+5.5*5 

Z = 142 

 

 

Comparison and Conclusion: 

The comparison of IBFS for Type1, 2 and 3 TPFTP and PPFTP can be made and shown in Table 19 

 

 

 
D1 D2 D3 D4 Supply 

C1 0 15 15 10 5 

C2 6 10 9 6 7.5 

C3 14 7 4 8 10 

C4 14 8 9 5 9 

Demand 7 4 9.5 11 31.5 
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Table 19 

Types TPFTP PPFTP 

Type-1 92 88 

Type-2 440 426 

Type-3 145.5 142 

In this paper, a new ranking formula is used to solve TPFTP and PPFTP. Based on the results shown in Table 19 it 

has been found that PPFTP gives better solution than the TPFTP. 
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In this paper, we introduce some special model algebraic operations on Quin – Terranean Fuzzy numbers 
such as ⊝ and ⊘ on Quin – Terranean fuzzy numbers. Based on the special model algebraic operations 
defined, we have analyzed several properties of Quin – Terranean Fuzzy numbers. 
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INTRODUCTION 
 
In 1965, Zadeh [17] introduced the concept of Fuzzy set theory which is an extension of classical set theory. In 2011, 
Taleshian et al. [13] provided a method for multiplying two trapezoidal Fuzzy numbers. The proposed analytical 
approach is the most accurate, but when the membership function is complex, it is challenging to alpha-cuts interval. 
They have given examples to explain this approach. They generalized Fuzzy number operations from the operations 
of a crisp interval. In 2013, Rajarajeswari et al. [9] defined an innovative operation on hexagonal fuzzy numbers such 
that the methods of addition, subtraction, and multiplication have been adapted with some conditions. They have 
presented new operations for hexagonal Fuzzy number addition, subtraction, and multiplication on the basis of 
alpha cut sets of fuzzy numbers. In 2015, Chandrasekaran et al. [3] analyzed the arithmetic operations on Fuzzy 
numbers such as addition, subtraction, multiplication, division, inverse, exponential, logarithm, square root and nth 

ABSTRACT 

 RESEARCH ARTICLE 
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root of a Fuzzy number using α-cut method. In 2016, Md. Yasin Ali et al. [8] compared the α-cut method and the 
standard approximation method for multiplying triangular Fuzzy numbers, and provided examples and graphical 
demonstration for each comparison. In 2018, Jayasri and Elavarasi [6] studied Fuzzy set theory and arithmetic 
operations such as addition, subtraction, multiplication and division operations on Fuzzy numbers. In order to 
handle situations in which Fuzzy sets are insufficient, in 1986, Atanassov [1] defined the extended concept of Fuzzy 
set theory known as Intuitionistic Fuzzy Set (IFS). He defined the operations of IFS and also analyzed their 
properties.  
 
In 2014 Yager [16] introduced the extended concept of IFS known as Pythagorean Fuzzy set(PFS) in which the total of 
the square of the degree of acceptance and square of the degree of non-acceptance is lesser than or equal to one. In 
2010, Chuan-qiang Fan et al. [5] proposed the new (α,β)-pythagorean Fuzzy descriptor systems using pythagorean 
Fuzzy sets and T-S Fuzzy descriptor systems. They discussed relationship between (α,β)-Pythagorean Fuzzy 
descriptor systems and T-S Fuzzy descriptor systems, along with the definition of these systems and a study of their 
stability. They conducted a thorough study on the stability of (α,β)-Pythagorean Fuzzy descriptor systems which 
handles the challenges associated with actual non-linear control more effectively and the (α,β)-Pythagorean Fuzzy 
controller. They have also provided a concrete example to highlight the viability of the suggested approach. In 2019, 
Senapathi and Yager [14] introduced Fermatean Fuzzy Set (FFS) in which the sum of the cube of the degree of 
acceptance and cube of the degree of non-acceptance is less than or equal to one. In 2019, Tapan Senapati and Ronald 
Yager [15] introduced the three new operations namely subtraction, division and Fermatean arithmetic mean 
operations over Fermatean Fuzzy Numbers. They have provided great detail on their properties. They developed a 
Fermatean Fuzzy weighted product model to address the multi-criteria decision-making issue. They have also 
provided a practical example of choosing a suitable bridge construction method to illustrate the approach they 
developed and to confirm its viability. The Quin-Terranean Fuzzy Set (QTFS) [11], a novel concept we developed in 
2023, is the most significant and useful technique to address uncertainty and contingency, when compared to IFS, 
PFS, and FFS. Quin-Terranean Fuzzy sets fundamental set theory operations, such as complement, intersection, and 
union, were defined. Several of the properties are investigated in regard to these operations. The Quin-Terranean 
Fuzzy set has been shown to satisfy the De Morgan's rule, associative property, commutative property, and 
distributive property. 
 
Preliminaries 
This section consists of the basic concepts and definitions related to the paper. 
 
Definition 2.1 [14] 
The Pythagorean fuzzy sets defined on a non-empty set  as objects having the form = {〈 , ( ), ( )〉: ∈ }, 
where the function ( ): → [0,1] and ( ): → [0,1], denote the degree of membership and degree of non-
membership of each element ∈  to the set  respectively, and 0 ≤ ( ) + ( ) ≤ 1 for all ∈ . For any 

Pythagorean fuzzy set  and ∈ , ( ) = 1− ( ) − ( )   is called the degree of indeterminacy of  to 
. 

 
Definition 2.2 [14] 
Let X be a universe of discourse. A Fermatean fuzzy set ℱ in X is an object having the form  
ℱ = {〈 , ℱ( ), ℱ( )〉: ∈ },  
where ℱ( ): → [0,1] and ℱ( ): → [0,1], including the condition  
0 ≤ ( ) + ( ) ≤ 1,  
for all ∈ . The ℱ( ) and ℱ( ) denote,  respectively, the degree of membership and the degree of non-
membership of the element  in the set ℱ.  
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For any FFS ℱ and ∈ , 

ℱ( ) = 1− ( ) − ( )  

is identified as the degree of indeterminacy of  to ℱ. 
In the interest of simplicity, we shall mention the symbol ℱ = ( ℱ, ℱ) for the FFS ℱ = {〈 , ℱ( ), ℱ( )〉: ∈

}. 

Definition 2.3 [11] 
Let  denotes a universe of discourse. A Quin – Terranean fuzzy set  in  is the element possess the 
configuration  = 〈 ,  ( ),   ( )〉: ∀ ∈ ,  
where  ( ): ⟶ [ , ] and  ( ): ⟶ [ , ] represents the degree of dependence and degree of non-dependence 

of the element respectively, satisfying the condition ≤  
 ( ) +  

 ( ) ≤ ,∀ ∈ .  

For any Quin – Terranean fuzzy set   and ∀ ∈ ,  ( ) = −  
 ( ) −  

 ( )  is the degree of 

hesitance of  to . 

Definition 2.4 [10] 
A Quin – Terranean fuzzy number  is defined as, 
a Quin – Terranean fuzzy subset of the real line 
normal, that is, there exist ∈  such that ( ) =   and  ( ) = . 
a convex set for the acceptance function ( ), that is,  
  ( + (1 − ) ) ≥  ( ), ( )         ∀ , ∈ , ∈ [0,1]  
a concave set for the non-acceptance function ( ), that is,  
  ( + (1 − ) ) ≤  ( ), ( )         ∀ , ∈ , ∈ [0,1]. 

and satisfies the condition, ≤  
 ( ) +  

 ( ) ≤ . 
A doublet expressed by   = 〈 

 
( ), ( )〉 is known as Quin – Terranean fuzzy number. The Zero and one Quin – 

Terranean fuzzy number is denoted by (0,0) and (1,0) respectively.  

Definition 2.5 [11] 

Let = 〈 ,  ( ),   ( )〉: ∀ ∈ , = 〈 , ( ), ( )〉: ∀ ∈ , = 〈 , ( ), ( )〉: ∀ ∈  be three 
Quin – Terranean fuzzy set, then their operations are expressed as follows, 
 ⊂      〈 , ( ) ≤ ( )   ( ) ≥ ( )〉 ∶  ∀ ∈ , 
 =      〈 , ( ) = ( )   ( ) = ( )〉 ∶  ∀ ∈ , 
 ∪    =   〈 , ( ), ( ) ,  ( ), ( ) 〉 ∶  ∀ ∈ , 

 ∩    =   〈 , ( ), ( ) ,  ( ), ( ) 〉 ∶  ∀ ∈ , 
= 〈 , ( ), ( )〉 ∶  ∀ ∈ . 

Definition 2.6 [12] 
Let ℚ = 〈 , ℚ( ), ℚ( )〉: ∀ ∈ , ℚ = 〈 , ℚ ( ), ℚ ( )〉: ∀ ∈  and ℚ = 〈 , ℚ ( ), ℚ ( )〉: ∀ ∈  be three 
Quin – Terranean Fuzzy numbers and > 0, then their operations are expressed as follows: 

ℚ ⊞ℚ = 〈 , ℚ ( ) + ℚ ( ) − ℚ ( ) ℚ ( ) , ℚ ( ) ℚ ( )〉: ∀ ∈  

 
ℚ ⊠ℚ = 
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〈 , ℚ ( ) ℚ ( ), ℚ ( ) + ℚ ( ) − ℚ ( ) ℚ ( ) 〉: ∀ ∈  

ℚ = 〈 , 1− 1− ℚ( )
 

, ℚ( ) 〉: ∀ ∈  

ℚ = 〈 , ℚ( ) , 1− 1− ℚ( )
 

〉: ∀ ∈ . 

 
MAIN RESULT 
 
In 2006, Atanassov and Riecan [2] established and discussed on the subtraction and division operations in 
Intuitionistic Fuzzy sets. In 2007, Chen [4] discussed the Intuitionistic Fuzzy Comparable operations. In 2014, these 
operations are used on hesitant fuzzy sets by Liao and Xu [7]. In 2019, Senapathi and Yager [15] discussed on 
subtraction and division operation on Fermatean Fuzzy numbers. Now, we discuss on some special algebraic model 
operators such as ⊝, ⊘ on Quin – Terranean fuzzy numbers and Quin-Terranean Arithmetic mean operation. Based 
on these special algebraic model operations defined, some of the properties of these model operators on Quin – 
Terranean Fuzzy numbers and Quin-Terranean Arithmetic mean operation are also analyzed. 
 
Special algebraic model operators over Quin-Terranean Fuzzy Numbers 
 
Definition 3.1  
Let T1 = 〈 Τ1 ,  Τ1

〉 and Τ2 = 〈 Τ2 ,  Τ2
〉 be two Quin-Terranean Fuzzy numbers, then, 

Τ ⊝Τ = 〈 Τ Τ

Τ
, Τ

Τ
〉 , if Τ ≥ Τ , Τ ≤ Τ , Τ  ; 

Τ ⊘Τ = 〈 Τ

Τ
, Τ Τ

Τ

〉 , if Τ ≤ Τ , Τ  , Τ ≥ Τ . 

 
Properties of Special algebraic model operators over Quin-Terranean fuzzy Numbers: 
 
Theorem 3.2.1 
Let Τ = 〈 Τ 

, Τ 
〉, Τ = 〈 Τ , Τ 〉 and Τ = 〈 Τ , Τ 〉 represents three Quin-Terranean Fuzzy numbers and , , > 0, 

then  
(Τ ⊝ Τ ) =  Τ ⊝ Τ ,  if Τ ≥ Τ , Τ ≤ Τ , Τ  ; 

(Τ ⊝ Τ ) =  Τ ⊝ Τ ,  if Τ ≤ Τ , Τ  , Τ ≥ Τ ; 

Τ⊝ Τ = ( − )Τ, if ≥ ; 
Τ − Τ = Τ

( )
, if ≥ ; 

 
Proof: 
Let  Τ, Τ , Τ  be three Quin-Terranean Fuzzy numbers and , , > 0. 
Since, Τ ≥ Τ , Τ ≤ Τ , Τ , we have, 

Τ ≤  Τ   ⇒ Τ ≤ Τ  ⇒  Τ ≤ Τ    

⇒ Τ Τ + Τ ≤ Τ Τ + Τ ⇒  Τ Τ + ≤ Τ Τ +  
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⇒  Τ 1 − Τ ≤ Τ 1 − Τ  ⇒  Τ

Τ

≤
1− Τ

1− Τ
⇒  Τ

Τ

≤
1− Τ

1− Τ
 

⇒  1 + Τ

Τ

≤ 1 +
1− Τ

1− Τ
 ⇒  1−

1− Τ

1− Τ
+ Τ

Τ

≤ 1 

⇒  1−
1− Τ

1− Τ
+ Τ

Τ

≤ 1 ⇒  1−
1− Τ

1− Τ
+ Τ

Τ
≤ 1. 

Then from definition 3.1 and 2.4, we get, 

(Τ ⊝ Τ ) = 〈 Τ − Τ

1− Τ
, Τ

Τ
〉  =  〈

⎩
⎪
⎨

⎪
⎧

1− 1 − Τ − Τ

1 − Τ

⎭
⎪
⎬

⎪
⎫

, Τ

Τ
〉 

=  〈 1−
1− Τ − Τ + Τ

1− Τ
, Τ

Τ
〉  =  〈 1−

1− Τ

1− Τ
, Τ

Τ
〉 

and Τ ⊝ Τ =  〈 1− 1− Τ

 
, Τ 〉 ⊝ 〈 1− 1− Τ

 
, Τ 〉 

= 〈

⎩
⎪
⎨

⎪
⎧

1− 1− Τ

 
− 1− 1− Τ

 

1 − 1− 1− Τ

 

⎭
⎪
⎬

⎪
⎫

, Τ

Τ
〉 

= 〈
1− 1− Τ − 1 + 1− Τ

1− 1 + 1− Τ

, Τ

Τ
〉 

= 〈
1− Τ − 1− Τ

1− Τ

, Τ

Τ
〉  =  〈 1−

1− Τ

1− Τ
, Τ

Τ
〉 

 ∴,  Τ1 ⊝ Τ2 =   Τ1 ⊝  Τ2. 
 
Hence, (i) proved. 
Similarly, we can prove for Τ ⊝ Τ =  Τ ⊝ Τ ,  if Τ ≤ Τ , Τ  , Τ ≥ Τ . 

Τ⊝ Τ =  〈 1− 1− Τ

 
, Τ 〉⊝ 〈 1− 1− Τ

 
, Τ 〉 

= 〈

⎩
⎪
⎨

⎪
⎧

1− 1− Τ

 
− 1− 1− Τ

 

1 − 1− 1− Τ

 

⎭
⎪
⎬

⎪
⎫

, Τ

Τ
〉 

= 〈
1− 1− Τ − 1 + 1− Τ

1− 1 + 1− Τ

, Τ

Τ
〉 
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= 〈 1 − 1− Τ
( )

, Τ
( )〉 =  ( − )Τ. 

                 ∴, Τ⊝ Τ = ( − )Τ . 
     Hence, (iii) proved. 
Similarly, we can prove, Τ − Τ = Τ

( )
, if ≥ . 

 
Theorem 3.2.2 
Let Τ = 〈 Τ , Τ 〉 and Τ = 〈 Τ , Τ 〉 represents two Quin-Terranean Fuzzy numbers, then, 

Τ ⊝ Τ ⊞ Τ = Τ  if Τ ≥ Τ , Τ ≤ Τ , Τ . 

Τ ⊘ Τ ⊠ Τ = Τ  if Τ ≤ Τ , Τ  , Τ ≥ Τ . 

Proof: 
Consider two Quin-Terranean Fuzzy numbers Τ = 〈 Τ , Τ 〉 and Τ = 〈 Τ , Τ 〉. 

Since, Τ ≥ Τ , Τ ≤ Τ , Τ ,  then  

L.H.S = Τ ⊝ Τ ⊞ Τ = 〈 Τ Τ

Τ
, Τ

Τ
〉 ⊞ 〈 Τ , Τ 〉 

= 〈

⎩
⎪
⎨

⎪
⎧

Τ − Τ

1− Τ
+ Τ − Τ − Τ

1− Τ
Τ

⎭
⎪
⎬

⎪
⎫

, Τ Τ

Τ
〉 

= 〈 Τ − Τ

1− Τ
+ Τ − Τ − Τ

1− Τ
Τ , Τ 〉 

= 〈 Τ − Τ + Τ − Τ Τ − Τ Τ + Τ Τ

1− Τ
, Τ 〉 

= 〈 , 〉 = 〈 , 〉 = 〈 , 〉 = Τ  = R.H.S. 

∴, Τ ⊝Τ ⊞Τ = Τ  . 
Hence, (i) proved. 
Since, ≤ ,  , ≥ , then, 

L.H.S = Τ ⊘ Τ ⊠Τ =  〈 , 〉  ⊠ 〈 , 〉 

= 〈 ,

⎩
⎨

⎧ −

1−
⎭
⎬

⎫
+ −

⎩
⎨

⎧ −

1 −
⎭
⎬

⎫
〉 

= 〈 ,
− + − − +

1−
〉  

=〈 ,
 

〉 = 〈 , 〉  =  〈 , 〉 = Τ  = R.H.S. 

∴, Τ ⊝Τ ⊞Τ = Τ  . 
Hence, (ii) proved. 
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Theorem 3.2.3 
 Let Τ = 〈 Τ , Τ 〉, Τ = 〈 Τ , Τ 〉 and Τ = 〈 Τ , Τ 〉 represents three Quin-Terranean Fuzzy numbers, then, 

Τ ⊝ Τ ⊝ Τ = Τ ⊝ Τ ⊝ Τ  if  Τ ≥ Τ , Τ , Τ ≤ Τ Τ , Τ , Τ ,  

Τ − Τ − Τ + Τ Τ

1− Τ 1− Τ
+ Τ

Τ Τ

≤ 1. 

Τ ⊘ Τ ⊘ Τ = Τ ⊘ Τ ⊘ Τ  if  Τ ≥ Τ , Τ , Τ ≤ Τ Τ , Τ , Τ ,  

Τ − Τ − Τ + Τ Τ

1 − Τ 1 − Τ

+ Τ

Τ Τ
≤ 1. 

Proof:  
Consider three Quin-Terranean Fuzzy numbers Τ = 〈 Τ , Τ 〉, Τ = 〈 Τ , Τ 〉 and Τ = 〈 Τ , Τ 〉. 

Since, Τ ≥ Τ , Τ , Τ ≤ Τ Τ , Τ , Τ ,  

Τ − Τ − Τ + Τ Τ

1− Τ 1− Τ
+ Τ

Τ Τ

≤ 1. 

L.H.S = Τ ⊝ Τ ⊝ Τ =  〈 Τ Τ

Τ
, Τ

Τ
〉 ⊝ 〈 Τ , Τ 〉 

= 〈

⎩
⎪⎪
⎨

⎪⎪
⎧

Τ Τ

Τ
− Τ

1− Τ

⎭
⎪⎪
⎬

⎪⎪
⎫

, Τ

Τ Τ
〉 

= 〈 Τ − Τ − Τ + Τ Τ

1− Τ 1− Τ
, Τ

Τ Τ
〉 

and R.H.S = Τ ⊝ Τ ⊝ Τ =  〈 Τ Τ

Τ
, Τ

Τ
〉 ⊝ 〈 Τ , Τ 〉 

= 〈

⎩
⎪⎪
⎨

⎪⎪
⎧

Τ Τ

Τ
− Τ

1− Τ

⎭
⎪⎪
⎬

⎪⎪
⎫

, Τ

Τ Τ
〉 

= 〈 Τ Τ Τ Τ Τ

Τ Τ
, Τ

Τ Τ
〉 = L.H.S. 

∴, Τ ⊝ Τ ⊝ Τ = Τ ⊝ Τ ⊝ Τ . 
Hence, (i) proved. 
Since, Τ ≥ Τ , Τ , Τ ≤ Τ Τ , Τ , Τ ,  

Τ − Τ − Τ + Τ Τ

1 − Τ 1 − Τ

+ Τ

Τ Τ
≤ 1. 

L.H.S = Τ ⊘ Τ ⊘ Τ =  〈 , 〉 ⊘ 〈 , 〉 
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= 〈 ,

⎩
⎪
⎪
⎨

⎪
⎪
⎧

⎣
⎢
⎢
⎢
⎡

⎦
⎥
⎥
⎥
⎤

⎭
⎪
⎪
⎬

⎪
⎪
⎫

〉 

= 〈 ,
− − +

1− 1−
〉 

and R.H.S = Τ ⊘ Τ ⊘Τ =  〈 , 〉⊘ 〈 , 〉 

= 〈 ,

⎩
⎪
⎪
⎨

⎪
⎪
⎧

−

1 −

⎭
⎪
⎪
⎬

⎪
⎪
⎫

〉 

= 〈 , 〉 = L.H.S. 

∴, Τ ⊘Τ ⊘ Τ = Τ ⊘ Τ ⊘ Τ . 
Hence, (ii) proved. 
 
CONCLUSION 
 
In this paper, we have defined some algebraic model operators such as ⊝ and ⊘ on Quin – Terranean Fuzzy 
numbers and Quin-Terranean Arithmetic mean operation. Based on these operations we have studied some 
properties of Quin – Terranean Fuzzy numbers. We have proved that the model operators satisfy scalar 
multiplication and exponentiation property. We observe that these model operators together with the fundamental 
operations of union, intersection and model operations such as ⊞ and ⊠ on Quin – Terranean Fuzzy numbers are 
also satisfies several properties. In future, these special algebraic operations on Quin – Terranean Fuzzy Numbers 
can be applied in various research areas such as medicine, agriculture, transportation problem and decision making, 
etc. 
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In this paper the concept of a dominating function on a fractional directed graph G has been introduced. 
The fractional parameters like domination number and upper domination number of a fractional directed 
graph G are determined.  Linear Program solver software is used to find domination number and upper 
domination number of fractional directed graph with fuzzy & Intuitionistic fuzzy environment. 
 
Keywords: Digraph, domination number, fractional graph and fractional digraph 
  
 
INTRODUCTION 
 
Let G =(V,E) be a directed graph or digraph, where V is the set of vertices and VxV is a set of edges. A vertex u is said 
to be dominates vertex v (or vertex v is dominated by vertex u) if edge (u,v) is in G. The edge (u,v) is shown 
graphically as u→v. Fuzzy digraph dominance is about controlling the vertices of a graph with fuzzy sets rather than 
binary (0,1) values. A fuzzy digraph is a graph in which the edges are marked with fuzzy values that indicate the 
degree of connectivity between the vertices. 
 
Let f:V→{0,1} be a function that assigns an element of the set {0,1} to each node of the digraph. f is said to be 
dominant if f[v]≥1 for all v∈V. f is called as minimal dominant function if there is no dominant function g: V→{0,1}, 
f≠g with g(v) ≤ f(v) for all v∈V. Then the number of dominances and the upper number of dominances of the digraph 
G can be defined as γ(G)= min {w(f)/ f is the dominant function of G} and Γ(G)=max{w(f)/ f is the minimal dominant 
function on G} 

ABSTRACT 
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Fractional graph theory concerns the generalization of the concept of integer graph theory, a theory that assumes 
fractional values as weights in the interval [0,1]. The digraph G=(V,E) and  f: V→[0,1] is a function whose weights are 
assigned to each vertex of the digraph in the interval [0,1]. f is said to be a dominant function (DF) if 
f(N[v])=∑ ( )∈ [ ] ≥1 for all v∈V. f is a minimal dominant function (MDF) if there is no dominant function f≠g such 
that g(v) ≤ f(v) for all v∈V. Correspondingly, f is MDF if for every v with f(v) > 0 there exists a vertex w∈N[v] such 
that f(N[w]) or ∑ ( ) = 1∈ [ ] . So one can define the fractional number of dominances and the upper number of 
dominances G as γf(G)= min{|f|:f is MDF G} and Γf(G)= max {|f|: f is MDF G} in [4]. 
 
To determine the number of dominances and the upper number of dominances using the LIPS algorithm[6].This is 
the concept of a digraph convert it to a fractional version, which is an integer program formula, and then convert it to 
linear programming as an optimization problem that is  Minimization problem or Maximization Problem . We find 
an effective solution. This solution is the dominance number & higher dominance number. In this article you will 
find the number of dominance & the largest number of dominances in the situation of an intuitionistic fuzzy digraph 
[5].  
 
In point 2 the definition of the dominance function ,the number of dominances (γ) and the upper number of 
dominances (Γ) of the digraph is explained with a suitable example. In Section 3, find the dominance and upper 
dominance number in the intuitionistic fuzzy digraph.Also, use the LIPS algorithm to calculate the number of 
dominance & the upper dominance number by the fractional digraph and the intuitionistic fuzzy digraph. 
 
Domination Function on fractional Digraph 
 
Fuzzy digraph: 
A fuzzy digraph GD=(V , , ) is a pair of function  :V→ [0,1] and : VxV → [0,1], where u,v  V and  (u,v) ≤ 

( ) ∧ ( ) 
 
Fractional Digraph: 
A fractional digraph or fuzzy digraph is a graph which means that weights are represented in fractional values. 
 
Domination Function on a fuzzy or Fractional Digraph: 
Let GD=(V , , ) be a fuzzy digraph. An edge e= ⃗ of a fuzzy digraph is called an effective arc if ( , )= ( ) ∧

( ) for all u,v  V. Then the vertex ( ) dominates ( ) in GD. The fuzzy cardinality of a minimum dominating 
set is called the domination number of GD and is denoted by ( ), that is ( ) = min∑ ( ). The open 
neighborhood (v) and the closed neighbourhood N[v] of v are defined by (v)= { u V; ( , )= ( ) ∧ ( ) } 
and [v] = (v) ∪ {v}. Since : V→{0,1} be a function which assigns to each vertex of a graph an element of the set 
{0,1}. For a vertex v , let (N[V]) equal the sum of values of  (v) for every vertex u  [v]. Given a function  
is called the minimal dominating function (MDF),if there does not exist a dominating function : V → {0,1}, ≠ , 
for which  (v)≤  (v) for every v . Then  is MDF if for every v such that  (v)>0, there exist a vertex u [ ] 
Then the domination number , and upper domination number  in a fuzzy environment are defined as the 
following Linear Programming Problem 

 ( ) = ∑ ( ), subject to N. ≥ 1 ⃗ with ( ) {0,1} and 
( )= ∑ ( ), subject to N. ≥ 1  ⃗with ( ) {0,1} 

where N is the closed neighborhood matrix and = [  (v1), …  (vn)]t be the column vector. 
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Example 
Let : V→{0,1} be a function of a graph GD =(V, , ) in figure 2.1 with vertex 
V={ , , , , },E={ , , , } 
 
Here [ ] = { , ,  }, [ ] = { ,  }, [ ] = { ,  }, [ ] = , ,   ,f is dominating function of 
GD. 

( ) = 1/2 , ( ) = 1/2, ( ) = 1/2, ( ) =  1/2 
( )=1/2, ( )=1/2, ( )=1/2, ( )=1/2, 

Now  ( [ ])= ∑ ([ ] )= ( )+ ( ) + ( ). 

 
Find the Domination Number  ( ) in fig 2.1 by solving the following linear Programming Problem Which is 
formulated using GD.  

Minimize z = ( ) + ( ) + ( ) + ( ) 
Subject to ( )+ ( ) + (4) ≥1, ( )+ ( ) + ( ) ≥1, ( )+ ( ) + ( ) ≥1, ( )+ ( ) + ( ) ≥1 
and 0 ≤ ( )≤1 for all V(GD ) 
Solution: Minimize z = ( ) + ( ) + ( ) + ( ) 

1 1
1 1

0 1
1 0

0 1
1 0

1 1
1 1

( )
( )
( )
( )

≥

1
1
1
1

and ( )  [0,1] for all  V(G) where  

       N= 
1 1
1 1

0 1
1 0

0 1
1 0

1 1
1 1

   , =

( )
( )
( )
( )

⃗ = 

1
1
1
1

 be the coloumn vector with respect to the constraint part of L.P.P. 

 Then the optimal solution of the above L.P.P is Minimize Z= 4/3 where ( )=1/3, ( )=1/3 
( ) =1/3 , ( )=1/3. 

Hence the domination number ( )= 4/3. 
 
Find the upper Domination Number ( ) in fig 2.1 by solving the following linear Programming Problem 
Which is formulated using GD.  

Maximize z = ( ) + ( ) + ( ) + ( ) 
Subject to ( )+ ( ) + (4) ≤1, ( )+ ( ) + ( ) ≤1, ( )+ ( ) + ( ) ≤1, ( )+ ( ) + ( ) ≤1 
and 0 ≤ ( )≤1 for all V(GD ) 
Solution: Maximize z = ( ) + ( ) + ( ) + ( ) 

1 1  
1 1  

 0 1
 1 0

0 1
1 0

   1 1
   1 1

( )
( )
( )
( )

≤

1
1
1
1

and ( )  [0,1] for all  V(G) where  

       N= 
1 1 
1 1

    0 1
    1 0

0 1
1 0

    1 1
    1 1

   , =

( )
( )
( )
( )

⃗ = 
1
1
1
1

 be the coloumn vector with respect to the constraint part of L.P.P. 

 Then the optimal solution of the above L.P.P is Maximize Z= 4/3 where ( )=1/3, ( )=1/3 
( ) =1/3 , ( )=1/3. 

Hence the domination number ( )= 4/3. 
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Domination Function on an Intuitionistic fuzzy Digraph 
 
Intuitionistic fuzzy set 
The intuitionistic fuzzy set (IFS) in universe X is an object of the form A={ x, (x), ( )/xϵX}, where (X) ϵ [0,1] is 
the degree of the membership of X in A, ,  (x)  [0,1] is called a degree of Non-membership function of x in A, and 

 ,  satisfy the condition : for all x  X, (X) +  (x) ≤ 1. 
 
Intuitionistic Fuzzy-Digraph 
Theintuitionisticfuzzy-graph with set V is defined asthepair = (A:B), where the function :V→ [0,1] and :V→ 
[0,1] is the degree of membership and non-membership of the element x ϵ V such that 0 ≤ (X) +  (x) ≤1 for each x ϵ 
V and the functions :E⊆ VXV→ [0,1] and : E ⊆VXV→ [0,1] are given (x,y) ≤ min( (X), (y) )and ( , )≥ max 
( ( ), ( )) such that 0≤ (x,y) + ( , ) ≤ 1for every (x,y) ϵ E. Let A be the intuitionistic fuzzy set of vertices V, 
let B be the intuitionistic fuzzy set ofedges . 
 
Dominant function on an intuitionistic fuzzy digraph 
 Let =( , ,σ,μ) be an intuitionistic fuzzy digraph (IF ),where σ=( , ),  = ( , ). The neighborhood of any 
vertex v is defined as N(v)=( , )  where (v)={WϵV; (u,v)= ( ) ∧ ( )} ( )={W V: (u,v)= ( )∨ ( ) } 
and N[v] = N(v)∪ {v} will bea closed neighborhood v. The degree of neighborhood of a vertex and the degree of 
neighborhood of a closed vertex are defined as as (v) = ( ( ), ( )) and [v] = ( [ ], [ ] ) where [v] 
= ( [ ], [ ] ) where ( )= ∑ ( )( )  , ( )= ∑ ( )( )  , [ ] = ∑ ( )( )  + ( ) and [ ]= 
∑ ( )( ) + ( ). Because : V → [0,1] is a function assigns the degree of membership of each node of the graph 
to the element u ϵ [ ]. Then is called the dominant function if [ ] = ∑ ( )[ ] ≥ 1 for every  
v   where ∑ ( )[ ] =  ∑ ( )( )  + ( ). Similarly : V → [0,1] is a function assigns the degree to which 
each node belongs to an element of the set [0,1]. For vertex v ϵ V, let [v] equal the sum of the values of ( ) for 
each vertex uϵ ( ). Then  is called the −dominant function if [ ]= ∑ ( )[ ] <1 for every v ϵ V, 
where∑ ( )

[ ]
 = ∑ ( )( )  + ( ). A function: V → [0,1] is called dominant function if it is a -dominant 

and -dominant function with0 ≤ ( )+ ( ) ≤ 1 for each v   where ( ) ≥ 0 , ( ) < 1. for each v   where 
( ) ≥ 0 , ( ) < 1.Lowestdominant function (MDF) if ∑ ( )[ ]  =1, ∑ ( )

[ ]
<1 for any u  N[v] , for 

every v   , where ( ) ≠ 1.  Then the dominance number and the upper dominance number in the 
intuitionistic fuzzy environment are defined as 

( ) = ( ( ) , ( )) and ( ) = ( ( ),  ( )) where  

= min ∑ ( ) , subject to N. ≥ 1⃗ with ( )  [0,1] ∀  V( ) 

 = min∑ ( ) , subject to N. ≥ 1⃗ with ( )  [0,1] ∀  V( ) 

 = max∑ ( ) , subject to N. ≤ 1⃗ with ( )  [0,1] ∀  V( ) 
 = max∑ ( ) , subject to N. ≤ 1⃗ with ( )  [0,1] ∀  V( ) 

and N is closed neighbourhood of − dominating and − dominating function value of the matrix,  be the 
− dominating and − dominating function value of the coloumn vector [  ( ), ( ), … … ( )]t and 

[  ( ), ( ), … … ( )]t. 
 
Example 

 :  V → [0,1] and  :  V → [0,1] be a function of a graph   = <V,E, ,  > in the following figure with  ( ) =    ,  

 ( ) =   ,   ( )=    ,    ( )  =   ,  ( )=    ,   ( ) =   ,  ( ) =    ,  ( ) =  ,   ( ) =   ,   ( ) =   , 

 ( ) =  ,  ( ) = ,  ( ) =  ,  ( ) =  ,   ( ) =  ,  ( ) =  ,   
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Here  N[ ] = { , ,  } , N[ ] = { , ,  }, N[ ] = { , ,  }, N[ ] = { , ,  } 
Now [ ] = ∑ ( )[ ]  =1.5 ≥ 1, [ 1]= ∑ ( )

[ ]
 = 0.9 <1. 

with 0≤ ( )+ ( ) ≤ 1, where ( ) ≥ 0, ( )<1 ,       − dominating and − dominating function 
of  .  It is also dominating function of  of  and MDF of  . 
 
Find the dominating number ( ) in above figure , by solving the following Linear Programming Problem 
which is formulated using . 
Minimize Z = ( )+ ( ) + ( )+ ( ) subject to ( )+ ( ) + ( )≥ 1,                ( )+ ( ) + ( ) ≥ 
1,   ( )+ ( ) + ( ) ≥ 1,     ( )+ ( ) + ( ) ≥ 1 and 0≤ ( ) ≤ 1 for all  V(  ) 
 
Solution : 

Minimize Z = ( )+ ( ) + ( )+ ( ) ,  
1 1
1 1

     0 1
     1 0

0 1
1 0

     1 1
     1 1

( )
( )
( )
( )

≥

1
1
1
1

 and ( )  [0,1] for all  V(G) 

where  

       N= 
1 1
1 1

0 1
1 0

0 1
1 0

1 1
1 1

   , =

( )
( )
( )
( )

⃗ = 
1
1
1
1

 be the coloumn vector with respect to the constraint part of L.P.P. 

 Then the optimal solution of the above L.P.P is Minimize Z= 4/3 where ( )=1/3, ( )=1/3 
( ) =1/3 , ( )=1/3 

Hence the domination number ( )= 4/3. 
 
Find the dominating number ( ) in above figure , by solving the following Linear Programming Problem 
which is formulated using . 
Minimize Z = ( )+ ( ) + ( )+ ( ) subject to ( )+ ( ) + ( )≥ 1,                ( )+ ( ) + ( ) ≥ 
1,   ( )+ ( ) + ( ) ≥ 1,     ( )+ ( ) + ( ) ≥ 1 and 0≤ ( ) ≤ 1 for all  V(  ) 
 
Solution : 
Minimize Z = ( )+ ( ) + ( )+  

( ) ,  
1 1
1 1

0 1
1 0

0 1
1 0

1 1
1 1

( )
( )
( )
( )

≥

1
1
1
1

 and ( )  [0,1] for all  V(G) where  

       N= 
1 1
1 1

0 1
1 0

0 1
1 0

1 1
1 1

   , =

( )
( )
( )
( )

⃗ = 
1
1
1
1

 be the coloumn vector with respect to the constraint part of L.P.P. 

 Then the optimal solution of the above L.P.P is Minimize Z= 0 where ( )=0, ( )=0 
( ) = 0 , ( )=1/3 

Hence the domination number ( )= 0. 
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Find the upper dominating number ( ) in above figure , by solving the following Linear Programming 
Problem which is formulated using . 
Maximize Z = ( )+ ( ) + ( )+ ( ) subject to ( )+ ( ) + ( )≤ 1,                ( )+ ( ) + ( ) ≤ 
1,   ( )+ ( ) + ( ) ≤ 1,     ( )+ ( ) + ( ) ≤ 1 and 0≤ ( ) ≤ 1 for all  V(  ) 
 
Solution : 

Maximize Z = ( )+ ( ) + ( )+ ( ) ,  
1 1
1 1

0 1
1 0

0 1
1 0

1 1
1 1

( )
( )
( )
( )

≤  

1
1
1
1

 and ( )  [0,1] for all  V(G) 

where  

       N= 
1 1
1 1

0 1
1 0

0 1
1 0

1 1
1 1

   , =

( )
( )
( )
( )

⃗ = 

1
1
1
1

 be the coloumn vector with respect to the constraint part of L.P.P. 

 Then the optimal solution of the above L.P.P is Maximize Z= 4/3 where ( )=1/3, ( )=1/3 
( ) =1/3 , ( )=1/3 

Hence the domination number ( )= 4/3. 
 
Find the upper dominating number ( ) in above figure , by solving the following Linear Programming 
Problem which is formulated using . 
Maximize Z = ( )+ ( ) + ( )+ ( ) subject to ( )+ ( ) + ( )≥ 1, ( )+ ( ) + ( ) ≥ 1, 

( )+ ( ) + ( ) ≥ 1, ( )+ ( ) + ( ) ≥ 1 and 0≤ ( ) ≤ 1 for all  V(  ) 
 
Solution : 

Minimize Z = ( )+ ( ) + ( )+ ( ) ,  
1 1
1 1

0 1
1 0

0 1
1 0

1 1
1 1

( )
( )
( )
( )

≥

1
1
1
1

 and ( )  [0,1] for all  V(G) where  

       N= 
1 1
1 1

0 1
1 0

0 1
1 0

1 1
1 1

   , =

( )
( )
( )
( )

⃗ = 
1
1
1
1

 be the coloumn vector with respect to the constraint part of L.P.P. 

 Then the optimal solution of the above L.P.P is Minimize Z= 4/3 where ( )=1/3, ( )=1/3 
( ) = 1/3 , ( )=1/3 

Hence the domination number Γ ( )= 4/3. 
 

CONCLUSION 
 
For the dominance function of any fractional digraph , the determination of the lower and upper dominance 
number bythe linear programming method is discussed. This procedure was applied toan intuitionistic fuzzy graph 
to find the number ofdominances and the upper dominance number. 
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The purpose of this search is to introduce some concepts of the fuzzy soft n- paranormal operator defined 
on fuzzy soft Hilbert space, including some key characteristics of this operator, as well as a discussion of 
various theorems related to this operator. 
 
Keywords: Fuzzy soft n-power paranormal operator, fuzzy soft Hilbert space, fuzzy soft *-paranormal 
operator, fuzzy soft paranormal operator, fuzzy soft n- paranormal operator 
  
 
INTRODUCTION 
 
To solve a number of issues in pure mathematics, the discipline of functional analysis was founded more than a 
century ago. In addition to regularly presenting us with uncertainty, the phenomena under study's ambiguity also 
provides us with instruments for assessing faults in solutions to issues with both infinite and limited dimensions. In 
a variety of fields, including engineering, business, medicine, and economics, this kind of problem might be 
encountered. Our conventional mathematical methods frequently fall short in addressing such problems.So, in 1965, 
L. Zadeh offered a generalisation of set theory. The resulting theory was given the name fuzzy set theory. It didn't 
take long for fuzzy set theory to become a potent tool for handling uncertain situations. In classical set theory, the 
basis function from a set x to set [0,1] defines the set x. 

 
On the other hand, in fuzzy set theory, a set is defined by its membership function, which spans from x to the closed 
interval between 0 and 1. Additionally, Molodtsov created a novel generalisation for handling uncertainty in 1999. 
This study led to the development of soft set theory. Since then, it has been used in a variety of disciplines, including 
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computer science, engineering, medicine, and others, to address challenging problems. A parametrized collection of 
a universal set is known as a soft set. Soft set gave rise to the concepts of soft point, soft normed space, soft inner 
product space, and soft Hilbert space, which were later used in functional analysis to deal with a variety of 
mathematical subjects. 
 
Maji et al. presented the idea of a fuzzy soft set for the first time in 2001. The concept was developed by combining a 
fuzzy set and a soft set. It was required to combine the two ideas in order to provide results that were more accurate 
and comprehensive. Fuzzy soft point and fuzzy soft normed spacewere developed as a result of the addition of these 
additional ideas to the framework. Fuzzy soft Hilbert spaces were introduced in 2020 by Fariedet al. Also included 
are the fuzzy soft linear operators. In this article, we provide a novel kind of Fuzzy soft n-power paranormal 
operator and establish various related theorems. 
 
PRELIMINARIES 
The notations, definitions, and introductions for fuzzy set, soft set, and fuzzy soft set that will be used in the 
discussion that follows are provided in this section. 
 
Definition 2.1: Fuzzy set 
If fuzzy set over  is a set characterized by a membership function 

:  → ℑ, such as ℑ = [0,1]and = ( ) ∶ ∈ .  
And = ∶          
 
Definition 2.2: Soft set 
Let ( ) the power set of  and E be set of parameters and ⊆ . The mapping : →  ( ), when ( , ) =
{ ( ) ( ): ∈ }. As a result ( , ) is called the soft set. 
 
Definition 2.3: Fuzzy soft set 
The soft set  we say that fuzzy soft set over , when : → , and ( ) : ∈ . The collection of all fuzzy soft 
sets denoted by . 
 
Definition 2.4: Fuzzy soft point 
The fuzzy soft set ( , ) ∈ is called a fuzzy soft point over , denoted by ( )  if 
∈ , ∈  

( )( ) =
,  = ∈   = ∈ ,

 0,    ∈ − { }  ∈ − { }    ,  such that ∈ (0,1] 

 
Definition 2.5: Fuzzy soft Hilbert space 
A fuzzy soft inner product space is defined as  ,   〈. , . 〉 . This space, which is fuzzy soft complete in the induced 
fuzzy soft norm indicated in Theorem (2.10), is thus referred to as a fuzzy soft Hilbert space and denoted by 

  ,   〈. , . 〉 . Every fuzzy soft Hilbert space is obviously a fuzzy soft banach space. 
 
Definition 2.6: Fuzzy soft adjoint operator in  
The fuzzy soft adjoint operator ∗of a fuzzy soft linear operator  is defined by 
〈

( )
,

( )
〉 = 〈

( )
, ∗

( )
〉 

for all 
( )

,
( )

∈  

 
Definition 2.7:Fuzzy soft Normal Operator 
Let   be an FS Hilbert space and₮ ∈  . Then, ₮ is said to be an FS normal  
operator if  ₮₮∗ = ₮∗₮ 
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Definition 2.8: Fuzzy soft self adjoint operator 
The FS-operator ₮ of FSH-space  is called fuzzy soft self adjoint (FS-self adjoint operator) 
if₮ = ₮∗ 
 
Definition 2.9: Fuzzy soft isometry operator 
Let  be an FS Hilbert space and₮ ∈  . Then, ₮ is said to be an FSisometry 
operator if〈₮

ɠ( )
, ₮

ɠ( )
〉 = 〈

ɠ( )
,

ɠ( )
〉 for all 

ɠ( )
,

ɠ( )
∈  

 
Definition 2.10: Fuzzy soft projection operator 
Consider to be a fuzzy soft Hilbert space. A fuzzy soft linear operator ₮:   → is called a fuzzy soft projection 
operator in  if ₮ = ₮ ie, ₮ is an idempotent. 
 
Definition 2.11: Fuzzy soft hyponormaloperator 
Consider to be a fuzzy soft Hilbert space.₮ ∈ is called fuzzy soft hyponormal operator if ₮∗

ɠ( ) ≤ ₮
ɠ( )  

for all 
ɠ( ) ∈  or equivalently₮∗₮ ≥ ₮₮∗ 

 
Definition 2.12: M-Fuzzy soft hyponormaloperator 
Let  be an FS Hilbert space and let₮ ∈  is called M – fuzzy soft hyponormal operator if there exist a real 

number ℳ, such that ₮−₴ ∗
ɠ( ) ≤ ℳ ₮−₴ ɠ( )  

for all 
ɠ( ) ∈   and for all    ₴ ∈ ℂ(₳) 

 
MAIN RESULTS 
 
The definition of the fuzzy soft n-power paranormal operator in fuzzy soft Hilbert space is provided in this section.  
 
Definition 3.1: Fuzzy Soft Paranormal Operator (FSPN) 
Let  be an FS Hilbert space and letƮ ∈  then Ʈ is a FSPN operator if 

Ʈ
ɠ( ) ɠ( ) ≥ Ʈ

ɠ( ) for all 
ɠ( ) ∈  

 
Definition 3.2: Fuzzy Soft n-Paranormal Operator (FSn-PN) 
Let  be an FS Hilbert space and letƮ ∈  then Ʈ is a FSPN operator if 

Ʈ
ɠ( ) ≥ Ʈ

ɠ( ) forall 
ɠ( ) ∈  

 
Theorem 3.3: 
LetƮ ∈ , then Ʈ is FSPN operator if  Ʈ is an fuzzy soft n-paranormal operator 
Proof: 
Given Ʈ is fuzzy soft n-paranormal operator 

By the definition,  Ʈ
ɠ( ) ≥ Ʈ

ɠ( )  

Put = 1, Ʈ
ɠ( ) ≥ Ʈ

ɠ( )  

Ʈ
ɠ( ) ≥ Ʈ

ɠ( )  
Therefore,  Ʈ is FSPN operator 
 
Theorem 3.4: 
LetƮ ∈ , then Ʈ is FSn-PN operator if  Ʈ is an fuzzy soft paranormal operator 
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Proof: 
Take

ɠ( ) ∈  
By using the mathematical induction, if = 1 

Ʈ
ɠ( ) = Ʈ

ɠ( ) ≥ Ʈ
ɠ( )  

≥ Ʈ
ɠ( )  

Ʈ
ɠ( ) ≥ Ʈ

ɠ( )  
If = 2, 

Ʈ ɠ( ) = Ʈ ɠ( ) ≥ Ʈ ɠ( )  

≥ Ʈ ɠ( )  

Ʈ ɠ( ) ≥ Ʈ ɠ( ) etc., 
If =  is true  

Ʈ
ɠ( ) ≥ Ʈ

ɠ( )  
Now we have to prove that it is true for = + 1 

Let Ʈ
ɠ( ) = Ʈ

ɠ( ) ɠ( )  

≤ Ʈ
ɠ( ) ɠ( )  

Ʈ
ɠ( ) ≤ Ʈ

ɠ( )  
Therefore,  Ʈ is FSn-PN operator 
 
Definition 3.5: Fuzzy Soft n – power Paranormal Operator  
Let  be an FS Hilbert space and letƮ ∈  then Ʈ is a FSn –power paranormal  operator if 

Ʈ ɠ( ) ɠ( ) ≥ Ʈ ɠ( ) for all ɠ( ) ∈  
 
Theorem 3.6: 
Let  Ʈ ,₴ ∈ , if Ʈ ,₴ are fuzzy soft self adjoint operator then Ʈ+₴ is fuzzy soft n-power –paranormal operator . 
 
Proof: 
Take

ɠ( ) ∈ with   
ɠ( ) = 1 

Let  Ʈ+₴
ɠ( ) = 〈 Ʈ+₴

ɠ( )  , Ʈ+₴
ɠ( )
〉 

= 〈 Ʈ+₴
∗
Ʈ+₴ ɠ( )  , ɠ( )〉 

= 〈 Ʈ∗ + ₴∗ Ʈ+₴ ɠ( )  , ɠ( ) 〉 

= 〈 Ʈ+₴ Ʈ+₴ ɠ( )  , ɠ( ) 〉 

= 〈 Ʈ+₴ ɠ( )  , ɠ( ) 〉 

Ʈ+₴
ɠ( ) ≤ 〈 Ʈ+₴

ɠ( )  ,
ɠ( )

〉 

Ʈ+₴
ɠ( ) ≤ Ʈ+₴

ɠ( ) ɠ( ) implies that 

Ʈ+₴
ɠ( ) ≤ Ʈ+₴

ɠ( )  

Therefore,  Ʈ+₴ is fuzzy soft n-power paranormal operator 
 
 
 

Radharamani  and  Nagajothi 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

63337 
 

   
 
 

Theorem 3.7: 
Let  Ʈ ,₴ ∈ , if Ʈ ,₴ are fuzzy soft self adjoint operator then Ʈ₴ is fuzzy soft n-power –paranormal operator. 
Proof: 
Take ɠ( ) ∈   with   ɠ( ) = 1 

Let  Ʈ₴
ɠ( ) = 〈 Ʈ₴

ɠ( )  , Ʈ₴ ɠ( )
〉 

= 〈 Ʈ₴
∗
Ʈ₴

ɠ( )  ,
ɠ( )
〉 

= 〈 Ʈ₴ ∗ Ʈ₴
ɠ( )  ,

ɠ( )
〉 

= 〈 ₴∗Ʈ∗ Ʈ₴
ɠ( )  ,

ɠ( )
〉 

= 〈 ₴Ʈ Ʈ₴
ɠ( )  ,

ɠ( )
〉 

= 〈 Ʈ₴ Ʈ₴
ɠ( )  ,

ɠ( )
〉 

= 〈 Ʈ₴
ɠ( )  ,

ɠ( )
〉 

≤ Ʈ₴
ɠ( ) ɠ( )  

Ʈ₴ ɠ( ) ≤ Ʈ₴ ɠ( )  

Therefore,  Ʈ₴ is fuzzy soft n-power paranormal operator 
 
Theorem 3.8: 
Let  Ʈ ∈   is a FSHS and fuzzy soft self adjoint operator.If Ʈ is a fuzzy soft n-power paranormal operator then  
Ʈ  is a fuzzy soft n-power paranormal operator. 
 
Proof: 
Take

ɠ( ) ∈   with   
ɠ( ) = 1 

We know that, Ʈ is fuzzy soft n-power paranormal operator 

ie), Ʈ
ɠ( ) ≤ Ʈ

ɠ( )  

To show that  Ʈ
ɠ( ) ≤ Ʈ

ɠ( )  

Let Ʈ
ɠ( ) = 〈 Ʈ

ɠ( )  , Ʈ
ɠ( )
〉 

= 〈 Ʈ
∗
Ʈ

ɠ( )  ,
ɠ( )
〉 

= 〈 Ʈ∗ Ʈ
ɠ( )  ,

ɠ( )
〉 

= 〈 Ʈ Ʈ
ɠ( )  ,

ɠ( )
〉 

= 〈 Ʈ
ɠ( )  ,

ɠ( ) 〉 

Ʈ ɠ( ) ≤ Ʈ ɠ( ) ɠ( ) implies that 

Ʈ ɠ( ) ≤ Ʈ ɠ( )  
Therefore,  Ʈ  is a fuzzy soft n-power paranormal operator 
 
Theorem 3.9: 
Let  Ʈ ∈   is a FSHS. If Ʈ is a fuzzy soft n-power paranormal operator and fuzzy soft self adjoint operator then  
Ʈ∗ is a fuzzy soft n-power paranormal operator. 
 
Proof: 
Take

ɠ( ) ∈   with   
ɠ( ) = 1 

sinceƮ is fuzzy soft n-power paranormal operator 
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ie), Ʈ
ɠ( ) ≤ Ʈ

ɠ( )  

To show that  Ʈ∗
ɠ( ) ≤ Ʈ∗

ɠ( )  

Let  Ʈ∗
ɠ( ) = 〈 Ʈ∗

ɠ( )  , Ʈ∗
ɠ( )
〉 

= 〈 Ʈ∗
∗
Ʈ∗

ɠ( )  ,
ɠ( )
〉 

= 〈 Ʈ∗
∗

Ʈ ɠ( )  , ɠ( ) 〉 
= 〈 Ʈ∗ Ʈ∗

ɠ( )  ,
ɠ( )
〉 

= 〈 Ʈ∗
ɠ( )  ,

ɠ( )
〉 

Ʈ∗
ɠ( ) ≤ Ʈ∗

ɠ( ) ɠ( ) implies that 

Ʈ∗
ɠ( ) ≤ Ʈ∗

ɠ( )  
Therefore,  Ʈ∗ is a fuzzy soft n-power paranormal operator 
 
Theorem 3.10: 
Let  Ʈ ∈   is a FSHS. If Ʈ is a fuzzy soft paranormal operator then Ʈ  is a fuzzy soft n-power paranormal 
operator. 
Proof: 
Take

ɠ( ) ∈   with   
ɠ( ) = 1 

Since Ʈ ∈  is a fuzzy soft paranormal operator 

Ʈ
ɠ( ) ≤ Ʈ

ɠ( )  

By using the mathematical induction,  
If = 1, then it is correct because Ʈis fuzzy soft paranormal operator 

Let  Ʈ
ɠ( ) = Ʈ .

ɠ( ) ≥ Ʈ
ɠ( )  

≥ Ʈ
ɠ( )  

i.e) Ʈ ɠ( ) ≥ Ʈ ɠ( )    etc., 

If =  is true, then  

Ʈ
ɠ( ) ≤ Ʈ

ɠ( )  

Now we have to prove that it is true for = + 1 

Let Ʈ
ɠ( ) = 〈Ʈ

ɠ( )  , Ʈ
ɠ( )
〉 

= 〈ƮƮ  
ɠ( )  , ƮƮ

ɠ( )
〉 

= ƮƮ
ɠ( )  

≤ Ʈ Ʈ
ɠ( )  

≤ Ʈ Ʈ ɠ( ) ɠ( )  

≤ Ʈ Ʈ ɠ( ) ɠ( )  

≤ Ʈ Ʈ ɠ( ) ɠ( )  

≤ Ʈ   Ʈ ɠ( ) ɠ( )  

≤ Ʈ   
ɠ( ) ɠ( )  

Ʈ ɠ( ) ≤ Ʈ ( )  
ɠ( ) ɠ( ) implies that 
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Ʈ
ɠ( ) ≤ Ʈ ( )  

ɠ( )  

Therefore, Ʈ  is a fuzzy soft n-power paranormal operator 
 
Theorem 3.11: 
Let  Ʈ ∈   is a FSHS. If Ʈ is a fuzzy soft n - paranormal operator then Ʈ  is a fuzzy soft n-power paranormal 
operator. 
Proof: 
By the definition of fuzzy soft n - paranormal operator 

Ʈ ɠ( ) ≥ Ʈ ɠ( )  

It will be shown that Ʈ ɠ( ) ≥ Ʈ ɠ( )  

Take
ɠ( ) ∈   with   

ɠ( ) = 1 

We will prove,  by using mathematical induction, 

Since Ʈ ∈  is a fuzzy soft n - paranormal operator 

By using the mathematical induction, if = 1 

Ʈ
ɠ( ) = 〈Ʈ

ɠ( )  , Ʈ
ɠ( )
〉 

= 〈Ʈ∗Ʈ
ɠ( )  ,

ɠ( )
〉 

≤ Ʈ∗Ʈ ɠ( ) ɠ( )  

≤ Ʈ
ɠ( )  

Ʈ
ɠ( ) ≤ Ʈ

ɠ( )  

If = , then 

Ʈ
ɠ( ) = 〈Ʈ

ɠ( )  , Ʈ
ɠ( )
〉 

= 〈 Ʈ ∗ Ʈ
ɠ( )  ,

ɠ( )
〉 

= 〈 Ʈ∗  Ʈ
ɠ( )  ,

ɠ( )
〉 

= 〈 Ʈ  Ʈ
ɠ( )  ,

ɠ( )
〉 

= 〈Ʈ ɠ( )  , ɠ( ) 〉 

Ʈ
ɠ( ) ≤ Ʈ

ɠ( ) ɠ( )  

Ʈ ɠ( ) ≤ Ʈ ɠ( )  

It will be shown that it is true for = + 1 

Ʈ
ɠ( ) = 〈Ʈ

ɠ( )  , Ʈ
ɠ( )
〉 

= 〈 Ʈ
∗
 Ʈ ɠ( )  , ɠ( )〉 

= 〈 Ʈ∗  Ʈ
ɠ( )  ,

ɠ( )
〉 

= 〈 Ʈ  Ʈ
ɠ( )  ,

ɠ( )
〉 
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= 〈Ʈ ( )
ɠ( )  , ɠ( )〉 

Ʈ
ɠ( ) ≤ Ʈ ( )

ɠ( ) ɠ( )  

Ʈ ɠ( ) ≤ Ʈ ( )
ɠ( )  

Hence Ʈ  is a fuzzy soft n-power paranormal operator. 

 
Theorem 3.12: 
Let  Ʈ ∈   is a FSHS. If Ʈ is a fuzzy soft n - paranormal operator and Ʈ  exist  
thenƮ   is a fuzzy soft n-power paranormal operator. 
Proof: 
Since Ʈ  is a fuzzy soft n-power paranormal operator 

Ʈ ɠ( ) ≤ Ʈ ɠ( )  

Now we replace ɠ( ) by Ʈ ɠ( )  

Ʈ Ʈ
ɠ( ) ≤ Ʈ Ʈ

ɠ( ) Ʈ
ɠ( )  

Ʈ Ʈ
ɠ( ) ≤

ɠ( ) Ʈ
ɠ( )  

Ʈ
ɠ( ) ≤

ɠ( ) Ʈ
ɠ( )  

Ʈ
ɠ( ) ɠ( ) ≥ Ʈ

ɠ( )  

Hence Ʈ  is fuzzy soft n-power paranormal operator 
Definition 3.13: Fuzzy Soft * -Paranormal Operator (FS*-PN) 
LetƮis fuzzy soft self adjoint operatorand let  be an FS Hilbert space 

An operator Ʈ ∈  is called FS*-PN if Ʈ
ɠ( ) ≥ Ʈ∗

ɠ( ) for all 
ɠ( ) ∈  

 
Theorem 3.14: 
Let  Ʈ ,₴ ∈ , if Ʈ ,₴ are fuzzy soft self adjoint operator then Ʈ+₴ is fuzzy soft * –paranormal operator. 
Proof: 
Take

ɠ( ) ∈   with   
ɠ( ) = 1 

Let  Ʈ+₴ ∗
ɠ( ) = 〈 Ʈ+₴ ∗

ɠ( )  , Ʈ+₴ ∗
ɠ( )
〉 

= 〈 Ʈ+₴ ∗ ∗
Ʈ+₴

∗

ɠ( )  ,
ɠ( )
〉 

= 〈 Ʈ+₴ Ʈ∗ + ₴∗ ɠ( )  , ɠ( )
〉 

= 〈 Ʈ+₴ Ʈ+₴ ɠ( )  , ɠ( ) 〉 

= 〈 Ʈ+₴
ɠ( )  ,

ɠ( )
〉 

Ʈ+₴ ∗
ɠ( ) ≤ 〈 Ʈ+₴

ɠ( )  ,
ɠ( )

〉 

Ʈ+₴ ∗
ɠ( ) ≤ Ʈ+₴

ɠ( ) ɠ( ) implies that 

Ʈ+₴
∗

ɠ( ) ≤ Ʈ+₴ ɠ( )  

Therefore,  Ʈ+₴ is fuzzy soft *- paranormal operator 
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Theorem 3.15: 
Let  Ʈ ,₴ ∈ , if Ʈ ,₴ are fuzzy soft self adjoint operator then Ʈ₴ is fuzzy soft *–paranormal operator. 
Proof: 
Take ̃ ɠ( ) ∈  ̃  with    ̃ ɠ( ) = 1 

Let  Ʈ₴ ∗ ̃ ɠ( )

2
= 〈 Ʈ₴ ∗ ̃ ɠ( )

 , Ʈ₴ ∗ ̃ ɠ( )
〉 

= 〈 Ʈ₴ ∗ ∗
Ʈ₴

∗
 ̃ ɠ( )

 ,  ̃ ɠ( )
〉 

= 〈 ₴∗Ʈ∗ ∗ Ʈ₴
∗
 ̃ ɠ( )

 ,  ̃ ɠ( )
〉 

= 〈 ₴Ʈ ∗ ₴∗Ʈ∗  ̃ ɠ( )
 ,  ̃ ɠ( )

〉 

= 〈 ₴∗Ʈ∗ ₴∗Ʈ∗  ̃ ɠ( )
 ,  ̃ ɠ( )

〉 

= 〈 Ʈ∗₴∗ Ʈ∗₴∗  ̃ ɠ( )  ,  ̃ ɠ( )
〉 

= 〈 Ʈ₴
2
 ̃ ɠ( )  ,  ̃ ɠ( )

〉 

≤ Ʈ₴
2
 ̃ ɠ( )

 ̃ ɠ( )  

Ʈ₴ ∗
ɠ( ) ≤ Ʈ₴

ɠ( )  

Therefore,  Ʈ₴ is fuzzy soft *- paranormal operator 
 
CONCLUSION 
 
The concepts of normed space, metric space, and Hilbert space have all been given soft and fuzzy updates by 
numerous academics. The results of merging soft and fuzzy concepts are more widely applicable. In this paper, the 
Fuzzy soft n-power paranormal operator has been described and defined. 
 
ACKNOWLEDGEMENT 
 
The authors would like to extend their sincere gratitude to the editor and reviewers for their insightful remarks and 
recommendations, which helped to develop the manuscript. 
 
REFERENCES 
 
1. Beaula and M.M. Priyanga, A new notion for fuzzy soft normed linear space,  Int. J. Fuzzy Math. Arch. 9(1), 81-90 

(2015) 
2. N. Faried, M.S.S. Ali and H.H. Sakr, On fuzzy soft linear operators in fuzzy soft  Hilbert Spaces, Abst. Appl. 

Anal.2020 
3. N. Faried, M.S.S. Ali and H.H. Sakr. Fuzzy soft inner product spaces, Appl.Math. Inf. Sci. 14(4), 709-720(2020) 
4. N. Faried, M.S.S. Ali and H.H. Sakr. Fuzzy soft Hilbert spaces, J. Math. Comp. Sci. 22(2021), 142-157 (2020) 
5. N. Faried, M.S.S. Ali and H.H. Sakr. A Note on Fuzzy soft Isometry operators, Math.Sci.Lett.10, No.1, 1-3(2021) 
6. P.K. Maji, R. Biswas and A.R. Roy, Fuzzy soft set , J. Fuzzy Math.. 9(3), 677-692 (2001)  
7. K. Maji, R. Biswas, and A.R. Roy, “Soft set theory”, Computers & Mathematics  with Application, vol.45, no. 4-5, 

pp. 555-562, 2003 
8. D. Molodtsov, Soft set theory-First results, Comput. Math.Appl. 37. 19-31 (1999) 
9. Dr.SalimDawood, Ali QassimJabur, On fuzzy soft normal operators, Journal of  Physics: Conference series 

1879(2021) 032002 
10. Dr.SalimDawood, Ali QassimJabur, On fuzzy soft projection operators in Hilbert  space, Al-Qadisiyah journal of 

pure science vol.(26) issue (1)(2021)PP math.112-123 

Radharamani  and  Nagajothi 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

63342 
 

   
 
 

11. Radharamani. A etal., Fuzzy partial isometry operator and its characteristics,  IOSR Journal of Engineering 
(IOSRJEN) , VOL.09.NO.08, 2019, PP.54-58 

12. Radharamani. A etal., Fuzzy unitary operator in Fuzzy Hilbert space and its  properties, International  Journal of 
Research and Analytic Reviews(IJRAR) , 2018, 5(4), 258-261 

13. Radharamani.A , T Nagajothi, Fuzzy soft hyponormal operator in Fuzzy soft  Hilbert space, Strad Research, 
Vol.9, issue 3-2022 

14. Radharamani. A, T Nagajothi , M-Fuzzy soft hyponormal operator in Fuzzy soft  Hilbert space, Journal of Data 
Acquisition and  Processing, Vol.38, issue (1)2023   

15. LA. Zadeh, Fuzzy sets, Inf.Control, vol.8, no.3,pp. 338-353, 1965 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Radharamani  and  Nagajothi 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

63343 
 

   
 
 

Yashoda  
 

Third Order Semi-Canonical Nonlinear Difference Equations 
  
S. Kaleeswari1 and S. Rangasri2* 
 
1Department of Mathematics, Nallamuthu  Gounder  Mahalingam College, Pollachi, Tamil Nadu, India - 
642201. 
2Research Scholar Department of Mathematics, Nallamuthu Gounder Mahalingam College, Pollachi, 
Tamil Nadu, India – 642201 
 
Received: 16 Aug 2023                             Revised: 30 Aug  2023                                   Accepted: 04 Sep 2023 
 
*Address for Correspondence 
S. Rangasri 
Research Scholar Department of Mathematics,  
Nallamuthu Gounder Mahalingam College,  
Pollachi, Tamil Nadu, India - 642201.  
E. Mail:  rangasrisuresh97@gmail.com 

 
 This is an Open Access Journal / article distributed under the terms of the Creative Commons Attribution License 
(CC BY-NC-ND 3.0) which permits unrestricted use, distribution, and reproduction in any medium, provided the 

original work is properly cited. All rights reserved. 
 
 
We provide some novel oscillation conditions for semi-canonical difference equations using the canonical 
transformation method. Our findings reinforce and improve certain earlier ones. Examples have been 
generated to highlight the relevance of the consequences. 
 
Keywords: Semi-canonical, asymptotic, oscillatory, difference equation, nonlinear. 
 
INTRODUCTION 
 
Consider the third order difference equation in this instance. 
Δ( ( )Δ( ( )ΔΨ( ))) = ( )Ψ ( ( )), ≥                                    (1.1) 
where  is a positive integer. We assume the subsequent hypothesis 
H1) { ( )}, { ( )}, { ( )} are positive real sequences; 
H2) { ( )} is an increasing sequence of positive integer with ( ) ≥ + 1; 
H3)  is a real positive integer with > 1; 
H4) the equation (1.1) is in semi canonical form, that is 
∑  ∞

( )
= ∞ and ∑  ∞

( )
< ∞. (1.2) 

A real sequence {Ψ( )} that satisfies (1.1) for any ≥  is referred to as a solution of (1.1). Nontrivial solutions to 
(1.1) are either oscillatory or non oscillatory depending on whether the final result is positive or negative. 
Finding out the qualitative behavior of various types of second order difference equations has garnered a lot of 
attention in recent years. Despite the fact that discrete models are used in many other areas of mathematics, 
including economics, mathematical biology, and [1] and [2], difference equations have a wide range of applications in 
these fields. 
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 A number of publications have concentrated on the oscillatory and asymptotic solutions of (1.1), see [3]-[13]and the 
cited references throughout. However, the publication devotes the majority of its space to equation of the canonical 
form, (i.e), 

 
∞

  

1
( ) = ∞ and  

∞
1
( ) = ∞. 

In [14], the authors studied difference equation of the form 
Δ ( )Δ ( )ΔΨ( ) = ( ) Ψ ( ) , ≥  
with semi-canonical condition 

 
∞

1
( ) < ∞ and  

∞
1
( ) = ∞. 

In [15], the authors discussed about the difference equation of the form 
Δ( ( )Δ( ( )ΔΨ( ))) + ( ) (Ψ( ( ))) − ( ) (Ψ( ( ))) = 0. 

with semi-canonical condition 

 
∞

1
( ) < ∞ and  

∞
1
( ) = ∞. 

To the greatest extent of our knowledge, the oscillatory features of the relevant equation have not been studied when 

 
∞

1
( ) = ∞ and  

∞
1
( ) < ∞. 

Therefore, the aim of this paper is to provide the qualitative behavior of (1.1) if condition (1.2) is satisfied. This is 
initially established by transforming semi-canonical to canonical, after which we approach to develop some novel 
criteria for oscillatory solution of (1.1). 
 
MAIN RESULTS 
 
To make it easier to read, the following symbols will be used: 

( ) =    
1
( ) , ( ) =  

∞

 
1
( ) , ( ) = ( ) ( ) ( + 1),

( ) =
( )

( + 1) , ( ) = ( ) ( ) , Ξ( ) =    
1
( ) ,

( ) =
1
( )  

∞

  ( ), ( ) =    
1
( )    

1
( ) .

 

where ≥ ≥  and  is large enough. 
Theorem 2.1. Assume that 
∑  ∞

( )
= ∞                                                          (2.1) 

Then (1.1) has the following canonical representation 

Δ ( )
( )

Δ ( ) ( ) ( + 1)Δ Ψ( )
( )

= Δ( ( )Δ( ( )ΔΨ( ))).                       (2.2) 

Proof. Direct computation demonstrates that 
( )

( + 1) Δ ( ) ( ) ( + 1)Δ
Ψ( )

( ) =
( )

( + 1) Δ( ( ) ( )ΔΨ( ) + Ψ( ))

=
( )

( + 1) [ ( + 1)Δ( ( )ΔΨ( ))]

= ( )Δ( ( )ΔΨ( ))
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Hence 

Δ
( )

( + 1)
Δ ( ) ( ) ( + 1)Δ

Ψ( )
( )

= Δ( ( )Δ( ( )ΔΨ( ))). 

As we can see from (2.1), 
∑  ∞ ( )

( )
= ∞,   (2.3) 

and since 

 
∞

1
( ) ( ) ( + 1) =  

∞

Δ
1
( ) = lim

→∞
 

1
( ) −

1
( ) = ∞, 

we assess that (2.2) is in canonical form 
Corollary 2.2. Assume that (2.1) holds. Then the semi-canonical difference equation (1.1) possesses a solution Ψ( ) if 
and only if the canonical equation 
Δ( ( )Δ( ( )ΔΦ( ))) = ( )Φ ( ( ))                 (2.4) 
has the positive solution Φ( ) = Ψ( )

( )
. 

In the following section, we provide the structure of a potential non-oscillatory solution to (2.4), which is deduced 
from an analogy involving the discrete knesers theorem and canonical form of (2.4) 
Φ( ) ∈ : Φ( ) > 0, ( ) > 0, ( ( )Δ(Φ( ))) < 0, ( ( )Δ( ( )ΔΦ( ))) > 0 
and 
Φ( ) ∈ : Φ( ) > 0, ( ) > 0, ( ( )Δ(Φ( ))) > 0, ( ( )Δ( ( )ΔΦ( ))) > 0. 
Lemma 2.3. Assuming Φ( ) ∈  is a positive solution of (2.4) and 
∑  ∞ ( ) ( ( )) = ∞.                                        (2.5) 
Then Φ( )

( )
 is eventually increasing ∀  ≥ . 

The preceding lemma's proof resembles that of in [3]. 
Theorem 2.4. Assuming that (2.1) is true, 
∑  

( )
∑  ∞ ( ) = ∞                                        (2.6) 

and 
lim sup

→∞
 

Ξ ( ( ))
∑    Ξ ( ( ))Ξ( + 1) ( ) + ∑  ( )  Ξ( + 1) ( ) + Ξ( ( ))∑  ∞

( )   ( ) = ∞.                          (2.7) 

 
Then all non-oscillatory solution of (1.1) meets lim →∞  

Ψ( )
( )

= 0. 

Proof. Let {Ψ( )} be an non-oscillatory solution (1.1). Without losing generality, suppose that {Ψ( )} is a positive 
solution of (1.1). Then, from corollary 2.2, relevant sequence {Φ( )} is also a positive solution of (2.4) and Φ( ) ∈  
or Φ( ) ∈  for all ≥ . Now consider that Φ( ) ∈  for all ≥ . From the monotonicity of ( )ΔΦ( ), we carry 

Φ( ) ≥ Φ( ) −Φ( ) =    
( )ΔΦ( )

( ) ≥ ( )ΔΦ( )Ξ( ) 

which suggest that 

Δ Φ( )
Ξ( )

=
Ξ( )ΔΦ( ) Φ( )

( )

Ξ( )Ξ( )
≤ 0                               (2.8) 

Hence Φ( )
Ξ( )

 is decreasing. 
On the other hand, summing twice (2.4) from  to ∞ gives 

( )ΔΦ( ) ≥  
∞

 
Φ ( ( ))

( )  
∞

  ( )

≥  
∞

 Φ ( ( )) ( ).
 

Again, summing from  to − 1, we carry 
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Φ( ) ≥ ∑    
( )
∑  ∞  Φ ( ( )) ( )

= Ξ( )∑  ∞  Φ ( ( )) ( ) +∑    Ξ( + 1)Φ ( ( )) ( )
 

Hence 

Φ( ( )) ≥  Ξ( + 1)Φ ( ( )) ( ) +  
( )

Ξ( + 1)Φ ( ( )) ( ) + Ξ( ( ))  
∞

( )

Φ ( ( )) ( ). 

Using Φ( ) is increasing and Φ( )
Ξ( )

 decreasing, we obtain 

Φ ( ) ≥
Φ ( )
Ξ ( )

   Ξ ( ) Ξ( + 1) ( ) + Φ ( )  

( )

 Ξ( + 1) ( ) + Φ ( ( ))Ξ( ( ))  
∞

( )

  ( ) 

or 
Φ ( ) ≥

Ξ ( ) ∑  Ξ ( ) Ξ( + 1) ( ) +∑  ( ) Ξ( + 1) ( ) + Ξ ( ) ∑  ∞
( ) ( ).                                  

(2.9) 
Since Φ( ) is positive and increasing, ∃ a constant > 0 ∋ ( ) ≥ , and so we carry Φ ( ( )) ≤ . Using this 
in (2.9) we obtain 

≥
1

Ξ ( ( ))
 Ξ ( ( ))Ξ( + 1) ( ) +  

( )

Ξ( + 1) ( ) + Ξ( ( ))  
∞

( )

( ). 

Taking limsup as → ∞ of the aforementioned inequality, which contradicts (2.7) 
Next, we assume that Φ( ) ∈ . Since Φ( ) is positive and increasing, there existslim →∞  Φ( ) = ≥ 0. Suppose that 

> 0, then Φ( ) ≥ > 0. Summing twice (2.4) from  to ∞ and again summing from  to − 1, which gives 
Φ( ) ≥ ∑  

( )
∑  ∞ ( ), 

which contradicts (2.6) and so 
lim
→∞
 Φ( ) = lim

→∞
 Ψ( )

( )
= 0.  

Hence the proof is completed. 
Theorem 2.5. Let (2.1) and (2.5) hold, and 

lim
→∞
  ( ) = < ∞.                                               (2.10) 

 
Suppose 
lim sup

→∞
 

( ( ))
∑  ( )  

( )
∑    

( )
∑     ( ) ( ( )) > ,             (2.11) 

then  is ∅ for (1.1). 
Proof. Let {Ψ( )} be an positive solution of (1.1). By Corollary 2.2 the corresponding function {Φ( )} is a positive 
solution of (2.4). Let us assume that Φ( ) ∈  for all ≥ . Summing (2.4) from  to − 1, we have 

Δ( ( )ΔΦ( )) ≥
1

( )     ( )Φ ( ( ))

≥
1

( )
    ( )

Φ ( ( ))
( ( ))

( ( ))

≥
Φ ( ( ))

( ( ))
1

( )     ( ) ( ( )).

 

Again summing, we get 

ΔΦ( ) ≥
Φ ( ( ))

( ( ))
1

( )  
1
( )   ( ) ( ( )). 

Summing once again, we obtain 
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Φ( ) ≥ Φ ( ( ))
( ( ))

∑  
( )
∑  

( )
∑   ( ) ( ( )). 

Now, we have to define = ( ) and ( ) = Φ ( ( ))
( ( ))

. 

Φ( ( )) ≥ ( )  
( )

 
1
( )    

1
( )     ( ) ( ( )), 

( ) ≥
( ( ))

∑  ( )  
( )
∑    

( )
∑     ( ) ( ( )). 

 
Taking limit as → ∞ on above inequality, we get 

lim sup
→∞

  ( ) ≥ lim sup
→∞

 
1

( ( ))  
( )

1
( )  

1
( )   ( ) ( ( )). 

Which contradicts (2.11). Thus,  is ∅ for (1.1). This completes the proof. 
Theorem 2.6. If all the conditions of Theorem 2.4 and 2.5 hold, then the solution Ψ( ) of (1.1) is oscillatory or satisfies 
lim →∞  

Ψ( )
( )

= 0 
3. EXAMPLES 
Example 3.1. Take 

Δ ( ) Δ ΔΨ( ) = (2 ) Ψ ( + 2), ≥ 1                                (3.1) 

Here ( ) = ( ς ) , ( ) = , ( ) = (2 ) , = 3, ( ) = + 2, ( ) = ∑∞  2 = 2 , ( ) = ( ) , ( ) =

2 , ( ) = (2 ) , ( ) ≈ (2 ) , ( ) ≈ 2 (2 ) , Ξ( ) = , ( ) = (2 ) . Therefore (2.4) becomes 

Δ
1

(2 + 1) Δ(2 ΔΦ( )) = (2 ) Φ ( + 2). 

is canonical. 
Clearly 

 
∞

1
( )

=  
∞

(2 ) = ∞ 

and 

 
1
2

 
∞

2 = ∞ 

Also (2.7) becomes 

lim sup
→∞

  2    
1

2
1

2
(2 ) +    (2 ) +

1
2  

∞

 (2 ) = ∞. 

(i.e), (2.7) is verified. Hence by Theorem 2.4, every non-oscillatory solution Ψ( ) of (3.1) satisfies 
lim
→∞
  Ψ( ) = 0. 

Example 3.2. Take 
Δ Δ( ( + 1)ΔΨ( )) = ( + 2) Ψ ( + 1).                                     (3.2) 

Here ( ) = , ( ) = ( + 1), ( ) = ( + 2) , = 2, ( ) = + 1, ( ) = ∑∞  
( )

= , ( ) = , ( ) = 1, ( ) =

( + 2)
( )

, ( ) ≈ , ( ) ≈ , Ξ( ) ≈ . Take = 1, therefore (2.4) becomes 

Δ
1

(Δ(ΔΦ( ))) = ( + 2)
1

( + 1) Φ ( + 1), 

is canonical. 
Clearly 
∑  ∞

( )
= ∑  ∞ = ∞ 
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and 

 
∞

( ) ( ( )) =  
∞

( + 2) = ∞ 

and 

lim
→∞
  ( ) = 1 < ∞ 

is true. 
Also (2.11) becomes 

lim sup
→∞

 
1
+ 1        

1
    ( + 2) = ∞ > . 

Hence all the conditions of Theorem 2.5 are verified, so every solution Ψ( ) of (3.2) is oscillatory. 
 
CONCLUSION 
 
This study finds some fresh oscillatory and asymptotic conditions for semi-canonical difference equations. The 
conclusions reached in this study have a high degree of generality, and they enhance and add to prior conclusions 
for specific instances of equation (1.1). 
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The notion of certified domination was proposed by Magda Dettlaf  et al., and the concept of triple 
connected domination number was introduced by G.Mahadevan et al. Motivated by these papers in this 
article we introduce a new domination parameter called  triple connected  certified domination number 
of a graph. A dominating Set  is said to be a triple connected certified dominating set, if every vertex in 

 has either zero or at least two neighbours in −  and < >  is triple connected. The minimum 
cardinality of a triple connected certified dominating set in G is called the triple connected certified 
domination number of a graph  and is denoted by ( ) . In this paper we initiate a study of this 
parameter. 
 
Keywords: Domination, triple connected, certified domination, triple connected certified domination.  
 
INTRODUCTION 
 
The triple connected graph was initiated by Paulraj Joseph et al.[3], followed by this, triple connected domination 
number of a graph was introduced by G.Mahadevan et al. [4]. The idea of certified domination was initiated by 
Magda Dettlaff et al. [5]. Motivated by these papers, here we initiate a parameter called triple connected certified 
domination number. The graphs used here are connected and undirected graphs. Following are the definitions of 
some special type of graphs which are referred from [6]. The Flower graph F  is a graph obtained from the Helm H  
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of joining each pendent vertex to the center of the helm. The Moser Spindle Graph has 7 points that can be placed so 
that its 11 edges all have the same length and is a unit-distance graph for any norm in the plane. Subdivide every 
edge in the graph G, join subdivided vertices that are adjacent to a common vertex, the obtained graph is called 
middle graph M(G). The shadow graph S′(G) is constructed by adding a new vertex v′ for each vertex v of G and  
joining v′ to the neighbours of v in G. Subdivide every edge in the graph G, join the vertices that are adjacent in G, 
and join the subdivided vertices that are adjacent to a common vertex. The obtained graph is called total graph T(G). 
The splitting graph S(G) is constructed by taking a copy of G for each vertex v  in G corresponds to v ′ in the copy of G 
and the joining  v′  to the  neighbours of v  in G. The Mirror graph M (G) = P × G. Book graph can be formed by 
joining r copies of C  with a common edge B  . Crown graph is obtained to the complete bipartite graph by removing 
the Horizontal edges. The Double Wheel graph DW = 2C + K . The power graph G  of a graph G has V(G ) =  V(G) 
with u and v are adjacent in G  whenever deg(u, v) ≤ t. G , G  is square and cube graph respectively.  
 
TCCD- number 

Definition 2.1: 
A dominating set S is said to be a triple connected certified dominating set (TCCD-set), if |N(v)∩ (V − S)| = 0 or k, 
k ≥ 2 and any three vertices of S Lie on a path in < >. The minimum cardinality of (TCCD-set) is called the triple 
connected certified domination number (TCCD-number) and is denoted by γ .  
Example 2.2:  
 

                                                                   
Figure 2.1 
 
The graph given in  figure 2.1, lightened vertices forms a TCCD-set of cardinality 3 which is minimum and hence  
γ  = 3. 
Observation 2.3: For a graph G, γ ≤ γ ≤ γ . 
Example 2.4: 

 
Figure 2.2 
 
Illustration: The graph given in figure 2.2, γ =  γ =  γ = 3. 
Example 2.5: 
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Figure 2.3 
Illustration: The graph given in  figure 2.3 γ = 3, γ = 4, γ = 5. 
Observation 2.6: For a graph G, 3 ≤ γ (G) ≤ n. 
Observation 2.7: For G, γ (G)  ≥  

∆
 and the bound is sharp. 

Since 
∆

 ≤  γ(G) ≤ n− ∆ also γ ≤  γ , we have γ  ≥  
∆

. 
Example 2.8: 

 
 
Figure : 2.4 
Illustration: In this graph the set of white vertices is a TCCD set whose cardinality is minimum and hence  γ (G) =
4. 
Example2.9: 

 
Figure 2.5 
Illustration: In this graph the TCCD set is a set of white vertices whose cardinality is minimum and hence  γ (G) =
3. 
 
Exact Value of  TCCD Numbers For Some Peculiar Graphs  
Observation 3.1 
If a graph  is a Wheel graph ( ≥ 5) or complete graph ( ≥ 5) or star graph( ≥ 5) or Double Wheel 
graph  ( ≥ 7) or Book graph  ( ≥ 3) or Moser spindle graph or Crown graph ( ℎ  ≥ 10) (or) Flower 
graph  then ( ) = 3 and i) ( ) = 3 ii) ( ) = 3 iii) ( ) = 3  iv) ( ) = 3. 
Observation 3.2  
γ M (P ) = γ M (C ) = 4. 
Observation 3.3 
For path and cycle  (n ≥ 3), γ (G) = n. 
Observation 3.4 
1. γTCC(Kr,s) =  3 (if 2 ≥ r ≥ s , s ≤ 3). 

2. γTCC(LIr) =  r − 1 if r = 6,8
r otherwise.     
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3. γTCC M(Pn) =  n− 1  if n ≥ 3.        

4. γTCC M(Cn) =  3 if n = 3
 n − 1 if n ≥ 4.     

5. γTCC T(Pn) =   3   if n = 4
n− 2   if n ≥ 5.                             

6. γTCC T(Cn) =  3  if n = 3
 n − 1  if n ≥ 4.                              

7. γTCC S′(Pr) =  3   if r = 4
 r − 2   if r ≥ 5.     

8. γTCC S′(Cr) = 3    if r = 3,4
 r− 2 if r ≥ 5.                             

9. γTCC D(Pr) =   3   if r = 3,4
n− 2 if r ≥ 5.  

10. γTCC(D(Cr)) =  3   if r = 3,4
 n− 2 if r ≥ 5.   

 
TCCD-Number of Some Special Types of Graphs 

Theorem 4.1: For a path P , a ≥ 7.  γ P2 =  
3 if a = 7

2
− 1 if a ≥ 8. 

 
Proof: Let V(P2) = {h1, h2, h3, … , h } and E P2 = h h 1, h h 2, 1 ≤ i ≤ a − 1,1 ≤ j ≤ a − 2 . Take S1 = {h : i ≡
1(mod 2)} −  {h1} 

 For a ≥ 8, take S =  
S1 if a ≡ 0 (mod 2)

S1 − h if a ≡ 1 (mod 2). 

It is clear that if a = 7 then,  γ P2 = 3. Then S is a TCCD-set of P2 and hence 
 γ P2  ≤  |S| =  

2
− 1 if a ≥ 8.   

Consider a TCCD-set S′ of  P2. Since, D ⊆ V of cardinality at most  k =  
2
− 2  if a ≥ 8.   

Contains an isolated vertex < D > , then D is not a TCCD-set, we have  

Thus S′  ≥ k + 1 =  
3 if a = 7

2
− 1 if a ≥ 8. 

Hence the proof. 

Theorem 4.2: For a cycleC ,  a ≥ 5 ,γ (C2) =
3 if = 5  6  7

 
2
− 1 if   a ≥ 8.  

Proof: Let V(C  
2 ) = {h1, h2, h3, . . . , h } let E C  

2 = h h 1, h h 2 , h h , h h 1, 1 ≤ i ≤ a − 1,1 ≤ j ≤ a − 2 .  
Take S = {h : i ≡ 1(mod 2)} −  {h } 

For a ≥ 8 , take S =  S1 if a ≡ 1 (mod 2),
S1 − {h 1} if a ≡ 0 (mod 2). 

It is clear that if 5 ≤ a ≤ 7 then, γ C2 = 3. 
Then S is a TCCD-set of C2 and hence γ C2  ≤  |S| =   

2
− 1 if a ≥ 8. 

Consider a TCCD-set S′ of  C2. Since, D ⊆ V of cardinality at most 
k =  

a
2 − 2 if a ≥ 8 

contains an isolated vertex < D > , then D is not a TCCD-set, we have  

Thus S′  ≥ k + 1 =  
3 if  = 5  6  7

 
2
− 1 if      a ≥ 8.  

Hence the proof. 

Theorem 4.3 : For a path P   a ≥ 5 , γ P3 =  

3 if  5 ≤ a ≤ 10

3
 if a ≡ 2  ( mod 3)

       
3
− 1   if a ≡ 0  1( mod 3).

 

 
Proof: Let  V(P3) = {h1, h2, h3, … , h } and E(P  

3) = h h 1, h h 2, h h 3, 1 ≤ i ≤ a − 1,1 ≤ j ≤ a − 2,1 ≤ k ≤ a − 3 .  
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Take S1 = {h : i ≡ 1 (mod 3)}−  {h1} 

For a ≥ 11 , take  S =   
S1 − {h } ilf a ≡ 1(mod 3)

  S1    if a ≡ 0, 2(mod 3).
 

It is clear that if 5 ≤ a ≤ 10 then, γ P3 = 3. Then S is a TCCD-set of P3 and hence 

γ P3  ≤  |S| =   

a
3 if a ≡ 2 ( mod 3)

a
3 − 1    if a ≡ 0 or 1 ( mod 3).

 

Consider a TCCD-set S′ of  P3. Since, D ⊆ V of cardinality at most 

 k =  3
− 1 if a ≡ 2 (mod 3),

3
− 2    if a ≡ 0  1(mod 3).

 

contains  an isolated vertex < D > , then D is not a TCCD-set, we have  

Thus S′  ≥ k + 1 =  

3 if  5 ≤ a ≤ 10

3
 if a ≡ 2 ( mod 3)

       
3
− 1   if a ≡ 0 or 1(mod 3).

 

Hence the proof. 

Theorem 4.4:  For a cycle  C  a ≥ 5,   γ C3 =  

3 if  5 ≤ a ≤ 10

3
 if a ≡ 2 (mod 3)

       
3
− 1   if a ≡ 0  1(mod 3).

 

Proof: Let V(C ) = {h , h , h , . . . , h , h } and  E(C ) = (h h , h h , h h , h h , h h , h h , h h, h h , h h , 1 ≤
i ≤ a − 1,1 ≤ j ≤ a − 2,1 ≤ k ≤ a − 3}. 
Take  S = {ℎ f : i ≡ 1(mod 3)} 

For a ≥ 11 , take S =  
S − {h } if a ≡ 0 ( mod 3)

S − {h ,h } if a ≡ 1 ( mod 3)
S −  {h } if a ≡ 2 ( mod 3).

 

It is clear that if 5 ≤ a ≤ 10 then, γ (C ) = 3. Then S is a TCCD-set of C  and hence 

 γ (C )  ≤  |S| =   
if a ≡ 2 ( mod 3)

− 1 if  a ≡ 0 or 1(mod 3).
 

Consider a TCCD-set S′ of C . Since, D ⊆ V of cardinality at most 

k =  
 

a
3
− 1 if a ≡ 2 (mod 3)

 
a
3 − 2 if a ≡ 0,1(mod 3).

 

contains an isolated vertex < D >, then D is not a TCCD-set, we have  

Thus S′  ≥ k + 1 =  

3 if  5 ≤ a ≤ 10
 if a ≡ 2 (mod 3)

       − 1   if a ≡ 0 or 1(mod 3).
 

Hence the proof. 
 
CONCLUSION 
 
In this paper we have initiated and analyzed Triple connected certified domination number of a graph. Also we have 
found its exact values for some special types of graphs. In the succeeding papers we will extend the study for 
product related graphs. 
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The Neutrosophic moderately generalised star J - closed sets in Neutrosophic topological spaces are a 
novel class of sets that we present in this study (briefly Neu - mg* j  - closed sets). Here, we study the 
concepts and discuss the properties of Neu - mg* j  - closed sets.     
 
Keywords: Neutrosophic set, Neutrosophic topological space, Neutrosophic Mildly Generalized Star  - 
closed sets, Neutrosophic mildly generalized star  - open sets,  Neutrosophic mildly generalized star 

– Neighbourhoods 
 
INTRODUCTION 
 
Since Zadeh[13] introduced the fuzzy set notation in 1965, it has spread to practically all areas of mathematics. 
Chang[2] (1968) proposed and developed the idea of fuzzy topological space, and since then, To create fuzzy 
topological spaces, numerous concepts from classical topology have been used. Initially, the intuitionistic fuzzy set’s 
concept was proposed in 1988 by Atanassov[1]. Thakur and Chaturvedi[12] (2006) established and extended the 
concept behind the generalized intuitionistic fuzzy closed set. After Smarandache[4] (2000) proposed and expanded 
the notions of the neutrosophic set along with neutrosophy. This article covers the concepts of generalized mildly 
Star  - closed sets and several interesting properties and some theorems are also discussed. 
 
Preliminaries 
Here, we review several essential Neutrosophic set findings as well as their basic operation and Definition. 
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Definition 2.1[4] 
Non-empty fixed set Y must be Y. Neutrosophic sets E is the object in following form: 
E = {⟨ , ( ), ( ), ( )⟩; ∈ } 
With, 

 yE  is the membership function degree 

 yE  is the indeterminacy degree 

 yE  is the non-membership function degree 
 
Remark 2.2:[4] 
The Neutrosophic sets E = {⟨ , ( ), ( ), ( )⟩; ∈ }  may be identified as an ordered triple E = ⟨ , , ⟩in] -0, 
1+ [ on Y. 
 
Remark 2.3:[4] 
We can denote, the Neutrosophic sets E = {⟨ , ( ), ( ), ( )⟩; ∈ } as E = ⟨ , ( ), ( ), ( )⟩” 
 
Definition 2.4[5] 
Every non-empty Intuitionistic fuzzy set in Y is called the Neutrosophic set. Where the topological space we may 
define ON and IN as follows: 
For all ∈  

“ = ⟨ , 1,0,0⟩  = ⟨ , 1,0,0⟩ 

= ⟨ , 1,0,1⟩  = ⟨ , 1,0,1⟩ 

= ⟨ , 1,1,0⟩  = ⟨ , 1,1,0⟩ 

= ⟨ , 1,1,1⟩  = ⟨ , 1,1,1⟩” 
 

    

Definition 2.5[5] 
For all ∈ , the complement of Neutrosophic sets E [shortly C - E] is expressed as  
C – E = y,γE(y),1-σE(y),μE(y)  
 
Definition 2.6[6] 
For all ∈ ,  
the two Neutrosophic sets E & F are given by  
“E = ⟨ , ( ), ( ), ( )⟩” 
and 
“F = ⟨ , ( ), ( ), ( )⟩” 
Then, the subset ( ⊆ ) is FE ( ) ≤ ( ), ( ) ≤ ( ), ( ) ≤ ( ) 
 
Proposition 2.7:[3] 
Any Neutrosophic set E meets the undergiven requirements  

⊆ , ⊆  
⊆ , ⊆  

 
Definition 2.8[3] 
For any non-empty set E the intersection and union of any 2 Neutrosophic sets E and F, where 
E = ⟨ , ( ), ( ), ( )⟩”   and F = ⟨ , ( ), ( ), ( )⟩ is given by 
∪ =  ⟨  ( ) ∧ ( ) ( ) ∧ ( )  
∩ =  ⟨  ( ) ∨ ( ) ( ) ∨ ( ) respectively 
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Proposition 2.9[4] 
The two Neutrosophic sets E and F are subject to the following criteria. 
i. − ( ∩ ) = − ∪ −  
ii. − ( ∪ ) = − ∩ −  
 
Definition 2.10[6] 
A family of Neutrosophic subsets in Neutrosophic topological set Y holds the following axioms 

, ∈  
  , ∈ , ∩ ∈  
 ℎ { ; ∈ } ⊆ ,∪ ∈  

 
The pair ( , )is thus referred to as neutrosophic topological space. Neutrosophic open sets are the constituents of 
Neutrosophic topological space , while Neutrosophic closed sets works as complements of open sets.  
 
Definition 2.11 [5] 
The Neutrosophic closure and interior of a family ( , ) Neutrosophic topological space for a Neutrosophic set  
E = {⟨ , ( ), ( ), ( )⟩; ∈ } in Y is defined by 
Neu –  cl (E) = ∩ { :    ℎ       ⊆ } 
Neu –  Int (E) = ∪ { :    ℎ      ⊆ }  respectively and it holds the following conditions 
E is Neutrosophic open set if,E = Neu-Int (E) 
E is Neutrosophic closed set if,E = Neu-cl (E) 
 
Proposition 2.12:[4] 
For any Neutrosophic set E of a family ( , ) Neutrosophic topological space, we’ve 
“Neu-cl(C - E) = C – (Neu – Int(E)) 
Neu-Int(C - E) = C – (Neu – cl(E))” 
 
Proposition 2.12:[7] 
Any two E and F Neutrosophic sets have the aforementioned characteristics in Neutrosophic topological space 
( , ) 
1. − ( ) ⊂  
2. ⊆ − ( ) 
3. ⊆ ⇒ − ( ) ⊆ − ( ) 
4. ⊆ ⇒ − ( ) ⊆ − ( ) 
5. − − ( ) = − ( ) 
6. − − ( ) = − ( ) 
7. − ( ∩ ) = − ( ) ∩ − ( )” 
8. − ( ∪ ) = − ( ) ∩ − ( ) 
9. − ( ) =  
10. − ( ) =  
11. − ( ) =  
12. − ( ) =  
13. ⊆ ⇒ − ⊆ −  
14. − ( ∩ ) ⊆ − ( ) ∩ − ( ) 
15. − ( ∪ ) ⊇ − ( ) ∩ − ( ) 

 
Definition 2.13[7] 
A subset E of a Neutrosophic topological space ( , ) is known as a generalized Neutrosophic closed if −

( ) ⊆ , ℎ ⊆ and U is Neutrosophic closed set. 
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Neutrosophic Mildly Generalized Star  - closed sets 
We present and explore the novel idea of Neutrosophic slightly generalised star  - closed sets in Neutrosophic 
topological spaces in this part.  
 
Definition 3.1: 
Neutrosophic slightly generalised star  closed sets are a Neutrosophic subset E of a Neutrosophic topological 
space( , ) (shortly Neu – mg*  - closed) if − ( ) ⊆ ℎ ⊆ and  U is Neutrosophic mildly 
generalised open ( Neu – mg – open) in Neutrosophic set E. 
 
Theorem 3.2: 
Every set that is Neu-closed is Neu - mg*  - closed.  
Proof:  
Now consider any Neutrosophic “closed-set E and ⊆ ,  
Where U is” Neutrosophic  mildly generalized open (Neu – mg – open) 
Since, E is Neutrosophic closed (Neu-closed) − ( ) ⊆ − ( ) 
Therefore, − ( ) ⊆ ⊆ ⊆  
Hence, E is Neu – mg*  - closed in Y. 
 
Remark 3.3: 
Finite union of Neu – mg*  - closed need not be Neu – mg*  - closed 
Finite intersection of Neu – mg*  - closed need not be Neu – mg* –closed” 
 
Definition 3.4: 
The intersection of all Neu - mg*  - closed sets including a given subset E of “Neutrosophic topological 
space”( , ) is referred to as Neu - mg*  - closure of E and we can denote it by Neu – mg*  -cl(E). 
Symbolically, − mg* J - cl( ) =∩ { : ⊂ , −mg* − closed in } 
 
Remark 3.5: 
The following conditions hold for a subsets E and F of Neutrosophic topological space 
1. −mg* J - cl( ) = −mg* J - cl( ) =  
2. ⊂ ⇒ − mg* J - cl( ) ⊂ −mg* J - cl( ) 
3. ⊂ ⇒ − mg* J - cl −mg* J - cl( ) = −mg* J - cl( ) 

4. −mg* J - cl( ∪ ) ⊇ − mg* J - cl( ) ∪ −mg* J - cl( ) 
5. −mg* J - cl( ∩ ) ⊆ − mg* J - cl( ) ∩ − mg* J - cl( ) 
 
Neutrosophic mildly generalized star  - open sets and Neutrosophic mildly generalized star – 
Neighbourhoods 
Here we introduced the notion of Neutrosophic mildly generalized star  - open sets and by using it we obtain the 
characterizations of Neutrosophic mildly generalized star neighbourhoods. 
Definition 4.1: 
The term "Neutrosophic mildly generalized star  -open set" refers to a subset E of a Neutrosophic topological 
space.If C - A is −mg* J -closed in Y, then (briefly −mg* J -open). All Neutrosophic family mildly 
generalized star  - open sets can be denoted by − ∗ ( , ) 
Remarks 4.2: 
Finite union of Neu – mg*  - open sets require not be Neu – mg*  - open 
Finite intersection of Neu – mg*  - open sets require not be Neu – mg* –open” 
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Definition 4.3: 
Any point in the Neutrosophic topological space Y will do as y. If and only if a Neu - mg*  - open set N exists such 
that ∈ ⊆ , a subset M of Y is said to be a Neu - mg*  - neighbourhood of Y.  
Definition 4.4: 
A subset M of a topological space with neutrosophic properties Y is referred to as a Neu - mg*  - ⊂

neighbourhood if there exists a Neu – mg*  - open set N such that ⊆ ⊆  
Remark 4.5: 
Each neighbourhood M of ∈ is a Neu – mg*  - neighbourhood of y 
Definition 4.6: 
The Neu - mg*  - neighbourhood system at y for every point y in a Neutrosophic topological space Y is the 
collection of all Neu - mg*  - neighbourhoods, and it is denoted by Neu - mg*  - M (y).  
Theorem 4.7: 
For all ∈ and Y be a Neutrosophic topological space, let Neu – mg*  - M(y) be the collection of all Neu – mg*  -
neighbourhood of y, then it holds the following conditions 
1. ∀ ∈ ,Neu - mg* - M( ) ≠  
2. ∈ Neu - mg* - M( ) ⇒ ∈  
3. ∪∈ Neu - mg* - M( ), ⊃ ⇒ ∈ Neu - mg* - M( ) 
4. ∈ Neu - mg* - M( ) ⇒ ∃ N ∈ Neu - mg* - M( ) ∍ ⊂ ∈ Neu - mg* - M( )∀ ∈  
Definition 4.8: 
Suppose E represent a subset of Neutrosophic space Y. If there is a Neu - mg*  -open set N such that ∈ ⊆ , a 
∈ point is said to be a Neu - mg*- internal point of E. The term "Neu - mg*  - interior of E" refers to the set of all 

Neu - mg*  - interior points of E and we can denote it by Neu – mg*  - int(E) 
Theorem 4.9: 
The following assertions are valid, for subsets E and F of Neutrosophic topological space Y, 
1. −mg* − ( ) is union of all −mg* −open E subsets. 
2. = −mg* − ( ) −mg* −  
3. −mg* − −mg* − ( ) = −mg* − ( ) 
4. −mg* − ( ) = \ − mg* ( \ ) 
5. \ −mg* − ( ) = −mg* − ( \ ) 
6. \ −mg* − ( ) = −mg* − ( \ ) 
7. ⊆ ⇒ − mg* − ( ) ⊆ − mg* − ( ) 
8. −mg* − ( ) ∪ − mg* − ( ) ⊆ − mg* − ( ∪ ) 
9. −mg* − ( ∪ ) ⊆ − mg* − ( ) ∩ −mg* − ( ) 
Definition 4.10: 
The −mg*  - border and the −mg*  - frontier of E; E is any subset of the Neutrosophic topological space 
Y is given by the set Neu− mg* ( ) = \ −mg* − ( ) and the set Neu− Frmg* ( ) = −mg* −

( )\ −mg* − ( ) respectively. 
Remarks 4.11: 
Neu− mg* ( ) = Neu− Frmg* ( )if E is an −mg*  - closed subset of Neutrosophic topological space Y 
Theorem 4.12: 
Mentioned below are the conditions hold for any subset E of the Neutrosophic topological space Y 
1. = −mg* − ( ) ∪Neu − mg* ( ) 
2. −mg* − ( ) ∩Neu − mg* ( ) =  
3. Neu− mg* ( ) = −mg* −  
4. Neu− mg* − mg* − ( ) =  
5. −mg* − Neu − mg* ( ) =  

6. Neu− mg* Neu − mg* ( ) = Neu− mg* ( ) 
7. Neu− mg* ( ) = ∩ −mg* − ( \ ) 
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8. Neu− mg* ( ) = ∩ − mg* ( \ ) 
 
Theorem 4.13: 
The following assertions are valid, for subsets E of Neutrosophic topological space Y, 
1. −mg* − ( ) = −mg* − ( ) ∪Neu − Frmg* ( ) 
2. −mg* − ( ) ∪Neu − Frmg* ( ) =  
3. Neu− mg* ( ) ⊆ Neu− Frmg* ( ) 
4. Neu− Frmg* ( ) = Neu − mg* ( ) ∪Neu− mg* ( )\ − mg* − ( ) 
5. Neu− Frmg* ( ) = Neu − mg* ( \ ) − mg* −  
6. Neu− Frmg* ( ) = −mg* − ( ) ∩ −mg* − ( \ ) 
7. Neu− Frmg* ( ) = Neu − Frmg* ( \ ) 
8. Neu− Frmg* ( ) −mg* −  
9. Neu− Frmg* Neu − Frmg* ( ) ⊆ Neu− Frmg* ( ) 
10. Neu− Frmg* −mg* − ( ) ⊆ Neu − Frmg* ( ) 
11. Neu− Frmg* − mg* − ( ) ⊆ Neu− Frmg* ( ) 
12. −mg* − ( ) = \Neu− Frmg* ( ) 
 
Definition 4.14: 
The −mg* −exterior of E; E is any subset of Y given by − mg* −the interior of Y\E and we can be 
denoted by  Neu− Extmg* ( ). That is, Neu− Extmg* ( ) = −mg* − ( \ ) 
 
Theorem 4.15 
The following assertions are valid, for subsets E and F of Neutrosophic topological space Y, 
1. Neu− Extmg* ( ) = − mg* −  
2. Neu− Extmg* ( ) = \ − mg* − ( ) 
3. Neu− Extmg* Neu− Extmg* ( ) = −mg* − −mg* − ( ) ⊇ − mg* − ( ) 
4. Neu− Extmg* ( ) ⊆ Neu− Extmg* ( ) ⊆  
5. Neu− Extmg* ( ∪ ) ⊆ Neu− Extmg* ( ) ∩Neu− Extmg* ( ) 
6. Neu− Extmg* ( ∩ ) ⊇ Neu− Extmg* ( ) ∪Neu− Extmg* ( ) 
7. Neu− Extmg* ( ) =  
8. Neu− Extmg* ( ) =  
9. Neu− Extmg* ( ) = Neu− Extmg* \Neu− Extmg* ( )  
10. = − mg* − ( ) ∪Neu− Extmg* ( ) ∪Neu− Frmg* ( ) 
 
CONCLUSION 
 
In this paper, we defined some new classes of Neutrosophic Mildly Generalized Star  - closed sets and studied 
some of their basic properties. Finally we have introduced Neutrosophic mildly generalized star  - open sets and 
Neutrosophic mildly generalized star – Neighbourhoods in Neutrosophic topological space and studied some 
their properties. 
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Customers feedback and assessments have a huge impact on the long term success of the organisation. 
The main contribution of This paper is to analyses six sigma based waiting time control chart 
(M|M|1) (∞|FCFS) Queuing Model using Process Capability to monitor the queue and improve 
performance of the system explained with numerical examples 
 
Keywords: Six Sigma. Control chart, Queuing Theory, Process Capability, Waiting time. 
 
INTRODUCTION 
 
Today’s technological development has contributed with big data .Customers satisfaction is critical to the long term 
viability of an online and offline firm. This can be accomplished by   focussing on the shortest possible response time. 
When the waiting time is reduced, the tendency is offer a higher rating, if higher rating increases, resulting in higher 
customer satisfaction. The adoption of six sigma based waiting time control chart and process capability would be 
extremely beneficial in monitoring queue length and performance of the system. 
 
Control Charts 
Control charts are used to monitor and analyse fluctuations in the performance of a process over time. They are 
commonly used in quality control to set upper and lower limits that demonstrate process stability. Extensive study 
has been undertaken in this sector, beginning with product faults. Control charts are using currently  being used to 
examine queuing systems, specifically factors such as customer waiting time, no. of customers in the system, and 
those queue. These elements are critical in ensuring client happiness[12]. 
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REVIEW OF LITERATURE 
 
Haim Shore (2007) proposed an attribute control chart [2]. While M.V.Karparde and S.D Dhabe (2010) developed 
control chart with random queue length for queuing model (M/M/1): (∞/FCFS) [4]. T, Poongodi and S. Muthulakshmi 
(2013) investigated system waiting time using control chart for (M/M/1): (∞ /FCFS) Queuing model [7]. A.R 
Sudamani Ramasamy and Vennila (2012) investigated skewness in control chart for random queue length[1] . N. 
Pukazhendhi and S. Poornima (2018) created a waiting time control chart for (M/M/S): (∞/FCFS) queueing model 
using process capability [8]. Mani. N and P.K.Sivakumaran (2023) contributed six sigma based control chart for 
single server queuing model [5]. Mani N and P.K.Sivakumaran(2023)  developed six sigma based control chart for 
single server , infinite capacity Markovian Queuing model using process capability[6]y. 
 
Six Sigma 
Six Sigma is a methodology consisting of techniques designed to eliminate errors, improve quality, and achieve 
operational excellence. It was first established in 1980 by Motorola. In 2008, the quality levels related to Six Sigma 
were developed and refined by Radhakrishnan and Sivakumaran (2010) [10,14]. This work paved the way for the 
subsequent development of control charts based on Six Sigma for defect monitoring by the team of Radhakrishnan 
and Balamurugan (2010)[11]. The process capability index (PCI) is a metric that evaluates the accuracy and 
consistency of the performance of a system under assessment. 
 
Mean waiting time of the customers in the Queue [1]  

=    --------- (1) 

( ) =   --------- (2) 

= − =  ----- (3) 

      .  =  =   ------ (4) 

 
Shewhart Control chart- Performance of the average waiting time of the customers in the queue is given 
below[5,6] 

= − 3×  

      = − 3 ×     ------- (5) 

= =   -------- (6) 

=  + 3×    ------ (7) 

 
Six Sigma based Control chart performance of the waiting time in the queue by using process capability is given 
by [5,6] 
The process capability index, Cp, is calculated as TL/ 6, where TL represents the tolerance level defined as the range 
between the highest and lowest values within the expected standard deviation range for the given λ and μ 
assumptions[7]. 
 

6  =  ( ) +  ×   

                      = +   ×  6  ------ (8) 
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6  =  −   ×   

                      = −   ×  6  ------- (9) 

 
CONCLUSION  
 
The use of control charts within queue theory is a growing area within the statistical quality control domain. 
Customer satisfaction depends on both the waiting time of customers in the queue and the amount of time spent on 
the service per customer. This is why the focus of this research is on the single server, infinite capacity queue. The 
main focus is on monitoring customers waiting time in the queue using Six Sigma based control charts. 
Implementing Six Sigma methodologies reduces variation and keeps the number of customers waiting time in the 
queue within the optimal range. This increases system efficiency. 
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Table 1: Shewhart control chart and Six Sigma based waiting time control chart using Process capability for fixed 
μ 

   SD( ) 
SCHEWHART 6 - waiting time in the queue 
LCL CL= E( ) UCL LCL UCL 

2.5 9 0.27778 0.10641 -0.27649 0.04274 0.36196 -0.10126 0.18674 
2.75 9 0.30556 0.11513 -0.29649 0.04889 0.39427 -0.09511 0.19289 
3 9 0.33333 0.12423 -0.31712 0.05556 0.42823 -0.08844 0.19956 
3.25 9 0.36111 0.13379 -0.33857 0.06280 0.46418 -0.08120 0.20680 
3.5 9 0.38889 0.14392 -0.36104 0.07071 0.50246 -0.07329 0.21471 
3.75 9 0.41667 0.15471 -0.38477 0.07937 0.54350 -0.06463 0.22337 
4 9 0.44444 0.16630 -0.41000 0.08889 0.58778 -0.05511 0.23289 
4.25 9 0.47222 0.17882 -0.43704 0.09942 0.63587 -0.04458 0.24342 
4.5 9 0.50000 0.19245 -0.46624 0.11111 0.68846 -0.03289 0.25511 
4.75 9 0.52778 0.20741 -0.49804 0.12418 0.74640 -0.01982 0.26818 
5 9 0.55556 0.22395 -0.53297 0.13889 0.81074 -0.00511 0.28289 
5.25 9 0.58333 0.24242 -0.57169 0.15556 0.88280 0.01156 0.29956 
5.5 9 0.61111 0.26322 -0.61507 0.17460 0.96428 0.03060 0.31860 
5.75 9 0.63889 0.28693 -0.66421 0.19658 1.05737 0.05258 0.34058 
6 9 0.66667 0.31427 -0.72059 0.22222 1.16503 0.07822 0.36622 
6.25 9 0.69444 0.34625 -0.78621 0.25253 1.29126 0.10853 0.39653 
6.5 9 0.72222 0.38426 -0.86389 0.28889 1.44166 0.14489 0.43289 
6.75 9 0.75000 0.43033 -0.95766 0.33333 1.62433 0.18933 0.47733 
7 9 0.77778 0.48750 -1.07361 0.38889 1.85138 0.24489 0.53289 
 
Table 2: Shewhart control chart and Six Sigma based waiting time control chart using Process capability for fixed 

   SD( ) SCHEWHART 6 - waiting time in the queue 
LCL CL= 

E( ) 
UCL LCL UCL 

4 7 0.57143 0.30117 -0.71303 0.19048 1.09398 0.11398 0.26698 
4 7.25 0.55172 0.27504 -0.65537 0.16976 0.99490 0.09326 0.24626 
4 7.5 0.53333 0.25270 -0.60570 0.15238 0.91047 0.07588 0.22888 
4 7.75 0.51613 0.23337 -0.56248 0.13763 0.83775 0.06113 0.21413 
4 8 0.50000 0.21651 -0.52452 0.12500 0.77452 0.04850 0.20150 
4 8.25 0.48485 0.20167 -0.49093 0.11408 0.71909 0.03758 0.19058 
4 8.5 0.47059 0.18853 -0.46100 0.10458 0.67015 0.02808 0.18108 
4 8.75 0.45714 0.17681 -0.43418 0.09624 0.62666 0.01974 0.17274 
4 9 0.44444 0.16630 -0.41000 0.08889 0.58778 0.01239 0.16539 
4 9.25 0.43243 0.15682 -0.38810 0.08237 0.55284 0.00587 0.15887 
4 9.5 0.42105 0.14825 -0.36819 0.07656 0.52130 0.00006 0.15306 
4 9.75 0.41026 0.14045 -0.35000 0.07135 0.49270 -0.00515 0.14785 
4 10 0.40000 0.13333 -0.33333 0.06667 0.46667 -0.00983 0.14317 
4 10.25 0.39024 0.12681 -0.31800 0.06244 0.44288 -0.01406 0.13894 
4 10.5 0.38095 0.12082 -0.30386 0.05861 0.42108 -0.01789 0.13511 
4 10.75 0.37209 0.11530 -0.29078 0.05512 0.40103 -0.02138 0.13162 
4 11 0.36364 0.11020 -0.27865 0.05195 0.38254 -0.02455 0.12845 
4 11.25 0.35556 0.10547 -0.26737 0.04904 0.36545 -0.02746 0.12554 
4 11.5 0.34783 0.10108 -0.25685 0.04638 0.34960 -0.03012 0.12288 
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Figure 1.1 six sigma based waiting time control chart 
using PC for fixed  

Figure 2.1 six sigma based waiting time control chart 
using PC for fixed  
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The high performance distributed computing of cloud computing has facilitated its rapid adoption. Via 
service providers, it provides internet users with services and access to shared resources. One of the most 
crucial research areas that need to be concentrated on is the effective performance of task scheduling in 
clouds. Several cloud-based job scheduling algorithms have been evaluated, and they performed well in 
a timely manner. Examples include in order giving users better services, task scheduling has become 
crucial. In light of this, the current study intends to offer a task-scheduling method employing the Firefly 
Algorithm, Lion Optimization Algorithm (LOA), and HFLO (Hybrid Firefly and Lion Optimizer) 
Algorithm.  The HFLO algorithm is superior than the Firefly algorithm, LOA algorithm efficiency and 
task delay time, energy consumption, resource utilization, and cost, and as a consequence, it can be used 
to accomplish the best scheduling in cloud computing. 
 
Keywords: Task Scheduling, Job Scheduling, Lion Optimization, Fairfly, HFLO 
 
INTRODUCTION 
 
The utilization of cloud computing allows for pay-as-you-go access to in-demand IT resources from any location at 
any time. A typical cloud computing datacenter consists of a few computers connected by fast networks. The 
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calculation of broad and varied groups of jobs is ideally suited to this environment. Different users' tasks are no 
longer distinguishable from one another. Assigning more jobs to be carried out on the available computing machines 
is the scheduling difficulty in this situation.  
Cloud computing can be characterised by three specific features:  
  Unlimited computing resources, such as processing speed, data storage capacity, and application availability 

on demand as needed to enable high levels of agility and scalability that satisfy business requirements. 
 Why there are no long-term commitments; because computing resources are purchased on a month-to-month 

or even minute-to-minute basis, they are immediately available and may be used for as long as necessary 
before being decommissioned. 

  Pay-as-you-go pricing; as there are no long-term contracts, the price of cloud computing resources is based on 
how much is used [1]. 

 
The flexibility and dependability of cloud-based systems are significantly increased by task scheduling. The primary 
motivation for allocating tasks to resources in line with time constraints is to determine the optimal order in which to 
perform various tasks so as to provide the user with the best outcome. In cloud computing, resources are always 
dynamically assigned in accordance with the order and specifications of the task, subtasks, and resources in any 
form, such as cups, firewalls, and networks. This causes task scheduling in the cloud to become a dynamic problem 
because no previously established sequence may be helpful during job processing. Because the flow of tasks is 
unclear, execution paths are also uncertain, and resources are also uncertain because several tasks are present that 
are sharing them concurrently at the same time, scheduling is dynamic because of these factors. 
 
The scheduling algorithms used in distributed systems determine the order in which these activities complete by 
allocating subtasks to resources that improve system performance [2]. In heterogeneous distributed systems, such as 
the cloud environment, where the allocation of processors and resources to tasks is a complex issue, numerous 
techniques and algorithms have been developed to lessen the complexity of time and the simultaneous operation of 
subtasks. Heterogeneous resources, total running time, runtime and productivity convergence speed in meta-
heuristic methods, and scheduling method effectiveness are a few of the issues that might be encountered in the field 
of scheduling activities in heterogeneous distributed systems. This paper presents research on task scheduling for 
cloud computing jobs in light of the significance of this subject. The task scheduling algorithm is regarded as a 
complicated procedure since it has to fit a lot of jobs into the resources that are available. On the other hand, when 
creating a task scheduling algorithm, there are a lot of variables to take into account. From the viewpoint of a Cloud 
user, several of these factors are significant (i.e., tasks compilation time, cost, and response time). The use of 
resources, fault tolerance, and power consumption are other factors that are crucial from the standpoint of cloud 
providers [3]. 
 
A problem that is NP-Complete is task scheduling. Hence, by taking into account performance characteristics (such 
as completion time, cost, resource utilisation, etc.), optimization methodologies could be applied to solve it. The 
purpose of this research is to create a task scheduling algorithm for the cloud computing environment based on 
genetic algorithms for allocating and carrying out independent tasks in order to increase task completion times, 
reduce execution costs, and maximize resource usage. In order to solve NP issues, a number of meta-heuristic-based 
techniques have been proposed, including the Lion Optimization Algorithm (LOA) [4] and the Firefly Algorithm [5]. 
These techniques could present several solutions to evaluate the efficient parameters. Some of the proposed firefly-
based scheduling algorithms use random approaches in their phases, such as giving the initial population or placing 
tasks in the workflow at the same level [6][7], while others make use of a straightforward workflow graph. Response 
time and reliability are taken into account by task scheduling techniques in heterogeneous distributed systems [8]. 
This paper proposed the HFLO algorithm to identify an appropriate scheduling method for computational 
applications in accordance with cloud system environments. By creating an optimum initial population, this 
approach aims to cut down on the number of operations needed to properly distribute workload across available 
resources. 
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Proposed Methodology And Suggested Algorithm 
One of the most recent technologies today allows customers to send their requests to clouds and pay a set price 
based on the service received. Yet, cloud environments are actually uniform systems that are suitable for storing 
huge applications and data for services. Given this, it is crucial that these systems schedule the enormous 
applications and data they include. Managing tasks within the cloud is largely accomplished through scheduling. 
The scheduling process establishes which task should be assigned to a specific computer component and estimates 
the number of resources required to execute the work. It is possible to break up larger subtasks before processing 
them in parallel. The efficiency of an implementation is improved by breaking a computation into smaller subtasks 
and executing these subtasks on different processors. Also, the goal of the task scheduling algorithm is not to 
schedule every work into every available processor in an effort to increase profit (profit here denotes the 
combination of cheap cost, low memory consumption, and energy conservation) at the expense of the basic needs.  
 
Task scheduling is a challenge. The goal of this work is to introduce a new algorithm for job scheduling in clouds 
that is based on Firefly and Lion Optimizer. Here is an expression of the suggested combination's specifics. Figure 1 
depicts the overall structure of the task scheduling optimization model that has been suggested. As a result of the 
operation that the virtual machines are supposed to carry out, this process takes place while using a limited task. The 
scheduler gathers information from the Cloud User, Task Manager, and Resource, computes that information, and 
then decides which virtual machine should be assigned to each task. 
 
Two algorithms—the Lion optimization method and Firefly—are hybridised in the suggested scheduling. By 
utilising the benefits of the Firefly and Lion search algorithms, the technique avoids their drawbacks. By combining 
the two algorithms, their flaws are fixed, and some advantages are quickly acknowledged and focused on, allowing 
the planning approach to obtain an idea or a shoddy layout in a shorter amount of time. Comparing the novel hybrid 
algorithm to the Firefly and LOA techniques, it optimises the job and resources more effectively. Experimental 
comparisons' positive findings supported the effectiveness of the suggested strategy. The execution of each task has 
to be done in a single VM instance type. If pm = {PM1, PM2, … PMn) is A amalgamation of physical machine (data 
centers ). VMi = {VM1, VM2 … VMI} which is the sequence followed in A virtual machine VMI types and T = {T1, T2 … 
Tn} is defined as the set of task. Every task considers a set which is derived, Ti = {t1, t2, … tn}. The unique cost of 
every task be C1, memory mi, and energy Ei. Problem factors are defined as a solution to this problem. In this paper, 
the utmost function depends on three factors such as cost, energy consumption and memory usage. Here each task 
has individual moving charge.  It is possible to define task and resource allocation as the process by which the 
supplier must identify the best resources to meet incoming customer demands. Although obtaining and releasing 
resources on demand is one of the major characteristics of cloud computing, ongoing resource monitoring is 
required. All of the physical servers are housed in data centres, which are components of hardware. Realistic users 
are not used on physical servers. They are transformed into various virtual machines (VMs) using virtualization, and 
users' jobs will run on these VMs when scheduling tasks. The VMs are managed by the VM management. A list of 
suitable candidates is highlighted following the gathering of data on the cloud's resources (VM and HOST). The 
resource selection algorithm chooses the potential solution that satisfies all criteria and makes the best use of the 
infrastructure. An optimization algorithm might be used for resource selection. For clouds, some examples are 
genetic algorithms, ant colonies, and particle swarm optimization. 
 
Problem Statement  
In cloud computing systems, the challenge of assigning tasks to virtual machines arises when there are m tasks 
(V=T1, T2,..., TM) that need to be assigned to different virtual machines. The total number of tasks in this study were 
randomly chosen from a range of 10 to 80 tasks, and they were then divided into three separate data sets with 
various numbers of virtual machines. The tasks are created at random. Moreover, VM= "VM1,VM2,...,VMN," where 
each VMi is a trinity expressed as VM = (CPUi, RAMi- HOSTi), 1 I n, where the values of the triplets stand for the 
corresponding CPU, memory, and bandwidth requirements of VMs. Let PM symbolise a collection of PMs and PMj 
denote the jth PM. The values of the triplets indicate the total resource capacity of the jth PM, and PMj = (CPUj, RAMj 
-HOSTj) is used to represent each PMj. Each VM can only be allocated on one physical machine at a time, which is 
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one of the absolute restrictions mentioned in the explanation above. The number of resource demands from VMs 
deployed on the same HOST machines for each type of resource (CPU, memory, and bandwidth) must be less than 
or equal to the capability/capacity of the PMs hosting them; There are a maximum of m PMs in total that can allocate 
VMs, where yimi=1 m. Because all systems are same, duties are carried out in a homogeneous manner. 
 
Proposed Task Scheduling Using HFLO 
The Firefly and Lion Optimization algorithms were combined to create this hybrid optimization technique. The 
primary flaw in the Firefly method is the number of iterations required to arrive at an ideal solution, which also adds 
to its overall time requirement. Lion Optimizer has the drawback that its union speed delays the later investigation 
step and makes it challenging to reach the local optimum solution. The strategy avoids the drawbacks of the Firefly 
and Lion Optimizer algorithms by utilising their strengths. By combining the two algorithms, their shortcomings are 
addressed and certain advantages are realised, allowing the planning methodology to obtain a concept or flawed 
layout in a shorter computing time.  
 
Proposed Hybrid Algorithm HFLO 
Input: m,nMax, i,j,FL,R1,R2 
 List of Cloud (Tasks), List of VMs. Initialization parameters 
Output: the best solution for minimize the cost, Energy consumption, makespan 
1: n = 1 . Number of iterations 
2: while n < Max do . Executes within the maximum number of iterations 
3: Calculate the relative brightness I of fireflies and initialize the lion optimization pheromone 
matrix 
4: for i = 1, 2, . . . ,m do 
5: for j = 1, 2, . . . ,m do 
6: Calculate the probability of selecting the remaining points when the lion optimization departs from point i. Select 
the departure alternative with the highest probability ki, and update the next city selection for lion i as ki 
Step7:Move Towards Safer Place 
position for female lion (FL) is expressed as 

2 (0,1){ 1} ( 1,1) tan( )
(0,10{ 2}

{ 1}.{ 2} 0,|| 2 || 1

FL FL D random R U D
random R
R R R

       

 

 

where FL is the current place of FL, D provides the distance among the FL's position as well as chosen point selected 
by the tournament chosen in the pride region. {R1} is a vector that indicates the primary point is the earlier place of 
the FL, and it is focused on the elected position. {R2} is perpendicular to {R1}. 
Step 8:For each Nomad lion  
Both male and female move randomly in the search space Identify their new position as,  

={ ,  > , ℎ                   
=0.1+(0.5 − )   

Where, rand is a random number between 0 and 1, pr is a probability, Nomad is the fitness value of the current 
nomad, and BestNomad is the best fitness value of the nomad lions. %M of females mate with only one male Nomad 
males attack prides 
Step 9:  For each pride,  
Nomads are %I of the pride that is immigrated.  
Do 
(i)Every male and female lions under nomad category are sorted according to their fitness score. 
(ii) Female lions faring above fitness score are selected and disseminated to prides, filling out the empty positions. 
(iii) Lions faring below fitness score are taken out in accordance to maximum permissible count under each gender 
Step 10: If ( t< Iterations)  
Go to step 2 
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Return best solution. 
 
EXPERIMENTAL RESULTS 
 
The suggested scheduling method is based on the fire fly algorithm, which is used to optimise the schedule for 
handling requests to the cloud network. The proposed method is also concerned with distributing the loads among 
the cloud system's resources. The processing of the suggested technique is described in the sections above. In this 
section, using the CloudSim tool and Java programming, we plot the experimental analysis of the suggested 
scheduling methodology. Java programming is used to create an application based on CloudSim that simulates 
clouds. The studies are carried out on a computer with a core i5 processor, 4GB of RAM, and a 500GB hard drive. 
 
Execution Time 
In this experiment, various quantities of tasks and resources are taken into account when evaluating the suggested 
mechanism and looking at how it performs over time and from various angles. to determine whether there is a 
relationship between processing time and repeats. The number of positions was set at 80 for all firefly and LOA 
population sizes and iterations. The following results are displayed: The following results are based on the 
subtraction of the various listed algorithms from the suggested algorithm for execution time in order to streamline 
the comparison. The proposed algorithm has the shortest Execution Time along the amount of tasks, as shown in 
Figure 2, according to our research.  
 
Evaluation using Makespan: 
By giving the last task's completion time, Makespan calculates the maximum completion time. The most common 
optimization criterion for task scheduling is minimising the makespan. The following equation can be used to 
compute it: 
Makespan=maxtask i (Fntime) 
 
A location, Fn Time displays the task's completion time. The HFLO and LOA Firefly methods for computing and 
minimising make span are compared in this section. The term "make span" refers to the whole amount of time that 
passed from beginning to end. The phrase is often used in relation to scheduling. There is a huge project that is 
broken down into numerous smaller assignments. A time comparison of the Firefly, LOA, and HFLO algorithms is 
shown in Figure 3. The term "make span" refers to the overall amount of time needed for the tasks to finish 
execution. The task and resource values are changed to assess and analyse Makespan. The lowest span values are 
produced by the LOA and HFLO algorithms when compared to Firefly. The HFLO approach provides the quickest 
make span time in Figure 3. 
 
Task Delay Time 
The fact that the user d has zero service schedules in the Firefly, LOA, and HFLO scheduling results indicates that 
the resource management platform has not allocated resources to it, making it impossible for it to schedule urgent 
tasks in a timely manner. This results in unfair task scheduling and a sharp decline in user satisfaction. The HFLO 
method developed in this study does not appear to have any scheduling tasks in the scenario described above, and 
each user has an equitable opportunity to perform tasks.  The comparison of the smallest delay across the Firefly, 
LOA, and HFLO is illustrated in figure 4. The delay time of jobs is slightly less than Firefly, LOA after calculating the 
three methods of the observed algorithm ms, however HFLO is more efficient while ensuring fairness for the Firefly, 
LOA algorithm, delay time is improved. When the number of scheduled tasks rises, this paper's task scheduling by 
HFLO algorithm produces the desired scheduling outcome with a shorter task delay time. The technique can fully 
utilise cloud computing resources to achieve more efficient job scheduling, more appropriate resource scheduling, 
and higher resource utilisation. The HFLO algorithm not only ensures the fairness of task assignment, but also 
outperforms the HFLO,LOA algorithm in terms of efficiency and user satisfaction, further proving that the HFLO 
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algorithm can successfully resolve the scheduling problem in the cloud environment. This is shown by the 
aforementioned experimental results. 
 
CONCLUSION 
 
Task scheduling methods for cloud computing have been developed using a variety of metaheuristic optimization 
algorithms. Throughout this research, a brand-new cloud task-scheduling algorithm that is based on the firefly 
concept—a freshly developed algorithm based on the behavior of fireflies—was proposed. Comparisons were made 
between the performance of the proposed algorithm and that of the FF and LOA metaheuristic algorithms. It 
achieved a remarkable reduction in costs and energy use. Moreover, it resulted in significant resource use. The HFLO 
algorithm looks into cloud scheduling issues in an effort to cut costs. 
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Figure 1: Task Scheduling Model with Optimization 
Algorithm 

Figure 2: Execution Time 
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If  is a lattice with the smallest element being zero, then a zero divisor graph, indicated by the symbol 

( ), is an undirected graph whose vertices are nonzero zero divisors of , with two unique vertices 
connected by an edge when their meet is zero. In this paper, we investigate the locating number of a 
graph with zero divisor of the lattice . 
 
Keywords: Locating set; locating number; lattice; zero divisor; graph with zero divisor 
 
INTRODUCTION 
 
Let  be a lattice with the least element 0. We associate a simple graph ( ) to  with the vertex set ( )∗ = ( ) ∖
{0}, the set of non-zero zero divisors of  and distinct , ∈ ( )∗ are adjacent if and only if ∧ = 0. Note that 
diam( ( )) ≤ 3. There are many papers which interlink graph theory and lattice theory [5, 9, 10, 11, 12]. These papers 
discussed the properties of graphs derived from partially ordered sets and lattices. S. K. Nimbhokar, M. P. 
Wasadikar and M. M. Pawar [12] have introduced the notion of coloring in graphs derived from lattices. In [10], E. 
Estaji and K. Khashyarmanesh associated to any finite lattice , a simple graph ( ) whose vertex set is ( )∗ and 
two vertices  and  are adjacent ⟺ ∧ = 0. They studied the structure of (A) and connections between graph 
theoretical properties and lattice theoretical properties. The zero divisor graph of various algebraic structures has 
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been studied by several authors [1, 2, 3, 4, 8]. Let ( ,∨,∧) be a lattice with the least element 0.  Then ∈  is called an 
atom if there is no ∈  such that 0 < < . The set of all atoms of  is denoted by (A). The lattice  is called atomic 
if for any ∈ , there exists an element ∈ (A) such that ≤ . A nonempty subset  of  is called an idealif 

, ∈  ⟹ ∨ ∈   ∈ , ∈   ≤ ⟹ ∈ .  A proper ideal  of  is said to be primeif , ∈   ∧  ∈
 ⟹ ∈   ∈ .  The undefined terms and notations are from [7].  

 
Let = ( , ) be a graph. We say that  is connected if there is a path between any two vertices of , otherwise  is 
called disconnected. The neighbourhood of a vertex  is the set ( ) consisting of all vertices  which are adjacent with 

. For vertices  and of , let ( , ) be the length of a shortest path from  to . The diameter of is  ( ) =
{ ( , ): , ∈ ( )}.The eccentricity of a vertex  is defined as ( ) = { ( , ): ∈ ( )} and the radius of  

is given by  ( ) = { ( ): ∈ ( )}.Let  be a connected graph with vertices , where ≥ 2. Let =
{ , , … , } be an ordered subset of ( )and a vertex ∈ , the locating code (or code) of  with respect to  is the -
tuple, ( ) = ( , ), ( , ), … , ( , ) . The set  is said to be a locating set for  if distinct vertices have 
distinct codes. A locating set of minimum number for a graph  is called a minimum locating set . The locating 
number denoted by ( ) is the number of vertices in the minimum locating set for . Let  be a connected graph with 
| ( )| ≥ 2. Two distinct vertices  and  of  are distance similar if ( , ) = ( , ),∀ ∈ ( ) − { , }. For basic 
definitions in graph theory we refer to [6]. Some of the results are well known in the literature, and they are listed for 
future reference. 
 
Preliminaries 
Theorem 2.1.([13,Theorem 2.1]) Let  be a connected graph.  If  is partitioned into  distinct distance similar classes 

, , … ,  (that is, , ∈  if and only if ( , ) = ( , ) for all ∈ ( ) − { , }). 
(i) Any locating set  for  contains all but at most one vertex from each . 
(ii) Each  induces a complete subgraph or a subgraph with no edges. 
(iii) ( )  ≥ | ( )| − . 
(iv) There exists a minimal locating set  for  such that if | | > 1, at most | |− 1 vertices of  are elements of . 
(v) If  is the number of distance similar classes that consist of a single vertex, then | ( )| − ≤ ( ) ≤ | ( )| − + . 
Theorem 2.2.([13, Theorem 2.2]) Let  be a connected graph with diam( ) = < ∞.If ( )  = < ∞, then | ( )| ≤ ( +
1) . 
Theorem 2.3.([13, Corollary 2.2]) Let  be a connected graph with finite diameter. Then | ( )| is finite if and only if ( )is 
finite. 
Theorem 2.4.([14, Theorem 1.1]) Let  be a Boolean algebra. Then  is finite if and only if its set of atoms is finite. 
 
Locating Sets And Numbers Of (A) 
Theorem 3.1.Let  be a Boolean algebra. Then 
(i) ı( ( ))is finite if and only if  is finite. 
(ii) ı( ( )) is undefined if and only if = {0}. 
 
Proof. (i) Let  be finite. Then clearly α(A)is finite and hence ı( (A)) is finite, by Theorem 2.3.Conversely, assume that 
ı( (A))is finite.  Since diam(α(A)) ≤ 3 and by Theorem 2.2,vertex set is finite. Since all the atoms are zerodivisors, 
atom set is finite. Therefore, by Theorem 2.4.,  is finite. (ii) This follows from the fact that the locating number of 
α(A) is undefined if and only if the vertex set of α(A) is empty. 
 
Theorem 3.2.Consider is a lattice. Then 
(i) ı( ( ))  = 1 ⟺ ( )is a path. 
(ii) ı ( ) = | ( )∗|− 1 ⟺ ( )is a complete graph. 
(iii) If ( )is a cycle, thenı( ( ))  = 2. 
(iv) If ( )is a bipartite graph(other than ,  ), then ı ( ) = | ( )∗|− 2. 
 
Proof. This result follows from [13] (Lemma 2.1, Lemma 2.3, and Theorem 2.1). 
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Notation: = The set of all positive divisors of , where ∈ ℕ. For , ∈ , we write ≤  if and only if ∣ , i.e., 
=  for some ∈ ℕ. Then  becomes a lattice with the smallest element 1 and ∧ = ( , ) , ∨ =

( , ). 
 
Theorem 3.3.Let    be two distinct prime numbers. 
(i) If = 2 , ≥ 3, then ı( ( )) = 1. 
(ii) If = where ≥ 1, then ı( ( )) = 0. 
(iii) If = , then ı( ( )) = 1. 
(iv) If = , ≥ 3, then ı( ( )) = | ( )∗|− 2. 
 
Proof.(i) If = 2 and ≥ 3, then ( ) contains only two vertices {2, } which are adjacent. Therefore, we get a path 
and the result follows from Lemma 2.2, [13]. 
(ii) If = , where ≥ 1, then  is a chain and so ( )contains only a single vertex { }. Since the locating number 
of a singleton set is zero. Therefore,ı( (A)) = 0. 
(iii) If = , When  and  are distinct primes, then ( )is a path of length two. Therefore,ı( (A)) = 1. 
(iv) If = , ≥ 3,  and  are distinct primes. Thus ( ) can be partitioned into two distance similar equivalence 
classes namely = { }and = { , ≥ 3}. It forms a star graph and so by Theorem 3.2 (iv),ı( (A)) = | ( )∗|− 2. 
 
Theorem 3.4.Let = , where  and  are distinct prime numbers and , ∈ ℕ. Then there exist prime ideals  and 

 in (= ) such that ∩ = {1}. Moreover ı( (A)) = | ( )∗|− 2. 
 
Proof. Consider = {1, , , … , }and = {1, , , … , }. Clearly ∩ = {1}. Let , ∈  and then ∧
(meet) = gcd ( , )and ∨ (join) = cm( , ). First, we claim that  is an ideal. To prove that ∨ ∈ . 
Case 1. = 1or = 1. Then ∨ = or ∈ . 
Case 2. , ≠ 1. Assume without sacrificing generality that ≥ . Then ∨ = lcm ( , ) = ∈ .If 
∈ − {1}, ∈ and ≤ . Then ∣  and so  is a multiple of . Then = ∈ , for some  and hence  is an 

ideal. Next, we assert that  is a prime ideal. Let , ∈ and ∧ ∈ . To prove that ∈ or ∈ . 
Case 1. ∧ = 1. Then = 1 and = 1, = 1 and = ∈  for some . 
Case 2. ∧ = , ≤ . Then = and = , < . Thus  is prime. Similarly we can demonstrate that is also a 
prime ideal. 
 
Theorem 3.5.If = , where ,  and  are three distinct primes and =  then ı( ( )) = 2. 
 
Proof. = {1, , , , , , , }and so ( )∗ = { , , , , , }. Let the vertex set of ( )may be divided into 
four separate pair wise distance similarity equivalence classes, say = { }, = { }, = { , }, = { , }. Then 
by Theorem 2.1, ı( ( )) ≥ 2. If = { , }, then ( ) = (2,1), ( ) = (2,2), ( ) = (1,2), ( ) = (3,3). 
Therefore  is a locating set and also it forms a minimum locating set. Hence ı( ( )) ≤ 2. 
 
Theorem 3.6.Let = pqrs, where , ,  and  are four distinct prime numbers, then ı( ( )) = 4. 
 
Proof. Consider that  is the locating (discovering) set for α( ). Suppose = { }, then ( ) = ( ) = ( ) =

( ) = ( ) = ( ) = 2. Using Figure 1, one can check all the possible of singleton set is not a locating set. 
Suppose = { , }. In this case, ( ) = ( ) = ( ) = (2,2). Clearly two points set cannot be a locating set. 
If  = { , , }, then ( ) = ( ) = (2,2,1). Therefore, it is not a locating set. One can examine all the possible 
of three vertices set is not a locating set. Consider the set = { , , , }, ( )not the same as ( )∀ , ∈

( ) ∖  and also it forms a minimum locating set. 
 
Theorem 3.7.If =  where , , ,  and  are five distinct prime numbers, then ı( ( )) = 5. 
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Proof. The locating set will be   for ( ). Suppose = { }. In this case, we can find many vertices such that 
( ) = ( ) = (prst ) = ( ) = 2. Using Figure 2, we can able to see all the possible of singleton set 

is not a locating set. Suppose = { , }. Here also we can find some vertices whose locating code is same (for 
example, ( ) = ( ) = ( ) = (2,2). Clearly two points set cannot be a locating set. Suppose =
{ , , }, one can investigate two vertices such that ( ) = ( ) = (2,2,1). Therefore, it is not a locating set. Also 
a set with three vertices cannot be a locating set. If = { , , , }, then ( ) = ( ) = ( prst ) = (2,1,2,2). 
Look into all the possible of a set which contains four vertices is not a locating set. Consider the set 

= { , , , , }, ( ) ≠ ( )∀ , ∈ α( ) ∖  and also it forms a minimum locating set. 
 
Theorem 3.8. If = ( ) , where ≥ 2 and ,  and  are three distinct primes, then ı( ( )) = 3(2 − 1). 
 
Proof. If = ( ) and ≥ 2, then | ( )∗| = 3(2 ) + 3 and ( ( )) will be divided into six distinct distance 
similar equivalence classes namely, = { , , … , , , … , }, Q = { , , … , }, = { , , … , }, =
{ , , … , , , … }, = { , , … , }, = { , , … , , , … }. Therefore, by Theorem 2.1. ı( ( )) ≥

| ( )∗|− 6 = 3(2 ) + 3 − 6 = 3(2 )− 3 = 3(2 − 1). Consider ℳ = , , , , , ( ) , ,
, ( ) , , , ( ) , 2 ≤ ≤

. Refer 

Figure 3., ℳ( ) ≠ ℳ( ) ≠ ℳ( ) ≠ ℳ( ) ≠ ℳ( ) ≠ ℳ( ). Hence it forms a locating set with cardinality less 
than or equal to| ( )∗|− 6. 
 
Remark 3.9.The locating number of ( ), where = ( ) , is 3(2 − 1) = 9. 
 
Theorem 3.10.If = , where ≥ 2 ∈ ℕ and ,  and  are distinct prime numbers.  Then ı( ( )) = 3( − 1). 
 
Proof. Here | ( )∗| = 3( + 1). Now, the vertices will be divided into distance-related classes inα( )stated by 

= { , , … , }, = { }, = { , , … }, = { }, = { } and = { , , … , }. By Theorem 2.1, 
ı( ( ))≥ | (( )∗) ∣ −6 = 3( + 1) − 6 = 3 + 3− 6 = 3 − 3 = 3( − 3), ≥ 2. Consider the set =

, , : 2 ≤ ≤ . Refer Figure 4. , all the values of ( ), ( ), ( ), ( )  ( ) with respect to  are 
distinct.  Hence it forms a locating set with cardinality ≤ | ( )∗|− 6. 
 
Theorem 3.11.If = , where ,  and  are distinct prime numbers.Then  ı( ( )) = | ( )∗| − 6. 
Proof. Here | ( )∗| = 17. ( ( )∗) can be divided into six different distance similar equivalence classes. They 
are = { , , , , , }, = { }, = { , , }, = { , }, = { , }, = { , , }. Hence, by 
Theorem 2.1, ı( ( )) ≥ | ( )∗|− 6. Consider = { , , , , , , , , , , }. Refer Figure 
5, ( ) ≠  ( ) ≠  ( ) ≠  ( ) ≠  ( ) ≠  ( ). Hence it forms a locating set with cardinality ≤ | ( )∗|− 6. 
 
Remark 3.12. If = , , then ı( ( )) = | ( )∗| − 6. 
Theorem 3.13.Let = , where = {0, , … , , 1} be the lattice in which ∧ = 0 and ∨ = 1 for ≠  if and 
only ifı( ( )) = − 3. 
 
Proof. Here, the atoms set { , , … , , } is the vertex set of ( ). Also it forms a complete graph with − 2 
vertices. Therefore, ı( ( )) = − 3. 
 
Example 3.14.Consider the lattice = . The zero-divisor graph of the lattice  is a complete graph with 3 
vertices. Therefore, ı( ( )) = 2. 
 
Theorem 3.15.If is  a lattice with finite number of elements. Then 
(i) ı( ( × )) = 1. 
(ii) If = × and × , then ( ) is a complete bipartite graph, where  is prime and ≥ 1. Further ı( ( )) =
| ( )∗|− 2. 
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(iii) If = × , where  and  are prime numbers. Then,ı( ( )) = 1 
 
Proof.(i) Since the lattices ×  contains only two atoms {(1, ), ( , 1)}, then the corresponding zero divisor 
graph is isomorphic to a path of length 2 . Hence by Lemma 2.1, [13], locating number of this graph is 1 . 
(ii) Here ( × ) can be partitioned into two distinct vertex sets, namely = {(1,2), (1, 2 , … , (1, 2 )}and 

= {(2,1), (2 , 1), … , (2 , 1)}. Also ×  can be partitioned into two distinct vertex sets, namely =
{(1, ), (1, )}and = {( , 1), ( , 1)}. Each graph is isomorphic to a complete bipartite graph( , ).Thus by 
Theorem 3.2.,ı( ( )) = | ( )∗| − 2. 
(iii) This graph is isomorphic to the path which contains only two vertices{(1, ), ( , 1)}. Therefore, locating number 
is 1. 
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Figure 1. Figure 2. 
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Figure 3. Figure 4. 

 
Figure 5. 
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Time series analysis approach provides significant potential to enhance financial planning and 
performance management in companies. The goal of our research presents an advanced time series 
analysis approach for predicting a company's performance over the next 6 months and enables decision-
makers to make informed strategic decisions with accurate and reliable forecasts and allocate resources 
effectively.  
 
Keywords: Time Series, Semi Average, Moving Average, Prediction, R Programming,   
 
 
INTRODUCTION 
 
Time series, is a sequence of numerical data obtained at regular time intervals. Time series analysis is a statistical tool 
that is useful for a wide range of longitudinal study methods. Such designs involve a single subject or research unit 
that is measured regularly at regular intervals over a significant number of observations. We can better understand 
the underlying naturalistic process, the pattern of change through time, or the results of either a planned or 
unexpected intervention by using time series analysis. Time series analysis is a potent and popular technique in 
many disciplines, from environmental sciences and engineering to economics, business and finance. It relays on 
comprehending and identifying significant patterns in data points gathered over time. Time series designs are 
becoming a more practical way for analyzing significant data for developments in information systems technology. 
A time series is a collection on observations having a temporal ordering that are recorded at regular intervals. Time 
series data differ from cross-sectional data, where observations are independent of one another, due to their 
sequential structure. Time Series Analysis has a variety of goals, it includes predicting future values, spotting 
anomalies or unusual behavior, figuring out underlying patterns, and making judgements based on such 
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information. A well-executed Time Series Analysis can produce insightful results that support important decision-
making. 
 
Uses of Time Series 
 Time series helps to understand the past behavior of the variable under study. Time series is very useful in 

predicting probable future activities based on the past performance. Time series analysis enables comparison 
between two or more variables over a period of time.  

 
 Time series helps to determine the type and nature of the changes in the given data. Time series analysis explains 

why trends appear in historical data and how underlying patterns or processes may be able to account for them. 
Time series analysis is used to identify the fluctuation in economics and business. Time series helps in evaluating 
the current achievements. Natural systems cannot be understood without the use of time series analysis, which is 
a fundamental analytical tool. Examples of natural systems whose behavior can be best investigated using time 
series analysis include climate cycles, economic swings, volcanic eruptions, and earthquakes.  

 
Major components of Time Series Analysis  
 
Trend component: This aids in predicting future actions. This trend shows whether the data generally tends to rise 
or fall over a long period of time. A “trend” is a typical, consistent, long-term tendency. Not all increases and 
decreases must occur simultaneously. As for increasing, declining, or constant patterns, different historical periods 
show distinct tendencies. A general upward, downward, or constant movement is necessary though.  
 
Seasonal component: The variation in a variable caused by some specified patterns in its behavior is known as the 
seasonal component of a time series. Any sort of time series, such as individual commodity price quotes, interest 
rates, exchange rates, stock prices, etc., can be described using this term. These patterns can be daily, weekly, 
monthly, or occur at regular time intervals. Seasonal components can often be modelled using straightforward 
regression equations. The term “seasonalized regression” or “bimodal regression” may be used to describe this 
method.  
 
Cyclical component: The portion of the movement in the variable that can be explained by other cyclical movements 
in the economy is known as the cyclical component in a time series. In other words, this phrase provides details 
regarding seasonal patterns.It is also known as the boom-bust process or the long-period (LP) effect. For instance, 
business cycles typically exhibit slower growth rates during recessions than they did before.  
 
Irregular component: The portion of the movement in the variable that cannot be accounted for by economic cycle is 
known as the irregular component. Alternatively said, this term provides information on non-seasonal patterns. 
Changes that are not cyclical are referred to by this phrase. These include boom-bust cycles, long-term trend changes 
that are permanent, or data that is “not seasonally adjusted” and is typically not included in national income and 
product accounts such as depreciation, R&D spending and agricultural subsidies.  
 
REVIEW OF LITERATURE 
 
William W. S. Wei (2005) explained the basic concepts and conventional methods,and extended the autoregressive 
moving average models to represent seasonal series in their book. James D. Hamilton (1994), covers various aspects 
of time series analysis, including seasonal variation and their detection. It also provides a thorough explanation of 
seasonal decomposition techniques, which are used to identify and model the seasonal patterns present in time series 
data. Robert H. Shumway and David S. Stoffer (2017) provided a comprehensive introduction to time series analysis 
with practical examples using the R programming language. George E. P. Box, Gwilym M. Jenkins, and Gregory C. 
Reinsel (2015), widely covered the foundational concepts of time series analysis, including ARIMA models and 
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forecasting. Peter J. Brockwell and Richard A. Davis (2016), gave a solid introduction to time series analysis and 
forecasting methods, focusing on theoretical aspects and practical applications. Richard G. Graf (2015), geared 
towards social science researchers, explained time series analysis techniques in a user-friendly manner with 
examples using R. Rob J. Hyndman and George Athanasopoulos (2021) primarily focused on forecasting methods, 
and provided excellent coverage of time series analysis concepts and tools. Peter J. Diggle, Patrick J. Heagerty, Kung-
Yee Liang, and Scott L. Zeger (2002), covered time series analysis from a statistical perspective, with emphasis on 
biomedical and public health applications. Pedro Lara-Benitez, Manuel Carranza-Garcia, Jose C Riquelme (2021), 
experimental review on deep learning architectures for time series forecasting. 
 
RESEARCH METHODOLOGY  
 
Objective  
• To find the industry manufacturing process  
• To predict expected industry growth for future  
 
Need of the study: There is a need for the research among the industry for predicting the future growth  
Data sources: Secondary data is collected from the industry for the analysis  
 
ANALYSIS AND INTERPRETATION  
The following statistical methods was used for this study  
1. Diagrammatic representation  
2. Correlation analysis and  
3. Time series analysis  
 
Diagrammatic Representation 
From the above diagram (4.1.1), it shows that at the month of March industry ordered and dispatched nearly 71,000 
products, followed by the month of June ordered and dispatched nearly 69,000 products, followed by May, the 
company ordered and dispatched nearly 65,800 products, and on April the industry ordered and dispatched on an 
average of 65,300, followed by January the company ordered and dispatched nearly 64,000 products, and followed 
by the month of February the company ordered and dispatched nearly 62,000 products.  
 
Semi Average for total amount for the Material 
The above analysis (4.2) shows the semi average of the production of the industry. The semi average of the products 
ordered and dispatched is maximum during the month of June and minimum during the month of February. 
 
Semi Average for the ordered, dispatched and price of the Material  
The above analysis (4.3) shows the semi average of the ordered quantity, dispatched quantity and the price per meter 
of the material, and the semi average of the ordered and dispatched quantity of the products is equal.  
 
PREDICTION FOR NEXT 6 MONTHS  
From the above analysis (4.4), the industry’s growth for the next 6 months from the calculated data is predicted.  
 
MONTHLY MOVING AVERAGE  
The above analysis (4.5), gives the moving average of the industry’s production. 
 
Correlation 
From the correlation analysis we observe that ordered quantity and dispatched quantity is strongly correlated, and 
the ordered quantity and dispatched quantity negatively correlates with the price per meter.  
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Descriptive Statistics 
From the above analysis, it shows that for the six months period, the company ordered and dispatched 1362.73 
material on an average with Rs.64.70 per meter. The total number of ordered products is completely dispatched by 
the company, so that the Mean, Standard Deviation, Median is equal for the ordered and dispatched quantity. The 
company ordered and dispatched maximum of 2475 products and minimum of 255 products, and the company 
delivered the product at the maximum price of Rs.70 per meter and minimum price of Rs.60 per meter. 
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CONCLUSION 
 
In conclusion, the time series analysis presented for the manufacturing company has provided valuable insights into 
predicting company growth for the next 6 months. Overall, the result of this study serves as a foundation for better 
preparedness and proactive actions to drive sustainable growth and success for the manufacturing company.  
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Fig . 1.  Industry Manufacturing process 

 
Fig . 2. Semi Average for total amount for the Material 

 

 
Fig . 3. Semi Average for the ordered, dispatched and price of the Material: 
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Fig . 4. Prediction For Next 6 Months 
 

 
Fig . 5. Monthly Moving Average 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Nanthitha and Mani 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

63387 
 

   
 
 

Yashoda  
 

Fuzzy Solution for Fractional Order Tumor System Using Laplace 
Transform and Stability Analysis 
 
P. Dhanalakshmi1 and E. Shrilekha2* 
 
1Associate Professor and Head, Department of Applied Mathematics, Bharathiar University, Coimbatore 
- 641046, Tamil Nadu,  India. 
2Ph.D Scholar, Department of Applied Mathematics, Bharathiar University, Coimbatore - 641046, Tamil 
Nadu,  India. 
 
Received: 16 Aug 2023                             Revised: 30 Aug  2023                                   Accepted: 04 Sep 2023 
 
*Address for Correspondence 
E. Shrilekha 
Ph.D Scholar,  
Department of Applied Mathematics,  
Bharathiar University, Coimbatore - 641046, 
 Tamil Nadu,  India. 

 
 This is an Open Access Journal / article distributed under the terms of the Creative Commons Attribution License 
(CC BY-NC-ND 3.0) which permits unrestricted use, distribution, and reproduction in any medium, provided the 

original work is properly cited. All rights reserved. 
 
 
India's cancer incidence rates have been rising throughout the years. One method of treating cancer is 
chemotherapy and drugs used for chemotherapy work by preventing or reducing the growth of cancer 
cells, which can help shrink tumors or prevent them from spreading to other parts of the body. 
Modelling under a fuzzy environment is essential as it produces more precise, flexible, and easy-to-
understand models that can enhance decision-making and performance in a broad range of industries. 
This paper formulates the fractional tumor model in a fuzzy environment which comprises the 
parameters involving chemotherapy drug. The existence of the solution is established using the fuzzy 
Laplace transform. Further, Hyers Ulam Stability is used in illustrating the stability of the fuzzy Caputo 
fractional order tumor model. 
 
Keywords: Tumor system, Fractional Calculus, Fuzzy Laplace transform, Hyers Ulam Stability. 
 
INTRODUCTION 
 
The term 'cancer' was first coined in ancient Greece by the Greek physician Galen and Hippocrates due to the 
similarities observed between the swollen vein in some tumors and crabs. In India, there will likely be 14,61,427 
tumour cases in 2022. One ninth people of India develop cancer in their lifetime. Among the female and male 
populations, breast and lung cancer are leading cancers respectively. For children from newborn to 14 years, 
lymphoid leukaemia is the most widespread form of cancer. Compared to 2020, the incident cases are expected to 
rise by 12.8% in 2025 [1]-[3]. Analysing a complicated real-world problem in a simple imaginary nature can depict 
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the precise behavior of the system, which is a remarkable aspect of mathematical modelling. The merits of fractional 
calculus in the mathematical modelling of various dynamical systems are investigated in [4]-[6]. Cancer cases are 
continuously rising and the government has taken many initiatives in controlling them. Several researchers have 
analysed various types of cancers using mathematical modelling which can be referred to in [7]-[8]. Fuzzy solutions 
allow for a more accurate description of the system by incorporating uncertainty and imprecision. Biological systems 
are often subject to various sources of uncertainty, such as measurement errors, parameter variations, and inherent 
variability [9]. The Hyers-Ulam stability theorem extends the concept of stability from differential equations to 
functional equations. This enables the use of stability analysis techniques in a wide range of mathematical models 
and systems other than standard differential equations [10] – [12]. 
The highlights of this work are, 
 Incorporating fuzzy concept in terms of initial condition. 
 Utilizing fuzzy Laplace transform in solving the system. 
 Model’s  stability  is examined by Hyers Ulam concept 
 
Basic Notation 
Definition 1:  Consider the map  from ℝ to [0,1] which stands for fuzzy number when it complies with the criteria: 
   is normal.  
 For ∈ [0, 1]  and any two arbitrary points u,v there are,  ( u+(1- ) v)≥ min { (u, v)}  that is,  is fuzzy convex. 
  is upper semi-continuous on ℝ. 
 Closure of set Supp( )={u∈ℝ| (u)>0} is compact, where Supp is  the support of . 
 
Definition 2:  Consider  which maps from E×E to ℝ and let s, r be two fuzzy numbers s=( (j), ̅(j))&r=( (j), ̅(j)). The 
fuzzy numbers s and r follows Hausdorff distance, if it satisfies  
ζ(s, r) = sup  ∈ [ , ]  [max { | s(j) - r(j)|, | ̅(j) - ̅ (j)|}] 
The metric  in E satisfies the following properties, 
 ( m, n) =| | (m,n) for all m,n∈E, ∈ ℝ. 
 (m+s,n+s)= (m,n) for all m,s,n∈E. 
 (m+s,n+t)≤ (m,s)+ (n,t)forall m,n,s,t∈E.  
 (E, )will denote a complete metric space. 
   
Definition 3: The fractional function g(z) represents derivative under  
Caputo as     

( ) =

⎩
⎪
⎨

⎪
⎧ 1

Γ(w− ξ) (s − z) ξ D g(s)ds, w− 1 < < , > , ∈ ℕ

d
dz g(z), ξ = w− 1.

 

where the function g∈ , where  denotes the collection of fuzzy numbers with respect to ℝ and D g(s), for all k, are 
integrable.  
Definition 4:  Let s be the positive real parameter. The fuzzy Laplace transform for (z), the fractional differential 
equation is given by, 

(z) = e (z)dt
∞

 

where s>0 and (z) ∈ F. 
Property 1: [Convolution Property] 
Let (z),ℋ(z) ∈ [0, ∞] be a continuous function, 

( .ℋ)(z) = (z) ℋ(z)  
 
Model Formulation 
In this study, a tumor-immune system model under chemotherapy treatment is considered.  The normal cell 
population are indicated by (t), tumor cell population as ( ), Effector Immune (EI) cells population as ( ), the 
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toxicity of drugs as ( ), the concentration of chemotherapeutic agents as ( )based on time t are studied. The 
tumor system related to chemotherapy is defined with its parameters where  Dξdenotes derivative under Caputo 
sense and ξ represents order 0 < < 1  as follows, 

Dξ = m  1− q − l , 
Dξ = m (1− q )− l + l + p , 
Dξ = v − d + σ − a ,      (1) 
Dξ = − ϕ , 
Dξ = −η + V(t). 

The parameter descriptions are provided as follows, 
Parameters Description 

p  Tumor cells killed in chemotherapy under fractional order 

q  1/q  is carrying capacity of Tumor cells 

q  1/q  is normal cell carrying capacity 
l  EI cells that destroy cancer cells in a fractional order 
l  Normal cells that destroy tumor cells in a fractional order 
l  Tumor cells kill Normal Cells killed by under fractional order 

 Cancer cell proliferation pace 
 Normal cell proliferation pace 
 Mortality rate of EI cells 

v Continuous producion of the EI cells 
l  The rate of increase in EI cells recruitment determined by slope of the recruitment curve 
σ The highest rate of EI cells recruitment 
ϕ Toxicity of drug elimination rate 
η  Chemotherapy drug elimination rate 

 The degradation rate of chemotherapy and tumor cells-killed effector cells 
ξ Proposed system’s order 

V(t) External influx of drug depending on time 
Table 1: Parameter Description 
Now, the system (1) is represented as  

=

⎩
⎪
⎨

⎪
⎧

 

,  

( , ( )) =

⎩
⎪⎪
⎨

⎪⎪
⎧ m  1− q − l

m (1− q )− l + l + p

v − d + σ − a
− ϕ

−η + V(t)

(0, ϱ) =

⎩
⎪
⎨

⎪
⎧

(0,ϱ)
(0,ϱ)
(0,ϱ)
(0,ϱ)

 (0,ϱ)

    

           (2) 
Thus, the system (1) is reduced as,  
   Dξ = ( , ( ))      (3) 
 
Existence of Solution 
The solution’s existence for the above system is derived in this section.  The Laplace transform is effective method in 
solving the differential equation of the dynamical system. 
Theorem 1: For ≥ 0 and 0 <ξ< 1, the considered model’s solution (1) exists under the initial conditions  
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(0,ϱ) = (0, ϱ), (0,ϱ) , 

(0, ϱ) = (0, ϱ), (0, ϱ) , 

(0, ϱ) = (0,ϱ), (0,ϱ) ,         ( ) 

(0, ϱ) = (0,ϱ), (0,ϱ) ,  

 (0,ϱ) =  (0, ϱ),  (0,ϱ) . 

where (0,ϱ), (0, ϱ), (0, ϱ), (0,ϱ) and  (0,ϱ) ≥ 0.  
Proof 
Employing the fuzzy Laplace transform on (1), we obtain, 

[ ] = (0, ϱ) + ξ [m  1− q − l ], 

[ ] = (0,ϱ) + ξ [m (1− q )− l + l + p ], 

[ ] = (0,ϱ) + ξ [v − d + σ − a ],      (5) 

[ ] = (0,ϱ) + ξ [ −ϕ ], 

[ ] =  (0,ϱ) + ξ [−η + V(t)]. 

The following equations are obtained by utilizing inverse Laplace transform, 

= (0,ϱ) + ξ [m  1− q − l ] , 

= (0,ϱ) + ξ [m (1− q )− l + l + p ] , 

= (0,ϱ) + ξ [v− d + σ − a ] ,      (6) 

= (0,ϱ) + ξ [ −ϕ ] , 

 =  (0,ϱ) + ξ [−η + V(t)] . 

which is denoted under fuzzy level set as, 

= (0,ϱ) + ξ [m  1 − q − l ] , 

= (0,ϱ) + ξ [m  1− q − l ] , 

= (0,ϱ) + ξ [m 1 − q − l + l + p  ] , 

= (0,ϱ) + ξ [m 1− q − l + l + p  ] , 

= (0,ϱ) + ξ [v− d + σ − a ] ,      (7) 

= (0,ϱ) + ξ [v− d + σ
l +

− a ] , 

= (0,ϱ) + ξ [ − ϕ ] , 

= (0,ϱ) + ξ [ − ϕ ] , 

 =  (0,ϱ) + ξ [−η  + V(t)] , 

 =  (0,ϱ) + ξ [−η  + V(t)] . 

Thus, the fuzzy solution of the fractional tumor model (1) is obtained using Laplace transform, proving the existence 
of solution. Further by utilising the Laplace transform properties, we obtain 
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( ) = ∫
( )

Γ( ) ( , ( )) + (0). 

Hyers-Ulam Stability (HUS) 
Hyers-Ulam theorem establishes the theoretical basis for stability analysis. It makes a link between functional 
equation stability and the concept of continuity. This has led to subsequent developments and extensions of the 
theorem, which has contributed to the understanding of mathematical system stability. 
Assumption 1 
Let ∈ [0, a] and > 0, ζ [ Dξ ( ), ( , ( ))] ≤ . 
Assumption 2 
Consider the continuous function   : [0,1] ×ℝ →  ℝ. 
Lipschitz condition holds for ( , ( )),  
ζ [ ( , ∗ ( )), ( , ( ))] ≤  ζ [ ∗ ( ), ( )], ∈ [0, a] 
where ∗ ( ) and ( ) are solutions of Dξ = ( , ∗ ( )) and (3) respectively. 
Theorem: 2 
Let the assumptions holds. Consider 1 − C k > 0, where =

Γ( )then the system (1) under fractional order is 

stable based on Hyers Ulam Stability theorem. 
Proof: 
To prove this, the Laplace transform is applied for the solution of (3) and Dξ = ( , ∗ ( )), that is,  
as ( )  and ∗ ( ), respectively.  
ζ [ ∗  , ] =  

ζ [ ∗  ( ),
( − )
Γ( ) ( , ( )) + (0)] ±

( − )
Γ( ) ( , ∗ ( ))  

≤  +
k

Γ( )
( − )

Γ( ) ζ [ ∗ ( ), ( )]  

ζ [ ∗  , ] ≤ + kζ[ ∗ , ] 
ζ [ ∗  , ] ≤  ≤   

where =   . 

 
CONCLUSION 
 
There are various advantages to mathematically simulating tumor systems that help in comprehending and treating 
cancer. This study comprises a fuzzy model of the tumor system with drug administration during cancer 
chemotherapy taken in fractional order. The existence of solution under fuzziness for the tumor model is studied. 
Finally, the system's stability using HUS concept is verified. 
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In this paper, we define some basic operations on Bipolar Pythagorean Fuzzy Matrices(BPFMs). Some 
algebraic properties like commutative, associative, distributive and De Morgan’s are discussed for the 
operations algebraic sum, algebraic product, ˅ and ˄. Also we introduce nA and An and investigate some 
results on bipolar pythagorean fuzzy matrices 
 
Keywords: Fuzzy Matrix, Intuitionistic Fuzzy Matrices(IFM), Bipolar Fuzzy Matrices(BFM),Pythagorean 
Fuzzy Matrix, Bipolar Pythagorean Fuzzy Matrices(BPFM). 
 
INTRODUCTION 
 
Zadeh introduced the concept fuzzy set in 1965, as the generalization of crisp set [14]. Fuzzy matrices are introduced 
for the first time by Thomason in 1977[11].Some results on fuzzy matrices are discussed by gilchrist [2]. The concept 
of an intuitionistic fuzzy matrices are introduced by khan[3]. Each element in an intuitionistic fuzzy matrices is 
expressed by an ordered pair (aijaij

ꞌ) of a non negative real numbers aijaij
ꞌ∈[0,1].Monoids on intuitionistic fuzzy 

matrices are discussed by boobalan[10].Decomposition of Intuitionistic fuzzy matrices are discussed by Muthuraji, 
Sriram and Murugadas[8]. Some algebraic structures on max-max min-min compositions over intuitionistic fuzzy 
matrices are studied by Muthuraji and lalitha.[6] The concept of bipolar fuzzy set was first introduced by 
Zhang[15].The concept of bipolar fuzzy matrices are established by Pal and Mondal [5].Commutative monoids on 
algebraic sum and algebraic product on bipolar fuzzy sets and bipolar fuzzy matrices are constructed by Muthuraji 
and  Punitha[7]. The concept of bipolar intuitionistic fuzzy matrices are initiated  by Lalitha and Dhivya[4]. 
Pythagorean fuzzy set are established by the extension of  the intuitionistic fuzzy sets and characterize the condition 
that square of sum of its membership and nonmembership is equal to 0 or less than 1. The concept of pythagorean 
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fuzzy matrices and it’s algebraic operations  was developed by Silambarasan and Sriram[9].Pythagorean fuzzy 
subsets  and its membership grades in multi criteria decision making  are discussed by Yager[12,13].The trace and 
determinant of bipolar Pythagorean fuzzy square matrices and its novel operations are discussed by 
Chinnadurai[1].In this paper, Algebraic operations on Pythagorean fuzzy matrices are extended to bipolar 
Pythagorean fuzzy matrices. We construct ṇA and Aṅ  when n is positive interger for bipolar Pythagorean fuzzy 
matrices. 
 
Definitions And Preliminaries 
In this section, we refer basic definition. 
Definition 2.1 (Fuzzy Matrix) [2] 
Consider a matrix A= a m×nwherea ∈ [0,1] 1≤i≤m and 1≤i≤n. Then A is a fuzzy matrix. 
Definition 2.2 (Intuitionistic Fuzzy Matrix) [4] 
An Intuitionistic fuzzy matrix is a matrix of pairs A= a , aꞌ m×n of non negativereal numbers a , aꞌ ∈ [0,1],satisfying 
0≤ a  +aꞌ ≤1 for all i,j. 
Definition 2.3 (Pythagorean Fuzzy Matrix) [9] 
A Pythagorean fuzzy matrix is a pair A= a , aꞌ of non negative real numbers a , aꞌ ∈ [0,1],satisfying the 
conditiona + aꞌ ≤ 1 for all i,j. 
Definition 2.4 (Bipolar Fuzzy Matrix) [5] 

Let A= ( )l×m∈ , then = (− , ) ∈ F, where , ∈ [0,1]are the negative and positive membership values 
of the element , respectively. 
Definition 2.5(Bipolar Pythagorean Fuzzy Matrix) [1] 
A Bipolar Pythagorean fuzzy matrix of order (m×n) is denoted by Mmn and that of order (m×m), that is square BPFM 
is denoted by Mmm. We conclude that the matrix A = −a , a , −a ꞌ, a ꞌ  , where−a , a ,−a ꞌ, a ꞌ  ∈ [−1,1] are the 

negative and positive  membership values of the element  aij ,aij
ꞌ  respectively. Also satisfies a ² + a ² + a ꞌ ²+ 

a ꞌ ²≤1 for all i, j and 0 ≤ a ² + a ꞌ ²≤1, -1≤ - a ² + a ꞌ ² ≤0. 
 
Operations On Bipolar Pythagorean Fuzzy Matrices 
In this section, we discuss some operations on Bipolar Pythagorean Fuzzy Matrices 
Let us consider the BPFMs A = −Φ ṇ , Φ ṗ,− Φ ṇ

ꞌ , Φ ṗ
ꞌ ∈ mn and B= −Ψ ṇ , Ψ ṗ,−Ψ ṇ

ꞌ , Ψ ṗ
ꞌ ∈ mn.   Their 

operations are defined as follows 
A∨B= − Φ ṇ, Ψ ṇ , Φ ṗ, Ψ ṗ ,− Φ ṇ

ꞌ , Ψ ṇ
ꞌ ,   Φ ṗ

ꞌ , Ψ ṗ
ꞌ  

 
A∧B= − Φ ṇ , Ψ ṇ , Φ ṗ, Ψ ṗ ,− Φ ṇ

ꞌ , Ψ ṇ
ꞌ ,   Φ ṗ

ꞌ , Ψ ṗ
ꞌ  

 
Ac= −Φ ṇ

ꞌ , Φ ṗ
ꞌ , − Φ ṇ , Φ ṗ  

A⊕BPB= − Φ ṇ + Ψ ṇ −Φ ṇΨ ṇ , Φ ṗ + Ψ ṗ −Φ ṗΨ ṗ ,− Φ ṇ
ꞌ Ψ ṇ

ꞌ , (Φ ṗ
ꞌ Ψ ṗ

ꞌ )  

A⊙BPB= −( Φ ṇΨ ṇ), (Φ ṗΨ ṗ),− Φ ṇ
ꞌ + Ψ ṇ

ꞌ −Φ ṇ
ꞌ Ψ ṇ

ꞌ , Φ ṗ
ꞌ + Ψ ṗ

ꞌ − Φ ṗ
ꞌ Ψ ṗ

ꞌ  

Following A⊕BPB and A⊙BPB we get the equations for any integer n>0 
nA=A⊕BPA⊕BP……..⊕BPA  

      = − 1− (1−Φ ṇ)ⁿ, 1− (1−Φ ṗ)ⁿ,−Φ ṇ
ꞌ ,   Φ ṗ

ꞌ  

An  =A⊙BPA⊙BP……..⊙BPA 

= −Φ ṇ ,   Φ ṗ,− 1− (1 −Φ ṇ
ꞌ )ⁿ, 1 − (1 −Φ ṗ

ꞌ )ⁿ  

 
Theorem 3.1 
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If A and B are BPFMs, n is a positive integer then 
     (i) n(A⨁BPB) =nA⨁BPnB 
     (ii) (A⨀BPB)n=An⨀BPBn 

Proof (i) n(A⨁BPB) 

=

⎣
⎢
⎢
⎢
⎡− 1− (1 − Φ ṇ + Ψ ṇ −Φ ṇΨ ṇ) ⁿ, 1− (1− Φ ṗ + Ψ ṗ −Φ ṗΨ ṗ) ,n

− Φ ṇ
ꞌ Ψ ṇ

ꞌ ,n Φ ṗ
ꞌ Ψ ṗ

ꞌ ⁿ
⎦
⎥
⎥
⎥
⎤
 

=
− 1− 1−Φ ṇ ⁿ (1 −Ψ ṇ)ⁿ, 1− 1 −Φ ṗ ⁿ (1− Ψ ṗ) ,n

− Φ ṇ
ꞌ Ψ ṇ

ꞌ ⁿ, Φ ṗ
ꞌ Ψ ṗ

ꞌ ⁿ
(3.1) 

nA⨁BPnB 

    =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡− 1− 1 −Φ ṇ ⁿ +  1 − 1 −Ψ ṇ ⁿ− 1 −  1− Φ ṇ ⁿ)  (1 −  1−Ψ ṇ ⁿ ,

1− 1−Φ ṗ ⁿ +  1− 1 − Ψ ṗ ⁿ − 1 −  1−Φ ṗ ⁿ  1 −  1− Ψ ṗ ⁿ ,

− Φ ṇ
ꞌ Ψ ṇ

ꞌ , Φ ṗ
ꞌ Ψ ṗ

ꞌ ⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 

    =

⎣
⎢
⎢
⎢
⎡− 1− 1 −Φ ṇ ⁿ 1− Ψ ṇ ⁿ , 1− 1− Φ ṗ ⁿ 1−Ψ ṗ ⁿ ,

− Φ ṇ
ꞌ Ψ ṇ

ꞌ ⁿ    , Φ ṗ
ꞌ Ψ ṗ

ꞌ ⁿ ⎦
⎥
⎥
⎥
⎤
 (3.2) 

From equations (3.1) and (3.2), we get the result. 
Similarly we can prove(A⨀BPB)n=An⨀BPBn 
 
Theorem 3.2 
Let A be a BPFMs, n1,n2 are positive integer then 
(ⅰ)n1A⨁BP n2 A=( n1+n2)A 
(ⅱ)An1⨀BP An2 = A(n1 + n2) 
 

Proof:(i) n1A⨁BP n2 A= 

     =

⎣
⎢
⎢
⎢
⎢
⎢
⎡− 1− 1− Φ ṇ ⁿ + 1− 1− Φ ṇ ⁿ²− 1−  1 −Φ ṇ ⁿ¹)  (1−  1−Φ ṇ ⁿ² ,

1− 1−Φ ṗ ⁿ +  1− 1−Φ ṗ ⁿ − 1−  1−Φ ṗ ⁿ  1−  1−Φ ṗ ⁿ ,

− Φ ṇ
ꞌⁿ Φ ṇ

ꞌⁿ , Φ ṗ
ꞌⁿ¹ Φ ṗ

ꞌⁿ²
⎦
⎥
⎥
⎥
⎥
⎥
⎤

 

    =

⎣
⎢
⎢
⎢
⎡− 1− 1 −Φ ṇ ⁿ ⁿ² , 1− 1−Φ ṗ ⁿ ⁿ² ,

− Φ ṇ
ꞌ ⁿ ⁿ , Φ ṗ

ꞌ ⁿ ⁿ² ⎦
⎥
⎥
⎥
⎤
 

=( n1+n2)A 

Similarly we can prove An1⨀BP An2 = A(n1 + n2) 
 
Theorem 3.3 
Let A be a BPFMs, n is a positive integer then 
(i) (Ac)n = (nA)c 

(ii) n(Ac) = (An)c 
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Proof: (i) (Ac)n= −Φ ṇ
ꞌ , Φ ṗ

ꞌ ,− 1 − (1 − Φ ṇ)ⁿ,     1− (1−Φ ṗ)ⁿ  

(nA)c= −Φ ṇ
ꞌ , Φ ṗ

ꞌ ,− 1− (1− Φ ṇ)ⁿ,     1− (1−Φ ṗ)ⁿ  

           ⇒(Ac)n = (nA)c 
Similarly we can prove n(Ac) = (An)c 

 
Theorem3.4 
If A and B are BPFMs, n is a positive integer then 
(ⅰ)n(A˅B) = nA ˅ nB 
(ii) (A˅B)n = An  ˅Bn 

 

Proof:(i) (A˅B)= − Φ ṇ , Ψ ṇ , Φ ṗ, Ψ ṗ ,− Φ ṇ
ꞌ , Ψ ṇ

ꞌ ,   Φ ṗ
ꞌ , Ψ ṗ

ꞌ  

n(A˅B)=

⎣
⎢
⎢
⎢
⎡− 1− (1−  max {Φ ṇΨ ṇ})ⁿ, 1− (1−  max {Φ ṗΨ ṗ})ⁿ,

 −min Φ ṇ
ꞌn , Ψ ṇ

ꞌⁿ , min {Φ ṗ
ꞌⁿ , Ψ ṗ

ꞌⁿ } 
⎦
⎥
⎥
⎥
⎤
        (3.3) 

nA˅nB =

⎣
⎢
⎢
⎢
⎢
⎡ − 1− 1 −Φ ṇ ,n 1− (1−Φ ṗ)ⁿ,−Φ ṇ

ꞌ , Φ
ṗ

ꞌ

˅ 

− 1− 1− Ψ ṇ ⁿ, 1 − (1−Ψ ṗ)ⁿ,−Ψ ṇ
ꞌ , Ψ ṗ

ꞌ

⎦
⎥
⎥
⎥
⎥
⎤

 

=

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡−max 1− 1−Φ ṇ ⁿ, 1− 1−Ψ ṇ ⁿ  ,

1 − 1−Φ ṗ ⁿ, 1− 1− Ψ ṗ ⁿ  ,

−min Φ ṇ
ꞌⁿ , Ψ ṇ

ꞌⁿ , min {Φ ṗ
ꞌⁿ , Ψ ṗ

ꞌⁿ }

⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 

=

⎣
⎢
⎢
⎢
⎡− 1− 1− Φ ṇΨ ṇ ⁿ  , 1− 1 − Φ ṗΨ ṗ ⁿ ,

−min Φ ṇ
ꞌⁿ , Ψ ṇ

ꞌⁿ , min {Φ ṗ
ꞌⁿ , Ψ ṗ

ꞌⁿ }
⎦
⎥
⎥
⎥
⎤
          (3.4) 

 
From equation (3.3) and (3.4), we get the result”. 
Similarly we can prove(A˅B)n = An ˅ Bn 
 
Theorem 3.5(Commutative law) 
Let A and B are BPFMs, then  
(ⅰ)A⊕BPB = B⊕BP A 
(ⅱ)A⊙BPB = B⊙BP A 
The proof (i) and (ii) are trivial. 
 
Theorem 3.6 (Associative law) 
Let A and B are two BPFMs, “then  
(ⅰ)(A⊕BPB)⊕BPC=A⊕BP(B⊕BPC) 
(ⅱ)(A⊙BPB)⊙BPC=A⊙BP (B⊙BPC) 
Proof: (i) (A⊕BPB)⊕BPC 
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=

⎣
⎢
⎢
⎢
⎢
⎡ − Φ ṇ + Ψ ṇ − Φ ṇΨ ṇ + Υ ṇ −  Φ ṇ + Ψ ṇ − Φ ṇΨ ṇ Υ ṇ ,

Φ ṗ + Ψ ṗ − Φ ṗΨ ṗ + Υ ṗ −  Φ ṗ + Ψ ṗ − Φ ṗΨ ṗ Υ ṗ ,       

− Φ ṇ
ꞌ Ψ ṇ

ꞌ Υ ṇ
ꞌ ,    Φ ṗ

ꞌ Ψ ṗ
ꞌ Υ ṗ

ꞌ ⎦
⎥
⎥
⎥
⎥
⎤

 

=

⎣
⎢
⎢
⎢
⎢
⎡− Φ ṇ + Ψ ṇ + Υ ṇ −Φ ṇΨ ṇ −Φ ṇΥ ṇ −Ψ ṇΥ ṇ + Φ ṇΨ ṇΥ ṇ ,

Φ ṗ + Ψ ṗ + Υ ṗ −Φ ṗΨ ṗ −Φ ṗΥ ṗ −Ψ ṗΥ ṗ + Φ ṗΨ ṗΥ ṗ ,

− Φ ṇ
ꞌ Ψ ṇ

ꞌ Υ ṇ
ꞌ ,    Φ ṗ

ꞌ Ψ ṗ
ꞌ Υ ṗ

ꞌ ⎦
⎥
⎥
⎥
⎥
⎤

                (3.5) 

A⊕BP(B⊕BPC) 

     = 

⎣
⎢
⎢
⎢
⎢
⎡− Φ ṇ + Ψ ṇ + Υ ṇ −Ψ ṇΥ ṇ − Υ ṇ Ψ ṇ +  Υ ṇ −Ψ ṇΥ ṇ ,

Φ ṗ + Ψ ṗ + Υ ṗ −Ψ ṗΥ ṗ − Υ ṗ Ψ ṗ +  Υ ṗ −Ψ ṗΥ ṗ ,

− Φ ṇ
ꞌ Ψ ṇ

ꞌ Υ ṇ
ꞌ ,    Φ ṗ

ꞌ Ψ ṗ
ꞌ Υ ṗ

ꞌ ⎦
⎥
⎥
⎥
⎥
⎤

 

    =

⎣
⎢
⎢
⎢
⎢
⎡− Φ ṇ + Ψ ṇ + Υ ṇ − Φ ṇΨ ṇ − Φ ṇΥ ṇ − Ψ ṇΥ ṇ + Φ ṇΨ ṇΥ ṇ ,

Φ ṗ + Ψ ṗ + Υ ṗ − Φ ṗΨ ṗ − Φ ṗΥ ṗ − Ψ ṗΥ ṗ + Φ ṗΨ ṗΥ ṗ ,

− Φ ṇ
ꞌ Ψ ṇ

ꞌ Υ ṇ
ꞌ ,    Φ ṗ

ꞌ Ψ ṗ
ꞌ Υ ṗ

ꞌ ⎦
⎥
⎥
⎥
⎥
⎤

                 (3.6) 

From equation (3.5) and (3.6), we get the result. 
Similarly we can prove (A⊙BPB)⊙BPC=A⊙BP (B⊙BPC) 
 
Theorem 3.7(De Morganꞌs law) 
Let A and B are BPFMs, then 
(i)  Ac ˅ Bc=(A˄B)c  

(ii) Ac ˄Bc=(A˅B)c 

(iii)Ac⨁BPBc=(A⨀BPB)c 

(iv) Ac⨀BPBc=(A⨁BPB)c 

Proof: (i) Ac ˅ Bc = − Φ ṇ
ꞌ , Ψ ṇ

ꞌ , Φ ṗ
ꞌ , Ψ ṗ

ꞌ ,− Φ ṇ, Ψ ṇ , Φ ṗ, Ψ ṗ  
(A˄B)c = − Φ ṇ, Ψ ṇ , Φ ṗ, Ψ ṗ ,− Φ ṇ

ꞌ , Ψ ṇ
ꞌ , Φ ṗ

ꞌ , Ψ ṗ
ꞌ  

=  Ac ˅ Bc 
Similarly we can prove (ii)Ac ˄Bc= (A˅B)c 

(iii)Ac⨁BPBc= − Φ ṇ
ꞌ + Ψ ṇ

ꞌ − Φ ṇ
ꞌ Ψ ṇ

ꞌ , Φ ṗ
ꞌ + Ψ ṗ

ꞌ −Φ ṗ
ꞌ Ψ ṗ

ꞌ , − Φ ṇΨ ṇ , (Φ ṗΨ ṗ)  

(A⨀BP B)c= − Φ ṇ
ꞌ + Ψ ṇ

ꞌ −Φ ṇ
ꞌ Ψ ṇ

ꞌ , Φ ṗ
ꞌ + Ψ ṗ

ꞌ −Φ ṗ
ꞌ Ψ ṗ

ꞌ , − Φ ṇΨ ṇ , (Φ ṗΨ ṗ)  

                     =Ac⨁BPBc 
Similarly we can prove  (iv) Ac⨀BPBc = (A⨁BP B)c 

 
Theorem 3.8 
 Let A and B are BPFMs, then 
(ⅰ)(A˅B) ⨁BP (A˄B)=A⨁BP B 
(ⅱ)(A˅B) ⨀BP (A˄B)=A⨀BP B 
Proof (i)(A˅B) ⨁BP(A˄B) 
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    =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡−    Φ ṇ , Ψ ṇ  +    Φ ṇ, Ψ ṇ  −   Φ ṇ , Ψ ṇ  Φ ṇ, Ψ ṇ  ,

   Φ ṗ , Ψ ṗ  +    Φ ṗ, Ψ ṗ  −   Φ ṗ , Ψ ṗ  Φ ṗ, Ψ ṗ ,

         − Φ ṇ
ꞌ , Ψ ṇ

ꞌ  Φ ṇ
ꞌ , Ψ ṇ

ꞌ ,   Φ ṗ
ꞌ , Ψ ṗ

ꞌ  Φ ṗ
ꞌ , Ψ ṗ

ꞌ
,
⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 

= − Φ ṇ + Ψ ṇ −Φ ṇΨ ṇ, Φ ṗ + Ψ ṗ −Φ ṗΨ ṗ ,− Φ ṇ
ꞌ , Ψ ṇ

ꞌ , Φ ṗ
ꞌ , Ψ ṗ

ꞌ  

=A⨁BP B 
Similarly we can prove  (ii) (A˅B) ⨀BP (A˄B)=A⨀BP B 
 
Theorem 3.9 (Distributive laws) 
Let A, B and C are BPFMs, then 
(i) (A˅B)˄ C=(A˄C)˅(B˄C) 
(ii) (A˄B)˅ C=(A˅C)˄(B˅C) 
(iii) (A˅B) ⨁BPC=(A⨁BPC)˅(B⨁BPC) 
(iv) (A˄B) ⨁BPC=(A⨁BPC)˄(B⨁BPC) 
(v) (A˅B) ⨀BPC=(A⨀BPC)˅(B⨀BPC) 
(vi) (A˄B) ⨀BPC=(A⨀BPC)˄(B⨀BPC) 
 Proof:(i)(A˅B)˄C 

   =
− Φ ṇ , Ψ ṇ Υ ṇ , Φ ṗ, Ψ ṗ Υ ṗ ,

− Φ ṇ
ꞌ , Ψ ṇ

ꞌ , Υ ṇ
ꞌ , Φ ṗ

ꞌ , Ψ ṗ
ꞌ , Υ ṗ

ꞌ  

   =
− Φ ṇ , Ψ ṇ , Φ ṇ, Υ ṇ , Φ ṗ, Ψ ṗ , Φ ṗ , Υ ṗ ,

− Φ ṇ
ꞌ , Ψ ṇ

ꞌ , Ψ ṇ
ꞌ , Υ ṇ

ꞌ , Φ ṗ
ꞌ , Ψ ṗ

ꞌ , Ψ ṗ
ꞌ , Υ ṗ

ꞌ
 

=
− Φ ṇ , Υ ṇ , Φ ṗ , Υ ṗ , − Φ ṇ

ꞌ , Υ ṇ
ꞌ , Φ ṗ

ꞌ , Υ ṗ
ꞌ ,

˅
− Ψ ṇ , Υ ṇ , Ψ ṇ , Υ ṗ − Ψ ṇ

ꞌ , , Υ ṇ
ꞌ , Ψ ṗ

ꞌ , , Υ ṗ
ꞌ

 

=(A˄C)˅(B˄C) 
Similarly we can prove  (ii) (A˄B)˅C = (A˅C)˄(B˅C) 
 
(iii)(A˅B) ⨁BP C 

=

⎣
⎢
⎢
⎢
⎢
⎡− Φ ṇ , Ψ ṇ + Υ ṇ −  Φ ṇ , Ψ ṇ Υ ṇ ,

Φ ṗ, Ψ ṗ + Υ ṗ −  Φ ṗ, Ψ ṗ Υ ṗ ,

− Φ ṇ
ꞌ , Ψ ṇ

ꞌ Υ ṇ
ꞌ , Φ ṗ

ꞌ , Ψ ṗ
ꞌ Υ ṗ

ꞌ ⎦
⎥
⎥
⎥
⎥
⎤

 

     =
− 1− Υ ṇ Φ ṇ, Ψ ṇ + Υ ṇ , 1−Υ ṗ Φ ṗ, Ψ ṗ + Υ ṗ ,

− Φ ṇ
ꞌ Υ ṇ

ꞌ , Ψ ṇ
ꞌ Υ ṇ

ꞌ , Φ ṗ
ꞌ Υ ṗ

ꞌ , Ψ ṗ
ꞌ Υ ṗ

ꞌ
(3.7) 

 

(A⨁BP C)˅(B⨁BP C) 

=

⎣
⎢
⎢
⎢
⎢
⎡− − Φ ṇ + Υ ṇ −  Φ ṇΥ ṇ , Ψ ṇ + Υ ṇ −  Ψ ṇΥ ṇ ,

Φ ṗ + Υ ṗ −  Φ ṗΥ ṗ , Ψ ṗ + Υ ṗ −  Ψ ṗΥ ṗ ,

− Φ ṇ
ꞌ Υ ṇ

ꞌ , Ψ ṇ
ꞌ Υ ṇ

ꞌ , Φ ṗ
ꞌ Υ ṗ

ꞌ , Ψ ṗ
ꞌ Υ ṗ

ꞌ ⎦
⎥
⎥
⎥
⎥
⎤
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=

⎣
⎢
⎢
⎢
⎢
⎡− 1−Υ ṇ Φ ṇ+Υ ṇ , 1− Υ ṇ Ψ

ṇ
+Υ ṇ ,

1−Υ ṗ Φ
ṗ
+Υ ṗ , 1−Υ ṗ Ψ

ṗ
+Υ ṗ ,

− Φ ṇ
ꞌ Υ ṇ

ꞌ , Ψ ṇ
ꞌ Υ ṇ

ꞌ , Φ ṗ
ꞌ Υ ṗ

ꞌ , Ψ ṗ
ꞌ Υ ṗ

ꞌ ⎦
⎥
⎥
⎥
⎥
⎤

 

=
− 1− Υ ṇ Φ ṇ, Ψ ṇ + Υ ṇ , 1− Υ ṗ Φ ṗ, Ψ ṗ + Υ ṗ ,

− Φ ṇ
ꞌ Υ ṇ

ꞌ , Ψ ṇ
ꞌ Υ ṇ

ꞌ , Φ ṗ
ꞌ Υ ṗ

ꞌ , Ψ ṗ
ꞌ Υ ṗ

ꞌ
        (3.8) 

From equation (3.7) and (3.8), we get the result. 
Similarly we can prove (iv) (A˄B) ⨁BP C = (A⨁BP C)˄(B⨁BP C) 
 
(v)(A˅B) ⨀BP C  

= 

⎣
⎢
⎢
⎢
⎢
⎡ − Φ ṇ, Ψ ṇ Υ ṇ , Φ ṗ , Ψ ṗ Υ ṗ ,

−   Φ ṇ
ꞌ , Ψ ṇ

ꞌ + Υ ṇ
ꞌ − Φ ṇ

ꞌ , Ψ ṇ
ꞌ Υ ṇ

ꞌ ,

  Φ ṗ
ꞌ , Ψ ṗ

ꞌ + Υ ṗ
ꞌ − Φ ṗ

ꞌ , Ψ ṗ
ꞌ Υ ṗ

ꞌ

⎦
⎥
⎥
⎥
⎥
⎤

 

=
− Φ ṇ , Ψ ṇ Υ ṇ , Φ ṗ, Ψ ṗ Υ ṗ ,

− 1− Υ ṇ
ꞌ  Φ ṇ

ꞌ , Ψ ṇ
ꞌ + Υ ṇ

ꞌ ,   1−Υ ṗ
ꞌ  Φ ṗ

ꞌ , Ψ ṗ
ꞌ + Υ ṗ

ꞌ          (3.9) 

 
(A⨀BP C)˅(B⨀BP C) 

=

⎣
⎢
⎢
⎢
⎢
⎡ − Φ ṇΥ ṇ , Ψ ṇΥ ṇ , Φ ṗΥ ṗ , Ψ ṗΥ ṗ ,

 − Φ ṇ
ꞌ +Υ ṇ

ꞌ −Φ ṇ
ꞌ Υ

ṇ  ,

ꞌ
Ψ ṇ

ꞌ +Υ ṇ
ꞌ −Ψ ṇ

ꞌ Υ
ṇ 

ꞌ
,

Φ ṗ
ꞌ +Υ ṗ

ꞌ −Φ ṗ
ꞌ Υ

ṗ  ,

ꞌ
Ψ ṗ

ꞌ +Υ ṗ
ꞌ −Ψ ṗ

ꞌ Υ
ṗ 

ꞌ

⎦
⎥
⎥
⎥
⎥
⎤

 

=
− Φ ṇ, Ψ ṇ Υ ṇ , Φ ṗ, Ψ ṗ Υ ṗ ,

− 1− Υ ṇ
ꞌ  Φ ṇ

ꞌ , Ψ ṇ
ꞌ + Υ ṇ

ꞌ , 1−Υ ṗ
ꞌ  Φ ṗ

ꞌ , Ψ ṗ
ꞌ + Υ ṗ

ꞌ (3.10) 

From equation (3.9) and (3.10), we get the result. 
Similarly we can prove (vi) (A˄B) ⨀BP C = (A⨀BP C)˄(B⨀BP C 
 
CONCLUSION 
 
 In this paper, we discuss the Algebraic operators on Bipolar Pythagorean Fuzzy matrices  such as algebraic sum, 
algebraic product,˅ and ˄. In this operators we discussed about De Morgan’s laws and Distributive laws, and also 
discussed about n integers are greater than zero. In future we discuss about some new operators on Bipolar 
Pythagorean Fuzzy matrices” 
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Let G = (V, E) be a simple connected graph of order p and size q. If G1, G2, G3, ……..,Gn  are edge disjoint subgraphs of 
G such that E(G) = E(G1)∪E(G2)∪…….….…..∪E(Gn), then                 (G1, G2, G3, …….... ,Gn) is said to be a 
Decomposition of a graph G. A graph of size  q = + 2

3  is said to have a Triangular decomposition (TD) if G can be 

decomposed into n - subgraphs               G1, G2, G3, …….. ,Gn such that each Gi is connected and |E(G )| = + 1
2   for 

1≤ i ≤ n. A TD in which each Gi is a path is said to be a Triangular path decomposition (TPD). In this paper, we 
investigate TPD of Triangular cyclic snake graphs.     
 
Keywords – Decomposition, Triangular decomposition, Triangular path decomposition, Triangular cyclic snake 
graphs. 
  
 
INTRODUCTION 
       
 A graph G, referred to here is an undirected connected graph without loops or multiple edges. A path is a type of 
open walk where neither edges nor vertices are allowed to repeat. There is a possibility that only the starting vertex 
and ending vertex are same in a path. A path of length n is denoted by Pn. Different types of decomposition of a 
graph G have been studied in the literature by imposing suitable conditions on the subgraphs Gi. A TD in which each 
Gi is a path of length + 1

2  in G, then we say that G admits Triangular path decomposition (TPD). In this paper we 
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discuss about the necessary and sufficient conditions for the existence of Triangular path decomposition of 
Triangular cyclic snake graphs. 
 
Definition 1.1 
A decomposition of a graph G is a collection of edge disjoint subgraphs G1, G2, G3, ……..,Gn  of  G such that every 
edge of G belongs to exactly one of the subgraph Gi. 
 
Definition 1.2 
A graph G of size q = + 2

3     is said to have a Triangular decomposition (TD) if G can be decomposed into n - 

subgraphs G1,G2,G3,…….…..,Gn such that each Gi is  connected and |E(G )| = + 1
2  for 1≤ ≤ . 

 
Definition 1.3 
A Triangular decomposition (TD) in which each Gi is a path is said to be Triangular path decomposition (TPD).       
 
Definition 1.4  
A kCt – snake has been defined as a connected graph in which all the blocks are isomorphic to the cycle Ct and 
the block – cut point graph is a path P, where P is the path of least length that contains all the cut vertices of a kCt 
- snake. A kCt cyclic snake graph has 2k + 1 vertices and tk edges where k is the number of blocks in the cyclic 
snake graph. Assuming t is odd, then the cyclic snake graph kCt is said to be an odd cyclic snake graph. 
 
Note :1.5 
 Throughout this paper the base path v0 v1 v2 ……vk is a path that contains all the cut vertices of kCt – cyclic 
snake graph and here d(vi , vi+1) = 1, 0 ≤ i ≤ k - 1. 
 
Definition 1.6 
A Triangular snake graph kC3 is obtained from a path v0 v1 v2 ………vk by joining v i and v i+1 to a new vertex ui+1 
for 0 ≤ i ≤ k - 1. That is every edge of a path of size k is replaced by a triangle C3. A Triangular snake graph has 
2k + 1 vertices and 3k edges where k is the number of blocks in the Triangular snake graph. 
 
Triangular Decomposition of Triangular cyclic snake graphs 
Theorem 2.1 
Odd cyclic snake graphs ( )( )  Ct admits TPD (P1, P2, P3, …..., Pn)   ⇔  n = tm-2 where  t  is a odd number, t ≥ 
3 and m ∈ N. 
 
Proof:  
Assume ( )( ) Ct admits TPD (P1, P2, P3,…….,Pn). Then q(( )( ) Ct)     = t(( )( ) ). That is 
( )( )  = (   )( ). Implies n = tm-2 where  m ∈ N. 
 
Conversely, to prove (( )( ) )Ct admits TPD (P1, P2, P3, ……..., Pn), where n = tm-2, t is odd, t ≥ 3 and m∈ N. 

We prove the theorem by using mathematical induction on ‘m’. When       m = 1, q(( )( ) Ct) = ( ) ( )( ) . 

Clearly ( ) ( )( ) admits TPD (P1, P2, P3, …., Pt-2).  Assume that the result is true for m = k. T h a t  i s  

(( )( ) )Ct admits TPD (P1, P2,               P3, ……......,Pn) where n = tk-2, t is odd, t ≥ 3 and m ∈ N. We prove the 

result is true for a positive integer m = k + 1. That is to prove (( ( ) )( ( ) )( ))Ct admits  TPD              

(P1,P2,P3,….….,Pt(k+1)-2). Now q(( ( ) )( ( ) )( )Ct) = ( ( ) )( ( ) )( )  t = 
(     ) t  = (   )t + (  )t and the sum of edges  of  (Ptk - 
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1, Ptk,…….…..,P(k + 1)t-2) equal to (  )t and hence (( ( ) )( ( ) )( ))Ct  can be decompose 
into(P1, P2, P3, ………...., Pt(k + 1)-2 ). We conclude by the induction principle that odd cyclic snake graphs 
( )( ) Ct admits TPD (P1, P2, P3, …...............,Pn)  ⇔ n = tm-2 where  t  is a odd number, t ≥ 3 and m ∈ N. 
Theorem 2.2 
Odd cyclic snake graphs ( ) ( )Ct admits TPD (P1, P2, P3, ………....,Pn)     ⇔ n = tm-1 where  t  is a odd number, 
t ≥ 3 and m ∈ N. 
 
Proof :  
Assume  ( ) ( )Ct admits TPD (P1, P2, P3, ……....., Pn). Then q(( ) ( )Ct) = t(( ) ( )). That is 
( ) ( ) = ( ) (   ). Implies n = tm -1, m ∈ N. 

 
Conversely, to prove (( ) ( ))Ct admits TPD (P1, P2, P3, ……...,Pn), where n = tm - 1, t is a odd number, t ≥ 3 

and m∈ N. We prove the theorem by using mathematical induction on ‘m’. When m = 1, q(( ) ( )Ct) =  
 – ( ) . Clearly  – ( ) admits TPD  (P1, P2, P3, …...........,Pt-1).  Assume that the result is true for m = k. T h a t  

i s  (( ) ( ))Ct admits TPD (P1, P2, P3, ......, Pn) where n = tk – 1, t is odd, t ≥ 3 and m ∈ N. We prove the result 

is true for a positive integer m = k + 1. That is to prove (( ( ) )( )( ( ) )Ct admits  TPD 

(P1,P2,P3,.....................,P(t(k+1) – 1)). Now q(( ( ) )( )( ( ) )Ct) = ( ( ) )( )( ( ) ) t 
(      )t = (   –  )t + (  )t and the sum of edges  of (Ptk, Ptk + 1, Ptk + 

2,……….……....,P((k + 1)t - 1)) equal to (  )t and hence (( ( ) )( )( ( ) ))Ct  can be decompose into 
(P1, P2, P3,…….……..,P((k + 1)t – 1)). We conclude by the induction principle that odd cyclic snake graphs 
( ) ( )Ct admits TPD (P1, P2, P3, ……….…...., Pn) ⇔ n = tm-1 where  t  is a odd number, t ≥ 3 and m ∈ N. 
 
Theorem 2.3 
Odd cyclic snake graphs ( )( ) Ct admits TPD (P1, P2, P3, ……...,Pn)   ⇔ n = tm where  t  is a odd number, t ≥ 
3 and m ∈ N. 
 
Proof :  
Assume ( )( )Ct admits TPD (P1, P2, P3,………....,Pn). Then q( ( )( )Ct) = t( ( )( )). That is 

( )( ) = (   )( ). Implies n = tm, m ∈ N. 

 
Conversely, to prove ( ( )( ))Ct admits TPD (P1, P2, P3, ……….., Pn), where n = tm, t is odd, t ≥ 3 and m∈ N. 

We prove the theorem by using mathematical induction on ‘m’. When m = 1, q( ( )( )Ct) =  ( )( ) . 

Clearly ( )( ) admits TPD (P1, P2, P3, …….…., Pt).  Assume that the result is true for m = k. T h a t  i s  

( ( )( ))Ct admits TPD  (P1, P2, P3, ............., Pn) where n = tk, t is odd, t ≥ 3 and m ∈ N. We prove the result is 

true for a positive integer m = k + 1. That is to prove (( )( ( ) )( ( ) ))Ct admits  TPD              

(P1,P2,P3,…………….,Pt(k+1)). Now q(( )( ( ) )( ( ) ) Ct) =( )( ( ) )( ( ) )t  
(      )t = (  )t + (  )t and the sum of edges  of  (Ptk + 

1, Ptk + 2,…..…...,P(k + 1)t) equal to (  )t and hence (( )( ( ) )( ( ) ))Ct  can be decompose 
into(P1, P2, P3,…..……....,P(k + 1)t ). We conclude by the induction principle that odd cyclic snake graphs 

( )( )Ct admits TPD             (P1, P2, P3, …..…., Pn)   ⇔ n = tm where  t  is a odd number, t ≥ 3 and m ∈ N. 
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Theorem 2.4  
Any Triangular cyclic snake graphs ( )( )  C3 admits TPD (P1, P2, P3, ………....,Pn)     ⇔ n = 3m-2, m ∈ N. 
 
Proof:  
Assume ( )( ) C3 admits TPD (P1, P2, P3,…….,Pn). Then q(( )( ) C3) = 3(( )( ) ). That is 
( )( )  = (   )( ). Implies n = 3m-2,  m ∈ N. 

 
Conversely, suppose n = 3m-2, m ∈ N. Let V = {v0 , w1 , v1 , w2 , v2 ,...,w  , v  }  be  the se t of 

ve rt ices of  the base path of (( )( ) )C3 .  L et v 0  a nd v   are  the  beginning and 

en d vert ices  of th e base path respective ly . Le t th e base path be P .  Also we consider the 

path v0 , u1 , v1 , u2 , v2 ,…………., u  ,  v  of length 2( ). To prove (( )( ) )C3 admits 

TPD (P1,P2,P3,….........,Pn) where n = 3m-2 and m∈N. We prove the theorem by using mathematical induction on 
‘m’. When m = 1, q(( )( ) C3) = ( ) ( )( ) . Clearly ( ) ( )( ) admits TPD P1.  Assume that the result is 

true for m = k. T h a t  i s  (( )( ) )C3 admits TPD (P1, P2, P3, .............., Pn) where n = 3k-2. We prove the result 

is true for a positive integer m = k + 1. That is to prove (( ( ) )( ( ) )( ))C3 admits  TPD (P1, P2, 

P3,…………….….,P3k+1). Now q(( ( ) )( ( ) )( )C3) = (     )3 = (   )3 + 
   and the sum of edges  of  (P3k - 1, P3k, P3k+1) equal to   and hence (( ( ) )( ( ) )( ))C3  can 
be decompose into(P1, P2, P3, ……….…..., P3k+1 ). We conclude by the induction principle that any Triangular 
cyclic snake graphs ( )( ) C3 admits TPD (P1, P2, P3, …………..., Pn)   ⇔ n = 3m-2, m ∈ N. 
 
List of first ten TPD of  (( )( )( ))C3 

Illustration 2.5 
Figure(1) TPD (P1, P2,.… , P7) Of 28C3 
 
Theorem 2.6 
Any Triangular cyclic snake graphs  ( ) ( )C3 admits TPD (P1, P2, P3, ..........., Pn)   ⇔ n = 3m-1, m ∈ N. 
 
Proof :  
Assume (( ) ( ))C3 admits TPD (P1, P2, P3,…………..…,Pn). Then q(( ) ( ))C3 = 3(( ) ( )). 

That is 3(( ) ( )) = ( )( ).              This implies      n = 3m-1, m ∈  N. 
Conversely, Suppose n = 3m -1, m ∈ N. Let V = {v0 , w1 , v1 , w2 , v2 ,….,w  , v }  be  the  set  of  vertice s of  

th e base path of (( ) ( ))C3 .  Le t v 0  a nd v  are  the b eginning  an d end vertice s of  

th e base path re spe ct ive ly . Le t th e base path be P .  Also we consider the path v0 , u1 , v1 , u2 , v2 ,..., 

u ,  v  of length 2( ). To prove (( ) ( ))C3 admits TPD (P1, P2, P3, ……., Pn) where n = 3m - 1, m∈ 

N. We prove the theorem by using mathematical induction on ‘m’. When m = 1, q(( ) ( )C3) =   – ( ) . 

Clearly  – ( ) admits TPD (P1, P2).  Assume that the result is true for m = k. T h a t  i s  (( ) ( ))C3 admits 
TPD (P1, P2, P3,…..…..,Pn) where n = 3k – 1. We prove the result for a positive integer m = k + 1. That is to prove 
(( ( ) )( )( ( ) )C3 admits  TPD (P1, P2, P3, ………....., P3k+2). Now q(( ( ) )( )( ( ) )C3) = 
(      )3 = (   –  )3 +    and the sum of edges  of (P3k, P3k + 1, P3k + 2) equal to    
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and hence (( ( ) )( )( ( ) ))C3  can be decompose into (P1, P2, P3,…..……..,P3k+2). We conclude by the 

induction principle that any Triangular cyclic snake graphs ( ) ( )C3 admits TPD (P1, P2, P3, …….…...., 
Pn)   ⇔ n = 3m-1, m ∈ N. 
 
Theorem 2.8 
Any Triangular cyclic snake graphs ( )( )( )C3 admits TPD (P1, P2, P3, ..............,Pn)                ⇔ n = 3m, m ∈ N. 
 
Proof :  
Assume ( )( )( )C3 admits TPD (P1, P2, P3,…..…,Pn). Then q(( )( )( ))C3 = 3(( )( )( )). That is 

3(( )( )( )) = ( )( ).    This implies n = 3m, m ∈  N. 

 
Conversely, suppose n = 3m, m ∈ N. Let V = {v0 , w1 , v1 , w2 , v2 ,………..,w , v } be  the se t of 

ve rt ices of  the  base  path  of ( ( )( ))C3 .  Let  v 0  and  v  are the  b eginning  and end 

ve rt ices of  the  ba se  pa th  respect ively . Let  the ba se pa th be  P .  Also we consider the path 

v0 , u1 , v1 , u2 , v2,……..., u , v  of length 2( ). To prove ( ( )( ))C3  admits TPD 

 
(P1, P2, P3, ……….., Pn) where n = 3m, m∈ N. We prove the theorem by using mathematical induction on ‘m’. 
When m = 1, q( ( )( )C3) =  ( )( ) . Clearly ( )( ) admits TPD (P1, P2, P3).  Assume that the result is 

true for m = k. T h a t  i s  ( ( )( ))C3 admits TPD (P1, P2, P3, ........., Pn) where n = 3k. We prove the result for 

a positive integer m = k + 1. That is to prove (( )( ( ) )( ( ) ))C3 admits  TPD (P1, P2, P3, ……………., 

P3(k+1)). Now q(( )( ( ) )( ( ) )C3)=( )( ( ) )( ( ) )3 = (      )3 = 

(  )3 + (  ) and the sum of edges  of  (P3k + 1, P3k + 2, P3(k + 1)) equal to (  ) and hence 

(( )( ( ) )( ( ) ))C3  can be decompose into                       (P1, P2, P3,…….........,P3(k + 1) ). We conclude by 

the induction principle that a n y  T r i a n g u l a r  c y c l i c  snake graphs ( )( )C3 admits TPD (P1, P2, 
P3, …...…., Pn)   ⇔ n = 3m, m ∈ N. 
 
CONCLUSION 
 
The Triangular path decomposition of kC3 has been studied. The study can be extended for any odd cyclic snake 
graphs. 
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Table 1. List of first ten TPD of  (( )( )( ))C3 

 

m q TPD(P1, P2, P3, … , Pn) 
3 84 (P1, P2, P3, … , P7) 
6 816 (P1, P2, P3, … , P16) 
9 2925 (P1, P2, P3, … , P25) 

12 7140 (P1, P2, P3, … , P34) 
15 14190 (P1, P2, P3, … , P43) 
18 24804 (P1, P2, P3, … , P52) 
21 39711 (P1, P2, P3, … , P61) 
24 59640 (P1, P2, P3, … , P70) 
27 85320 (P1, P2, P3, … , P79) 
30 117480 (P1, P2, P3, … , P88) 
 

Table 2. List of first ten TPD of  ( )C3 

m q TPD(P1, P2, P3, … , Pn) 
3 120 (P1, P2, P3, … , P8) 
6 969 (P1, P2, P3, … , P17) 
9 3276 (P1, P2, P3, … , P26) 
12 7770 (P1, P2, P3, … , P35) 
15 15180 (P1, P2, P3, … , P44) 
18 26235 (P1, P2, P3, … , P53) 
21 41664 (P1, P2, P3, … , P62) 
24 62196 (P1, P2, P3, … , P71) 
27 88560 (P1, P2, P3, … , P80) 
30 121485 (P1, P2, P3, … , P89) 
 

Table 3. List of first ten TPD of  ( )C3 

m q TPD(P1, P2, P3, … , Pn) 
3 165 (P1, P2, P3,……,P9) 
6 1140 (P1, P2, P3, … , P18) 
9 3654 (P1, P2, P3, … , P27) 
12 8436 (P1, P2, P3, … , P36) 
15 16215 (P1, P2, P3, … , P45) 
18 27720 (P1, P2, P3, … , P54) 
21 43680 (P1, P2, P3, … , P63) 
24 64824 (P1, P2, P3, … , P72) 
27 91881 (P1, P2, P3, … , P81) 
30 125580 (P1, P2, P3, … , P90) 
 

   

 

Subbulakshmi and Chitra Devi 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

63407 
 

   
 
 

Illustration 2.5 
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Figure 1. TPD (P1, P2,.… , P7) Of 28C3 
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Lansium domesticum bearing clusters of edible fruits is a tree belonging to the family Meliaceae. There are 
two distinct varieties namely  Lansium domesticum var. pubescens and Lansium domesticum var. domesticum 
commonly known as Langsat and Duku. It is an exotic species native to Southeast Asian countries like 
Indonesia, Thailand, Philippines. The present investigation focused on the preliminary phytochemical 
evaluation of Fruit Peel and Pulp of Lansium domesticum. Based on the polarity, seven solvents - Acetone, 
Methanol, Chloroform, Ethyl acetate, Petroleum ether, Hexane and Distilled water were selected for 
extraction and analysis of phytochemicals. Yield and colour of the extracts were also determined. On 
quantitative  basis, the methanolic extract of the fruit peel of Langsat and duku showed high yield and 
the methanolic extract of pulp of langsat and distilled water extract of duku indicated high yield. The 
positivity of the phytochemical tests showed best results in the acetone, methanol and distilled water 
extracts and poor results in the non-polar solvents such as hexane and petroleum ether. The preliminary 
investigations of both the fruit peel concluded the presences of flavonoids, phenols, tannins, terpenoids, 
carbohydrates, saponins, triterpenoids, fats and fixed oils. Among these, fats and fixed oils showed 
positive results for fruit peel extract analysis in all solvents. The fruit pulp extract in different solvents 
also revealed the presence of various phytoconstituents. The more polar solvents like acetone, methanol 
and distilled water were detected as best for extraction of phytochemicals. The Fruit peel and pulp of 
Langsat and Duku were selected for quantification of flavonoids, tannins, phenols, terpenoids and 
saponins. The acetone extract of the Langsat Peel exhibited high (mg/g) tannin (3.94±0.74) and phenolic 
content (5.06±0.39) compared to Duku Peel extract of other solvents. The distilled water extract of fruit 

ABSTRACT 

 RESEARCH ARTICLE 
 

http://www.tnsroindia.org.in
mailto:sudharvinayan@gmail.com


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

63412 
 

   
 
 

pulp of both suggested high (mg/g) tannin (2.38±0.59, 1.88±0.07 respectively) and phenolic (2.89±0.58, 
2.60±0.33 respectively) content compared to other solvents. The flavonoid content was negligible in ethyl 
acetate extract of both fruit peel. Terpenoids and saponins were also quantified from both fruit parts.  
 
Keywords: Lansium domesticum, Phytochemical analysis, flavonoids, tannins, phenols, terpenoids, 
saponins 
  
 
INTRODUCTION 
 
Lansium domesticum Correa is an exotic tree form bearing edible fruits belongs to the family Meliaceae. The family is 
also known as Mahagony family. There are two distinct varieties: Lansium domesticum var. pubescens and Lansium 
domesticum var. domesticum commonly known by langsat and duku. Native to Southeast Asian countries like 
Malaysia, Thailand,  Indonesia, Philippines. The raw fruit is green in colour and on maturity, it turns pale yellow to 
light brown. The pulp appeared as white translucent part, which is the edible part and the seeds are bitter in taste. 
The fruit is highly nutritious and rich in many vitamins [1]. Langsat fruits are oblong-ovoid, thin- skinned and 
possess latex, while Duku fruits are nearly round, thick- skinned and contains mild latex or latex free. The fruit peel 
is used as insect repellent [2]. The iron and mineral content of both the fruits is higher than apples and 
oranges[3].Traditionally, the bark is used to treat venomous insects bites, as dysentery medicine and used to eradicate 
cancer cells [4]. The present investigation focused on the preliminary phytochemical analysis of peel and pulp of 
Lansium domesticum fruits. The presence of phytoconstituents in the samples suggests the scope for studies on 
bioactivities and identification of compounds responsible for it.  It may have several medicinal properties and can be 
included in the health care system. 
 
AIM OF THE STUDY 
Phytochemical analysis to evaluate the fruit samples of Lansium domesticum on qualitative and quantitative basis 
employing solvents with different polarity indices. 
 
MATERIALS AND METHODS 
 
Collection of plant materials 
The samples for the study include mature fruit peel and fruit pulp of Lansium domesticum. The fruits samples (Figure 
1 and Figure 2) were collected from the home garden near Ernakulam and Kottayam district respectively in Kerala. 
After the shade drying process, they were powdered and stored in labelled bottles. 
 
Preparation of Successive Extracts 
Preparation of extract by cold extraction method. 
 
Preliminary Qualitative Phytochemical Analysis 
A stock solution (mg/ml) of extract from different solvents (acetone, methanol, chloroform, ethyl acetate, petroleum 
ether, hexane and distilled water) was prepared. These extracts along with blanks were analyzed qualitatively for the 
presence of various phytochemicals in the fruit pulp and fruit peel samples. Phytochemical investigations were 
carried out for all fruit extracts of Lansium domesticum as per standard methods [5]. 
 
Quantitative Phytochemical Analysis: 
Flavonoids, Phenol, Tannin, Terpenoids, Saponins were determined quantitatively [6][7][8][9][10][11]. 
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Statistical analysis 
The experimental data were recorded on basis of three independent trials of each parameter. Mean value and 
standard deviation (SD) were computed and the results are tabulated as Mean + SD for each triplicates. 
 
RESULTS AND DISCUSSION  
 
In the present investigation, the study focused on preliminary phytochemical analysis of  fruit peel and fruit pulp of 
Lansium domesticum var. pubescens and Lansium domesticum var. domesticum. The extract of fruit peel and fruit pulp 
were taken using seven different solvents - acetone , methanol, chloroform, ethyl acetate, petroleum ether, hexane 
and distilled water based on their polarity. The present study aimed to detect the presence of flavonoids, 
phytosterols/ terpenoids, tannins, cardiac glycosides, phenols, triterpenoids, anthraquinone glycosides, 
carbohydrates, proteins, fats and fixed oils and saponins using the standard protocol. In addition to the 
phytochemical studies, morphological characteristics of leaf  were studied and tabulated in Table 1. 
 
Yield of extracts 
The extraction yield of fruits peel and fruits pulp of Lansium domesticum in seven solvents were analyzed. The yield 
of crude extract was determined by measuring its dry weight and the yield per 100g was calculated and tabulated in 
Table 2 and Table 3.   
 
Extraction yield  =   mass of extract 
                                mass of dry matter 
 
From the present studies of fruits peel, it is noticed that the highest yield of extract is possible in methanol, the polar 
solvent and the lowest yield were shown in the non-polar solvent. The extraction yield mainly depend on the 
extraction techniques. In addition to that it also depends on the solvent used for the extraction of the samples 
[12][13].The yield of extract from methanolic pulp of langsat fruit and distilled water pulp of duku fruit were 
monitored as relatively higher. Poor yield were detected in the hexane extract of both the fruits pulp samples. The 
yield of extract of fruits peel and fruits pulp showed variations in different solvents it may be due to the polarity of 
the solvent as well as the phytochemicals present in the samples.  
 
Phytochemical Investigation 
Phytochemical studies on qualitative and quantitative basis were carried out using the standard procedure and the 
results are explained for the assessment of phytochemical profile of the fruits peel and fruits pulp of Lansium 
domesticum Correa. 
 
Qualitative phytochemical analysis 
A preliminary phytochemical investigation of fruits peel and fruits pulp of Lansium domesticum Correa was 
performed using the standard protocol. The results of the qualitative analysis are illustrated in Tables 4 to 7. Based 
on the intensity of the reaction products from the qualitative tests, the data were graded as very high (+++), high (++), 
moderate (+) and nil (-). In the present study, phytochemicals except alkaloids, cardiac glycosides, anthraquinone 
glycosides, proteins were not detected in any of the seven solvent extract of peel of both the fruits samples. The polar 
solvents acetone, methanol and distilled water showed good intensity of results. In the preliminary analysis the pulp 
of both of the fruits samples showed the presence of various phytoconstituents. The intensities of results were found 
to be low in the non-polar solvents – petroleum ether and hexane for both the fruit pulp. Alkaloids, cardiac 
glycosides, anthroquinone glycosides and proteins also showed no positive results in the langsat and duku fruits 
pulp. 
 
The phytoconstituents present in the fruit peel and fruit pulp of Lansium domesticum could be extracted in different 
solvents. The variation on efficiency in the extraction of phytochemicals in seven solvents employed is based on 

Sruthi Gopan and  Sudha Bai 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

63414 
 

   
 
 

differences in their polarity. Acetone, methanol and distilled water showed efficient extraction of phytochemicals in 
the present investigation. The extraction of the samples is monitored as higher in  the polar solvents than the non-
polar solvents. The extraction and purification of the plant materials for the antioxidant and the phytochemicals 
present in it depends upon the temperature, time, concentration of the solvent as well as polarity of the solvent. All 
the phytochemicals present in the samples will get eluted on different solvents not on a single solvent[14][15]. So the 
selection of the appropriate solvent for the extraction of the plant samples is very important in phytochemical 
evaluation. 
 
Quantitative phytochemical analysis 
The quantitative phytochemical studies was carried out to estimate the quantity of phytoconstituents present in the 
fruits peel and fruits pulp of Lansium domesticum. The results from seven solvent extracts are illustrated in Table 8 to 
12. The quantitative analysis of flavonoids was done in seven solvents. Quercetin was used as the standard (1mg/ml). 
The ethyl acetate extract of the langsat peel (0.38 ± 0.04 mg/g) and duku peel (0.38 ± 0.10) showed the highest 
flavonoid contents. The lowest flavonoid contents were detected in chloroform and hexane extracts of both the fruits 
peel samples. The distilled water extract of the fruits pulp showed the highest (0.50 ± 0.00 mg/g, 0.25 ± 0.06 mg/g) and 
lowest were observed in the methanol and chloroform extract. Flavonoids have several medicinal properties such as 
neuro and cardio protective and bioactivities like antioxidant, anti inflammatory, anticancer, antimicrobial, anti-viral 
properties. These properties of bioactivities depends upon the bioavailability and its mode of action [16].  For the 
estimation of tannin, tannic acid (1mg/ml) was used as the standard. Tannin is observed to be highest, in the acetone 
extract of langsat peel (3.94 ± 0.74mg/g) than the duku peel (1.08 ± 0.23 mg/g) extract and lowest in the hexane extract 
of the both the fruits peel extract. Langsat pulp (2.38 ± 0.59 mg/g) in the distilled water extract showed highest tannin 
content than the duku pulp (1.88 ± 0.07mg/g). Lowest were observed in the chloroform, petroleum ether and hexane 
extract of the fruits pulp. Tannins act as defensive agents for plants and protect it from insects, microorganisms and 
animals [17][18][19][20]. 
 
 Gallic acid  (1mg/ml)  was used as the standard for the estimation of phenol. The phenolic content of both the fruits 
peel exhibited highest in the acetone extract and fruit pulp in the distilled water extract. And the phenolic content 
were not observed in the ethyl acetate, petroleum ether, hexane extract of all fruits samples. Duku peel of chloroform 
extract also don’t exhibited the phenolic content. The ability of the donating power of hydrogen atom by phenolic 
and the flavonoid molecules are responsible for the antioxidant activity. They can inactivate the free radicals their by 
reducing the damage caused by the free radicals[21]. Synthetic antioxidants have potential toxic effects[22]. To 
overcome this effects, natural antioxidant like flavonoids and phenolic compounds are used [23]. 
 
 For the determination of terpenoid contents in the fruits samples, the method of  Indira et al., 2012 was followed. 
Among the fruits peel and fruits pulp, duku fruit samples exhibited high terpenoids (0.56 ± 0.00 mg/g ,0.53 ± 0.00 
mg/g respectively) content. Terpenoids are one of the important secondary metabolites found in plants. It plays an 
important role in plant development and growth. They possess hypoglycemic, antimalarial, antiviral, antibacterial, 
antitumour, anti-inflammatory activities [24].  Langsat peel (9.20±0.56 mg/g) and the duku pulp (14.00±0.56 mg/g) 
were observed to be high in saponin content. Saponin content was found to be higher than other phytochemicals 
present in the fruits samples. Saponins are amphiphilic molecules used as formulation of several traditional and 
herbal medicines. They also possess several bioactivities such as antioxidant, anticancerous, anti-inflammatory, 
antiviral, fungicidal, antimicrobial and immunomodulatory effects[25]. 
 
The present study concluded that acetone, methanol and distilled water are the best solvents for the extraction of 
phytochemicals from the peel and pulp of fruits of Lansium domesticum. The quantitative analysis of the fruits 
samples done spectrophotometrically in seven solvents except for terpenoid and saponins which were evaluated on 
basis of weighing method. The data illustrated from the preliminary phytochemical analysis supported the results 
from the quantification of the fruits samples of Lansium domesticum. The present investigation is only the preliminary 
studies about the plant. Further studies are needed, that will result in the use of this tropical fruits in health care. The 
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phytoconstituents present in the samples maybe responsible for different bioactivities. So identification and 
characterization of compounds responsible for the bioactivities of the fruit extract is needed for the future studies. 
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Table 1: MORPHOLOGICAL CHARACTERISTICS OF LEAF 
 Morphological characteristics of the leaves are examined and tabulated in Table 1. 
 
Sl no Characteristics Langsat Duku 

1. No:of leaflets 9 nos 9 nos 
2. Leaf type Odd pinnately compound, Odd pinnately compound, 
3. Leaf arrangement Alternate leaflets Alternate leaflets 
4. No: of major veins 9/10 pairs 11/12 pairs 
5. No: of minor veins 18/20 pairs 21/23 pairs 
6. Length of midrib (Length of leaf) 25.5 cm 24.0 cm 
7. Shape of leaf Elliptical and long Ovate, larger in size 
8. Nature of leaf Smooth Rough and glabrous 
9. Leaf apex Narrowly acuminate, pointed Acute 
10. Leaf width 10.5 cm 11.5 cm 
11. Length of petiole 1.4 cm 1.7 cm 
12. Leaf margin Entire Entire 
13. Leaf lamina Thin and soft Slightly rough 

 
Table 2: The Yield And Nature of Extracts of Fruits Peel of Lansium domesticum Correa After Extraction 
(Duration of extraction = 48 hours; Treatment temperature = 400C) 

Name of the 
solvent 

Langsat peel Duku peel 
Yield of 

extract(g) 
Yield/ 
100g 

Colour of the 
extract 

Yield of 
extract (g) 

Yield/ 
100g 

Colour of the 
extract 

Acetone 1.29 25.8 Dark brown 0.78 15.6 Golden yellow 
Methanol 2.27 45.5 Greenish yellow 1.96 39.2 Light yellow 

Chloroform 1.23 24.6 Brown 1.06 21.2 Dark brown 
Ethyl acetate 1.73 34.6 Greenish brown 1.89 37.8 Greenish yellow 

Petroleum ether 0.51 10.2 Light brown 0.69 13.8 Light brown 
Hexane 0.46 9.2 Light brown 0.41 8.2 Golden yellow 

Distilled water 0.94 18.8 Greenish brown 0.84 16.8 Dark brown 
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Table 3: the yield and nature of extracts of fruits pulp of lansium domesticum correa after extraction 
(Duration of extraction = 48 hours; Treatment temperature = 400C) 

Name of the 
solvent 

Langsat pulp Duku pulp 
Yield of 

extract(g) 
Yield/ 
100g 

Colour of the 
extract 

Yield of extract 
(g) 

Yield/ 
100g 

Colour of the 
extract 

Acetone 0.76 15.2 Dark brown 0.88 17.5 Light brown 
Methanol 1.63 32.54 Greenish brown 0.69 13.94 Light brown 

Chloroform 0.38 7.52 Dark brown 0.33 6.6 Dark brown 
Ethyl acetate 0.34 6.76 Dark brown 0.27 5.42 Light brown 

Petroleum ether 0.37 7.36 Dark brown 0.15 3.08 Light brown 
Hexane 0.27 5.34 Light brown 0.13 2.52 Light brown 

Distilled water 0.99 19.8 Dark brown 1.31 26.2 Brown 
 
Table 4: Qualitative Phytochemical Analysis of Peel (LANGSAT) of Lansium domesticum Correa 

Sl 
No: 

Name of the 
phytoconstituents Name of the test 

Name of the solvents 
A M C EA PE H DW 

1. Alkaloids 
a) Dragendroff’s test - - - - - - - 

b) Wagner’s test - - - - - - - 

2. Flavonoids 
a) Ammonium test - - - + - - - 

b) Alkaline reagent test - - - - - - - 
c) Shinoda test - - - - - - - 

3. Phytosterols/ Terpenoids Liebermann-Burchard’s test +++ ++ + +++ - - + 
4. Tannins Ferric chloride test +++ + - + - - + 
5. Cardiac glycosides Keller-Kiliani test - - - - - - - 
6. Phenols Ferric chloride test - ++ - -  - - 
7. Triterpenoids Salkowski test +++ - - +++ + + - 

8. Anthraquinone glycosides 
Hyhydroxyanthraquinone 

test 
- - - - - - - 

9. Carbohydrates a) Molisch’s test +++ - +++ ++ - ++ +++ 
  b) Fehling’s test - - +++ - - - - 

10. Proteins Biuret test - - - - - - - 
11. Fats and fixed oils  +++ +++ ++ +++ +++ +++ +++ 
12. Saponins Foam test - - ++ - - - +++ 

(A-Acetone; M-Methanol; C-Chloroform; EA-Ethyl acetate; PE- petroleum ether; H-Hexane; DW-Distilled water) 
 
Table 5: Qualitative Phytochemical Analysis of Peel (DUKU) OF Lansium domesticum Correa 

Sl 
No: 

Name of the 
phytoconstituents Name of the test 

Name of the solvents 
A M C EA PE H DW 

1. Alkaloids 
a) Dragendroff’s test - - - - - - - 

b) Wagner’s test - - - - - - - 

2. Flavonoids 
a) Ammonium test - - - + - - - 

b) Alkaline reagent test - - - - - - - 
c) Shinoda test -  - - - - - 

3. Phytosterols/ Terpenoids Liebermann-Burchard’s test ++ + + ++ - - + 
4. Tannins Ferric chloride test ++ + - + - - + 
5. Cardiac glycosides Keller-Kiliani test - - - - - - - 
6. Phenols Ferric chloride test - ++ - - - - ++ 
7. Triterpenoids Salkowski test + - - +++ + ++ - 
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8. Anthraquinone glycosides Hyhydroxyanthraquinone 
test - - - - - - - 

9. Carbohydrates a) Molisch’s test ++ - ++ ++ - ++ ++ 
  b) Fehling’s test - - ++ - - - - 

10. Proteins Biuret test - - - - - - - 
11. Fats and fixed oils  +++ +++ +++ +++ +++ +++ +++ 
12. Saponins Foam test - - ++ - - - +++ 

(A-Acetone; M-Methanol; C-Chloroform; EA-Ethyl acetate; PE- petroleum ether; H-Hexane; DW-Distilled water) 
 
Table 6: Qualitative Phytochemical Analysis of Pulp (LANGSAT) OF Lansium domesticum Correa 

Sl No: Name of the phytoconstituents Name of the test 
Name of the solvents 

A M C EA PE H DW 

1. Alkaloids 
a) Dragendroff’s test - - - - - - + 

b) Wagner’s test - - - - - - + 

2. Flavonoids 
a) Ammonium test - - - - - - - 

b) Alkaline reagent test - - - - - - + 
c) Shinoda test - - - - - - - 

3. Phytosterols/ Terpenoids Liebermann-Burchard’s test + + - + - - + 
4. Tannins Ferric chloride test + + - - - - +++ 
5. Cardiac glycosides Keller-Kiliani test - - - - - - - 
6. Phenols Ferric chloride test + - - - - - +++ 
7. Triterpenoids Salkowski test - - - + - - - 
8. Anthraquinone glycosides Hyhydroxyanthraquinone test - - - - - - - 
9. Carbohydrates a) Molisch’s test +++ + ++ - - - +++ 
  b) Fehling’s test - - +++ - - - - 

10. Proteins Biuret test - - - - - - - 
11. Fats and fixed oils  +++ +++ +++ +++ +++ - +++ 
12. Saponins Foam test - - - - - - +++ 

(A-Acetone; M-Methanol; C-Chloroform; EA-Ethyl acetate; PE- petroleum ether; H-Hexane; DW-Distilled water) 
 
Table 7: Qualitative Phytochemical Analysis of Pulp (DUKU) OF Lansium domesticum Correa 

Sl 
No: 

Name of the 
phytoconstituents Name of the test 

Name of the solvents 
A M C EA PE H DW 

1. Alkaloids 
a) Dragendroff’s test - - - - - - + 

b) Wagner’s test - - - - - - + 

2. Flavonoids 
a) Ammonium test - - - - - - + 

b) Alkaline reagent test - - - - - - - 
c) Shinoda test - - - - - - - 

3. Phytosterols/ Terpenoids Liebermann-Burchard’s test ++ + - + - - + 
4. Tannins Ferric chloride test + - - - - - ++ 
5. Cardiac glycosides Keller-Kiliani test - - - - - - - 
6. Phenols Ferric chloride test + + - - - - +++ 
7. Triterpenoids Salkowski test - - - + - - - 

8. Anthraquinone glycosides 
Hyhydroxyanthraquinone 

test - - - - - - - 

9. Carbohydrates a) Molisch’s test +++ + ++ - - + +++ 
  b) Fehling’s test - - +++ - - - - 

10. Proteins Biuret test - - - - - - - 
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11. Fats and fixed oils  +++ +++ +++ +++ +++ +++ +++ 
12. Saponins Foam test - - - - - - +++ 

(A-Acetone; M-Methanol; C-Chloroform; EA-Ethyl acetate; PE- petroleum ether; H-Hexane; DW-Distilled water) 
 
Table 8: Estimation Of Flavonoids Present in the Fruits Peel and Fruits Pulp Of Lansium domesticum Correa 
Sl no: Solvents used Langast Peel Duku Peel Langsat Pulp Duku Pulp 

1. Acetone 0.06 ± 0.01 0.06 ± 0.01 0.02 ± 0.01 0.02 ± 0.01 
2. Methanol 0.05 ± 0.02 0.05 ± 0.02 0.00 ± 0.00 0.01 ± 0.00 
3. Chloroform 0.00 ± 0.00 0.01 ± 0.00 0.00 ± 0.01 0.00  ± 0.00 
4. Ethyl acetate 0.38 ± 0.04 0.38 ± 0.10 0.03 ± 0.00 0.03 ± 0.00 
5. Petroleum ether 0.02 ± 0.00 0.02 ± 0.02 0.01 ± 0.00 0.00 ± 0.00 
6. Hexane 0.00 ± 0.00 0.01 ± 0.00 0.01 ± 0.00 0.00 ± 0.00 
7. Distilled water 0.04 ± 0.06 0.01 ± 0.00 0.50 ± 0.00 0.25 ± 0.06 

[Data shown as mean ± SD (n = 3)] 
 
Table 9: Estimation of Tannins Present in the Fruits Peel and Fruits Pulp of Lansium domesticum Correa 
Sl no: Solvents used Langast Peel Duku Peel Langsat Pulp Duku Pulp 

1. Acetone 3.94 ± 0.74 1.08 ± 0.23 0.12 ± 0.01 0.14 ± 0.01 
2. Methanol 0.71 ± 0.04 0.76 ± 0.05 0.18 ± 0.04 0.08 ± 0.01 
3. Chloroform 0.04 ± 0.01 0.01 ± 0.00 0.00 ± 0.00 0.01 ± 0.00 
4. Ethyl acetate 0.17 ± 0.01 0.23 ± 0.25 0.05 ± 0.01 0.02 ± 0.00 
5. Petroleum ether 0.03 ± 0.01 0.06 ± 0.01 0.00 ± 0.00 0.01 ± 0.02 
6. Hexane 0.02 ± 0.01 0.02 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 
7. Distilled water 0.54 ± 0.01 0.62 ± 0.10 2.38 ± 0.59 1.88 ± 0.07 

[Data shown as mean ± SD (n = 3)] 
 
Table 10: Estimation of Phenols Present in the Fruits Peel And Fruits Pulp of Lansium domesticum Correa 
Sl no: Solvents used Langast Peel Duku Peel Langsat Pulp Duku Pulp 

1. Acetone 5.06 ± 0.39 4.25 ± 1.76 0.18 ± 0.01 0.2 ±0.01 
2. Methanol 2.58 ± 1.55 2.43 ± 0.87 0.08 ± 0.03 0.18± 0.02 
3. Chloroform 0.01± 0.01 - 0.04 ± 0.04 0.06± 0.05 
4. Ethyl acetate - - - - 
5. Petroleum ether - - - - 
6. Hexane - - - - 
7. Distilled water 0.91 ± 0.02 1.73± 0.14 2.89 ± 0.58 2.60 ± 0.33 

[Data shown as mean ± SD (n = 3)] 
 
Table 11: Estimation of Terpenoids Present in the Fruits Peel and Fruits Pulp of Lansium domesticum Correa 
Sl no: Sample Quantity (mg/g) 

1. Langast Peel 0.29 ± 0.01 
2. Duku Peel 0.56 ± 0.00 
3. Langsat Pulp 0.28 ± 0.01 
4. Duku Pulp 0.53 ± 0.00 

 [Data shown as mean ± SD (n = 3)] 
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Table 12: Estimation of Saponins Present in the Fruits Peel and Fruits Pulp of Lansium domesticum Correa 
Sl no: Sample Quantity (mg/g) 

1. Langast Peel 9.20±0.56 
2. Duku Peel 8.26±0.46 
3. Langsat Pulp 12.60±0.28 
4. Duku Pulp 14.00±0.56 

 [Data shown as mean ± SD (n = 3)] 
 

  
Figure 1: Langsat Fruit 

(Lansium domesticum var pubescens) 
Figure 2: Duku Fruit 

(Lansium domesticum var domesticum) 
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Nanotechnology is one of the most promising fields in science and technology.  Nanotechnology is 
expanding in all the sectors including agriculture, pharmaceuticals, food and medical industries. It plays 
important role in plant tissue culture and shows various applications in producing disease free plants, 
conservation of endangered plant species and gene manipulation. The effect of silver and copper 
Nanoparticles are evaluated on different plant species, whereas it is observed that how nanoparticles 
influence the growth morphology and secondary metabolites production. Different plant species shows 
different result, some shows increase in growth of root & shoot structures while other are having 
negative effect on growth. It has been observed that when high concentration of nanoparticles is used it 
results in enhancement of secondary metabolites production due to stress induced condition. Silver and 
copper nanoparticles along and in combination enhances the plant growth and accumulation of 
secondary metabolites like, flavonoid, proline, antioxidant enzymes glutathione in some plant’s species. 
In this review, it has reported that when exposed to different plant species, silver nanoparticles and 
copper nanoparticles show positive as well negative effects depending on their size, types, concentration 
and structure. 
 
Keywords: Silver nanoparticles, Copper nanoparticles, Secondary metabolites, Plant growth regulators. 
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INTRODUCTION 
 
Nanoparticles have emerged as promising tools in various fields, including agriculture, due to their unique 
physicochemical properties and potential applications. Nano is Greek word which means dwarf.[1] Nano-sized 
particle are frame up in a way so their properties could utilize in various field. Nanomaterial is mainly of two types 
organic and inorganic. In 2000s Nano era has begun where the applications of nanomaterial have become widely 
utilized and acceptable for welfare of humans, both positive as well as negative effects of nanoparticles were seen in 
plant growth,CuNPs and AgNPs are among many nanoparticles that are widely used in many industries. 
Agriculture-relevant nano fertilizers based on nanotechnology boost agricultural productivity and efficiency while 
lowering environmental stress.Nanotechnology is used in agricultural field to improve the crop production and also 
to ensure food security. Use of nanotechnology effectively in agriculture for long-term sustainability.Nanoparticles 
can be present in any shape spherical, flat, cylindrical, conical, irregular they have large surface to volume area ratio 
so that property make them highly reactive.[2] The use of nanomaterials for agricultural purposes may offer a 
powerful solution to current challenges and dangers to food security. To maintain food hygiene and safety, this has 
transformed the fields of storing food and packaging. The focus of the review is to understand the effect of CuNPs 
and AgNPson different plant species as growth promoter or growth inhibitor and to know that by varying 
concentrations of nanoparticles how it could influence production of secondary metabolites polyphenol, flavonoids, 
and phenols in plants. CuONPs have been applied to agriculture as insecticides, herbicides, fertilizers, soil-
remediation additives, and growth regulators. CuNPs have demonstrated diverse effects on plant growth and 
development. CuNPs have been reported to promote seed germination, root elongation, and shoot biomass in 
several plant species.[3] Furthermore, CuNPs can influence various physiological processes, including 
photosynthesis, mineral nutrient uptake, enzyme activities, and oxidative stress responses in plants.[4] Studies have 
also indicated that CuNPs can modulate the production of secondary metabolites, such as alkaloids, flavonoids, 
andterpenoids, thereby impacting the nutritional and medicinal value of plants.[5]Since Cu functions as a 
micronutrient in plants, it was thought that Cu in nano form may have a similar positive effect. CuONPs have 
become increasingly used over the past few decades, finally becoming a growth stimulant. CuONPs affected growth, 
physiological effectiveness, biochemical assays, and the antioxidant system.[6] 
AgNPs have been widely investigated for their antimicrobial properties, which make them attractive for plant 
protection against pathogens. Additionally, AgNPs have been reported to enhance seed germination, root 
elongation, shoot biomass, and overall plant growth.[7]These nanoparticles can also influence physiological and 
biochemical processes in plants, such as photosynthesis, nutrient uptake, enzyme activities, and antioxidant defence 
mechanisms.[8]Moreover, AgNPs have been shown to modulate the production of secondary metabolites, including 
phenolics, flavonoids, and essential oils, which are known to play crucial roles in plant defence mechanisms and 
human health benefits.[9]AgNPs are currently being produced by plants, which is a sensible method and can prevent 
and control plant diseases.AgNPs function as growth stimulators and are advantageous for seed germination and 
growth. Usage of AgNPs, has been beneficial for callus induction, organogenesis, the development of somatic 
embryos, Soma clonal variation, genetic change, and the creation of secondary metabolites as well as successfully 
controlling microbial contamination from explants. AgNPs have unique properties that make them useful in a 
variety of applications, including plant growth and development, their effects on plants can vary depending on the 
species and the application method used. AgNPs is helpful in developing and growing plants. Additionally, 
advances in nanoscience have helped us better understand the best way for nanoparticles to work in plants, resulting 
in improved the development and growth of plants. AgNPs are now being used more frequently to increase crop 
productivity. Studies have shown that AgNPs can enhance seed germination and plant growth, as well as increase 
metabolite production in some plant species. However, conflicting outcomes have been observed in different plant 
species, highlighting the need for more research to better understand the complex mechanisms involved in 
nanoparticle action and their phytotoxic.The amount produced of total phenol compounds, total flavonoids, and 
saponins is reduced when some herbal plant is exposed to copper heavy metals, which has been demonstrated to 
diminish its effectiveness. The review also discusses the mechanisms of action of AgNPs on plants and the 
limitations faced in applying these nanoparticles on a commercial scale. While the potential of AgNPs in plant tissue 
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culture is promising, more research is needed to determine the optimal conditions for their use and to ensure that 
their application does not have adverse effects on the environment and human health.[10] 
 
Role of Nanotechnology in plant tissue culture 
Nanotechnology is playing very precious role in plant biotechnology field. Plant biotechnology is important for 
improving the growth and development of plants. Through the help of nanotechnology, we can understand the 
important function and mechanism in biological system. Nanotechnology has shown various applications in the field 
of Plant biotechnology. It has major impact onin-vitro plant growth production. Under in-vitro conditions, plant is 
grown with sterile controlled conditions. There are different types of nanoparticles which shows great effect on in-
vitro plant. Several types of nanoparticles are utilized for proper growth of plant. Nanoparticles shows various 
advantages in in-vitro plant growth and developments. Under different stress conditions, plants are not able to 
survive, so this nanotechnology is helpful is enhancing the endurance and tolerance level of plant. [11]In plant 
biotechnology, plant tissue culture is a technique which is helpful in growing disease-free plant. In plant tissue 
culture, culture medium is provided with various types of nutrients such as vitamins and minerals. Nutrients is 
essential for the growth & development of the plants. Various types of bio-products which are in great demand can 
be produced through the help of plant tissue culture. In plant tissue culture, microbial contamination is the main 
problem which affects the growth and development of the plant[12] but with the combining of the nanotechnology 
with nanoparticles, it resulted in removal of microbial contamination. It also shows positive effects in production of 
various bioactive compounds, secondary metabolites, induction of callus, somatic embryogenesis, genetic 
transformation & organogenesis. It has great applications in producing disease-free plants, conservation of 
endangered plant species, genetic manipulation (genetical changes) and many others shown in figure A1.The main 
purpose of genetically change the plant is to get an enhanced variety of plant which gives better yield, highly 
bioactive compounds and helps in production of secondary metabolites.[13]Contamination causes problem in in-vitro 
plants, explants & consist of various kinds of contamination (contains various harmful pathogens) so, this problem 
should be solved.[14] In vanilla explant (Vanilla Planifolia Jacks ex-Andrews), AgNPs are added in Morishige and 
Skoog medium with varies concentration and it results in lowering the bacterial contamination.[15]There are several 
factors which is important for the plant tissue culture. Aseptic technique is one of the most important and basic need 
for plant tissue culture. There are different stages of culturing the plant but there are many obstacles like bacteria 
(e.g., Pseudomonas syringae, Bacillus licheniformis) and fungi which causes the bacterial and fungal contamination. This 
is due to improper washing of explants, inadequate tools, and controlled conditions.[16]To reduce the microbial 
contamination, explant is washed with mercuric chloride, ethanol, sodium hypochlorite. Secondly, different kinds of 
antibiotics and fungicides added into culture medium. Although these exhibits various phytotoxic, hinders nucleic 
acid synthesis, protein synthesis and disturbs cell membrane synthesis but the main purpose of adding these is to 
protect the plant from infection. These nanomaterials can act as decontaminant agent in plant tissue culture.[14]In 
plant tissue culture, nanomaterials and nanoparticles is playing a major role and developing very rapidly. The 
properties of nanoparticles are depending on types of nanoparticles utilized in the medium and it has shape, size and 
distribution.[17] Various researchers have been conducted on the utilization of nanoparticles in seed germination, 
plant improvement, and genetic manipulation [18]. Nanoparticles such as silica (SiO2)-AgNPs are utilized for 
conserving and maintaining the health of plants tissue culture. Nanoparticles can act as surface sterilization. It can 
sterilize the explants and help in eliminating the contamination such as bacterial and fungal. It is useful in genetic 
engineering techniques and can enhance the endurance of explant.[19] Metal and non-metal oxides influence the 
plant growth and development. It acts as decontaminate against contaminated surface [20]. Different nanoparticles 
play various roles in plant tissue culture. Nanoparticles such as ZnONPs, TiO2NPs, AgNPs helps in disinfection. To 
induce the Soma clonal variation AuNPs and AgNPs is utilized. Al2O3NPs, TiO2NPs and AgNPs can enhance the 
secondary metabolites in various plants. In genetic transformation dendrimers is beneficial for the process [21]. 
 
Effects of AgNPs in plant growth and development  
From the past few years, nanomaterials play an important role in various research fields like biomedical, chemical 
sciences and agriculture etc. In the field of agriculture and pharmaceuticals, the utilization of nanoparticles has been 
increased due to different method of synthesizing the nanoparticles. Specific and unique shapes and size of 
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synthesizing the nanoparticles has enhanced the application of nanoparticles. The Chemical and physical properties 
of AgNPs have been studied in order to boost the application in different fields [22]. Plant are the important elements 
of biosphere and it is very necessary source for the living things. So, it is very important to known about the effects 
of AgNPs on the growth and development of plants [23]. Scientists have organised various experiment in which they 
studied that nanoparticle extend the post- harvest shelf life of cut flowers and also it acts as regulator for various 
plant species. The very first step to grow a plant is seed germination and it is very important step because it is the 
initial seedling that is at risk of contamination such as bacterial and fungal. Other environment factors also effect the 
growth of the plant such as soil, salinity, water etc. For the initial stage, water is the essential components which is 
required for the growth and after certain period of time, embryonic axis develops from the seed coat.Radicle and 
plumule formation also occur, which further gives rise to roots and shoots.[24]For the growth of the plant, tissue 
culture utilized various media which is nutritive in nature. Aseptic conditions also utilized for the growth of the 
plant to avoid the contamination. To obtain the disease-free plants and transformation of plant genome, in-
vitrotechniques are applied.[25] AgNPs enhances the growth & development of plant.  
 
Nanomaterials can be utilized for the purpose of delivering gene at particular site, which is helpful in the functioning 
of the plant. Different type of physical and structural changes is observed when plants are exposed to nanomaterials. 
Plants express various functional changes which is depend on various factors like varying in the size of the 
nanoparticles, interaction of nanoparticles, surface coating and also changes varies from one plant species to another 
plant species. The nanoparticles of Ag are ranging in between 1 nm-100 nm. AgNPs can be synthesized by various 
method such as Chemical and Physical method. Both this method involves high energy and hazardous chemicals. 
Each method has its own advantages as well as disadvantages. AgNPs can be synthesized by biological method and 
which is advantageous because biological synthesized AgNPs are eco-friendly, non-toxic and less expensive.[26] 
Nowadays, AgNPs used widely because it exhibits various unique properties. Through the mechanism of action of 
AgNPs, the outcomes in growth of the plant can be enhanced.[27] AgNPs are one of the most important 
nanoparticles to study the effects on plants. AgNPs have the great potential that can acts as antimicrobial agents. 
Nowadays, AgNPs are taken into consideration due to its specific physicochemical properties and exhibiting the 
antimicrobial properties. This resulted in broad application in extensive variety of products with promising 
results.[28] Nano silver enhanced the production & growth of in-vitro plant. The effects of AgNPs on different types 
of plants are discussed in table A1. A study was conducted in order to check the effects of silver nitrate on in-vitro 
plant (date palm) growth. Different concentrations of silver nitrate were added into the culture medium (date palm). 
The outcome of adding silver nitrate into culture medium enhanced the regeneration stage. It increased the length of 
the shoots and also enhanced the number of leaves and shoots. The culture medium comprised of MS medium and 
in that medium plant growth hormone is added. Different types of plant growth hormones are added such as 
0.1mg/l NAA, 2.0 mg/l BA& 0.5 mg/l GA3. The main purpose of adding plant growth hormones is to increase the 
growth of the plant.[39]  
 
AgNPs synthesized by green method, in which the extract is taken from plant Swertia chirata (Gentianaceae). To solve 
the issue related with the conservation of the medicinal plant via, plant tissue culture, leaf extract of S.chirata plant 
was taken into consideration. S.chirata plant is an endangered as well as economically crucial plant. Due to over 
exploration of this plant, this plant become completely extinct from natural habitat. To preserve the plant species, in-
vitro culture method is utilized. The nanoparticles are prepared which is 20 nm in size and it comprises of various 
types of phytochemicals. Nanoparticles increased the growth of shoot culture including shoot induction and 
proliferation. The variety of AgNPs such as AgNO3 and Ag2S2O3 enhanced the regeneration of in-vitro plant as 
compare to sample of controls. AgNPs enclosed with phytochemicals has the capacity to change the chemical 
reactions which is occurring in plant regeneration. These will acknowledge the future utilization of bio-fabricated 
AgNPs in the field of agriculture and plant sciences.[40] It has a particular size,shape and it exhibits some properties 
like environment- friendly. Currently, nanoparticles it is widely utilized in horticulture because it provides various 
advantages and exert different properties. So today, in the field of horticulture, more attention is given on nutrient 
properties and antimicrobial properties. To improve the growth of the plant, it involves several types of pathways. 
Pathways involves different types of effects on different enzyme, growth hormones (Ethylene) and metabolism like 
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nitrogen metabolism. If the concentration on plant is accurate than it does not show any toxicity on the growth of the 
plants.[41] AgNPs can also play a role in handling the contaminants which is derived from explants. AgNPs can 
enhance the growth of callus induction (explant), secondary metabolites production.[42]The explant of Tecomella 
undulata (Roxb.) is cultured on medium and along with the medium PGRs (6 BAP & IAA) is added. AgNPs (5–
80 mg L−1) is also added to evaluate the effect.The results indicated that the AgNPs (10 mg L−1) along with the PGRs, 
BAP (2.5 mg L−1) and IAA (0.1 mg L−1) enhanced the number of shoots of explants and also increased the endurance 
of the plant due to barrier in ethylene.[43]Ethylene gas is utilized for culturing the Rosa hybrida L. under in-vitro 
condition. Leaf abscission of this plant is controlled by adding the nanoparticles such as AgNPs & CuNPs. It was 
observed that the AgNPs enhanced the height of shoots & improves the shoot multiplication coefficient. Many of the 
plantlets are not able to survive at the nursery stage. AgNPshelps in increasing the viability rate of young plant, 
which is at nursery stage. For the propagation of shoot, AgNPs are considered as important factor for growth and 
development.[44]A study showed that for culturing the Psidium friedrichsthalianum, AgNPs play important role in 
sterilizing the culture media. It acts as sterilizing agent because it has antimicrobial properties and it can fight against 
multiple pathogens. It increases the leaf area and also helps in growing the mass shoot. It brushes up the genetic 
transformation, enhance the callus induction (derived from explants) and metabolic production. AgNPs such as 
Argovit™ is added in in- vitro culture of Vanilla planifolia and it resulted that it did not show any toxic and genotoxic 
(harmful to genetic material) effects on plant. Also, it helps in improving the plant growth, yield of the plant, 
enhances the total phenolic content & rising the shoots growth. Argovit™ AgNPs minimise the contamination such 
as bacterial contamination in culture medium. AgNPs have been utilized to boost up the physical as well as 
biochemical properties of the plant which includes photosynthetic growth, improves flavonoid and phenolic content, 
reduces the toxic metals. To enhance the in-vitro culture of plants like medicinal plants, AgNPs is considered as best 
option for the growth of plant.[45]The explant of the plant can be sterilized with AgNPs as it can remove the 
microbial contamination and reduces the bacterial contamination in the culture media.  
 
It also plays a role in improving the structure of explant.[46] AgNPs exhibits antifungal as well as antiviral 
properties. Nanoparticles such as AgNPs help in increasing the growth of plant through improving the germination 
of seeds. Concentration of AgNPs is considered as important for the growth of plant. Optimum concentration is 
required by the plant, if the concentration of AgNPs is not specific then it can also show the negative effects. To 
minimise the pests in the crops, an experiment has been conducted with the use of AgNPs. The purpose of this 
experiment is to protect the plant from harmful pest and improve the nutritional value. This is helpful in decreasing 
the use of pesticides in farming. Chemical pesticides helpful in killing the pests. To protect the plant from harmful 
and pathogenic microorganism, the liquid silver solution is applied on plants. It helps in growth and development of 
the plants, increase the physiological activity and tolerate the stress in plants. In case of rice and grasserie, AgNPs 
nanoparticles is applied and it resulted that after 2 months of treatment, the rice does not show any effects, So, it is 
suggested that AgNPs is considered as best in protecting the seed. AgNPs considered suitable for plant growth 
stimulator [47]. 
 
Effects of AgNPs on secondary metabolite accumulation and production  
The Medicinal plants are gaining more interest because they are rich in producing various vital secondary 
metabolites. There are several factors that influence the growth and development of the plants such as environmental 
factor (light, temperature, humidity etc). These factors directly influence the pathways in plants such as anabolic 
pathways. Thus, it has major impact on secondary metabolites. To increase the production from the plant and to 
improve the quality of the different kinds of medicinal plants, plant industries are using several kinds of unnatural 
lights.[48] In a study Caralluma tuberculate (traditional medicinal plant)cultured under in-vitrocondition. In the culture 
media, along with the plant growth regulators different concentration of AgNPs were added. The purpose of adding 
the AgNPs in in-vitro cultures is to enhanced the production of antioxidant and secondary metabolites.[49]Caralluma 
tuberculata (Chung) is very useful plant which is rich in antioxidant potential and bioactive metabolites. This plant 
has some medicinal properties and it used in treating various diseases like asthma, diabetes & paralysis. The extract 
of this plant (in-vitro assays) is beneficial in carcinoma cell lines.[50] In the callus media, if concentration of AgNPs is 
boost up, then it enhanced the antioxidant enzyme activity. In a culture medium of Catharanthus roseus (Apocynaceae) 
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AgNPs is added in different concentration. At concentration of 75mg/L it shows higher concentration of alkaloid that 
is vinsblastine. To analyse the secondary metabolite, dichloromethane is utilized. The size of nanoparticles utilized 
for this purpose is 40nm.[51]In an experiment, the seeds of Ricinus communis (castor oil plant) was treated with 
AgNPsand it resulted that the seed which are treated with AgNPs enhances the production of antioxidant enzymes 
as compare to the seeds which are not treated with AgNPs.[52] In case of Proteus vulgaris, when AgNPs added in 
growth media or along with plant growth regulators like NAA (α-naphthalene acetic acid) auxin hormones increases 
the growth of callus, antioxidant potential and various secondary metabolites.[53]In the field of science especially in 
plant biotechnology, nanoparticles are usedwidely in this field and it has capacity to initiate the formulation of 
phytochemicals.[54] In a recent study, it is reported that adding the elicitors in the cell suspension culture can rise the 
formulation of various phytochemicals.[55]Elicitors have the potential to trigger the biological defence mechanism in 
plants. Along with the defence mechanism elicitors play important role in initiating the different kinds of pathways 
such as biosynthetic pathways. Pathways are activated according to the compound used in the treated plants.[56] 
Elicitors can be of two types biotic as well as abiotic, it has potential to boost up the production of various types of 
phytochemicals present in cell suspension culture of different plants.[57] The effect of AgNPs on different species is 
shown in table A2.(Ghanati and Bakhtiaria, 2014) reported that on addition of AgNPs into the media of Calendula 
officinalis L (Asteraceae) results in decrease in anthocyanin, carotenoid & flavonoid.[58] 
 
The size of AgNPs is 40nm.In a case study, it is reported that the effects of nanoparticles on plants is dependent on 
the types of nanoparticles, size, concentration, structure, and the way how nanoparticles are exposed to plants. A 
studyshowed that AgNPs can enhanced the secondary metabolites production. This method is helpful in 
determining the bioactive compounds at mass production via cell suspension culture (liquid medium) and it is 
beneficial for bioprocessing engineering. AgNPs is prepared by under the presence of hay bacillusextracts. It is 
synthesized by reducing Ag+ into Ag0. These AgNPs added into the cell suspension culture. The main aim of the 
study is to check the effects of AgNPs on phenolic compounds (individual), total phenolic content, total flavonoid 
content, accumulation of biomass production which can be dry or fresh. Along with this, it is used to check the 
pharmaceutical activities such as antibacterial, antioxidant, antifungal, and anticancer in bitter gourd (Momordica 
charantia L.). Addition of AgNPsin cell suspension culture increased the phenolic components of flavanols, such 
hydroxybenzoic and hydroxycinnamic acids. These acids were in higher amount in cell suspension culture as 
compare to the culture which does not contain theAgNPs. 
 
AgNPs-elicited showed that there is increase in H2O2 contents and Malondialdehyde in cell suspension culture. 
AgNPs-elicited culture shows that there is enhanced in phenolic compounds as well as in pharmacological activities 
such as antimicrobial when compare to non-elicited AgNPs.[59] The most important approach for the increase in the 
outcome of secondary metabolites is elicitation. Elicitation has the potential to regulate the biotic as well as abiotic 
elicitors. The abiotic component of elicitation includes various kinds of heavy metals like silver, gold etc. and all 
these metals can boost up the production of secondary metabolites. In case of S.  miltiorrhiza, silver metal (Ag) is 
considered as best for the enhancement for secondary metabolites. In root culture of S. miltiorrhiza, Ag+ is added and 
it shows effect on diterpenoid tanshinone accumulation. The effects are depended on the concentrations of Ag+ used 
in the culture. In culture medium, Ag2S2O3 is added and it resulted in enhancement in the yields of all three 
diterpenoid tanshinone i.e., tanshinone I, tanshinone IIA, cryptotanshinone. Sometimes, Ag+ have shown adverse 
effect in plant tissue culture like disturbing cell membrane. It is reported that heavy metals ion at low concentration 
can improve the flexibility of cell membrane. It also led to suppression of the growth but does not cause any cell 
death.[65] Heavy metals ions such as Ag+, Cd2+, Cu2+ can improve the alkaloids production in Brugmansia candidaand 
lead to create membrane disruption in case of Datura stramonium.[66] 
 
Effect of CuNPs in Plant Growth and development 
Copper is one of essential trace elements which is having great properties even in small concentration. CuNPs has 
shown the fungicidal properties in plant-based diseases. When the nanoparticles are present in high concentration it 
effects plant cell wall and plasma membrane nanoparticles can enter through root directly it get translocated in plant 
through various physiological pathway it firstly enter to plant by crossing cell wall , the limit for crossing cell wall is 
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5-20 nm which allow nanoparticles to easily penetrate inside due to their smaller size but large nanoparticles faces 
difficulty some nanoparticles even creates pore in cell wall which facilitates their entry. Due to high reactivity, small 
size, distinct morphology nanoparticles have been widely used in plant growth and development. One of the eight 
crucial micronutrients for plants is copper. Copper is necessary for the formation of chlorophyll, seeds, and 
numerous enzymatic processes in plants. Copper plays an important role in plant cell functioning.[67] 
Nanotechnology overall utilized for increasing the crop yield and nutrient absorption capacity of plant through latest 
applications.[68]Lower concentration of copper sulphate nanoparticles has seen increasing the shoot and root length 
in case of Verbena bipinnatifida Nutt. CuNPs has wide range of properties including antimicrobial, antibacterial and 
catalytic properties. They have high surface to volume ratio and has large interaction with other particles this 
property makes it a good drug loading source. Simple, environment friendly, low cost, copper-based nanoparticles 
can be designed.[69] CuNPs have been investigated for their potential effects on plant growth and development. 
Several studies have examined the impact of CuNPs on various plant species, and the findings indicate both positive 
and negative effects depending on the concentration as shown in table A3. One study conducted by Li et al. (2018) 
investigated the effects of CuNPs on the growth of wheat (Triticum aestivum) plants.[85]. 
 
The researchers exposed the plants to different concentrations of CuNPs and assessed their impact on plant height, 
biomass, chlorophyll content, and root development. They found that low concentrations of CuNPs had a 
stimulatory effect on plant growth, increasing plant height, biomass, and chlorophyll content. However, higher 
concentrations of CuNPs inhibited plant growth and development, leading to reduced plant height, biomass, and 
chlorophyll content. The study concluded that CuNPs can have both positive and negative effects on plant growth 
depending on their concentration. Another study by Sharma et al. (2019) investigated the effects of CuNPs on the 
growth and development of soybean (Glycine max) plants. The researchers exposed the plants to different 
concentrations of CuNPs and evaluated their impact on plant height, leaf area, root length, and seed yield. The 
results showed that low concentrations of CuNPs promoted plant growth, increasing plant height, leaf area, and root 
length. However, higher concentrations of CuNPs negatively affected plant growth, leading to reduced plant height, 
leaf area, and root length. The study suggested that the concentration of CuNPs plays a crucial role in determining 
their effects on plant growth and development.[86]. These studies demonstrate that CuNPs can have both positive 
and negative effects on plant growth and development, depending on their concentration. Low concentrations of 
CuNPs may have stimulatory effects, while high concentrations can inhibit plant growth and development.  
 
It is important to carefully regulate the application and concentration of CuNPs to minimize any potential negative 
impacts on plants.Analysis of three species Cajanus cajon L., Elodeadensa planch and Allium cepa plants is exposedto 
CuNPs at different concentration. The effect of CuNPs (20 nm) is seen on (Cajanus cajon L.) species in the colloidal 
suspension it enhances the growth and development of pigeon pea plant as shown in figure A2. It also improves the 
photosynthesis activity and act as a growth nutrient. The biomass of pigeon pea plant having less dry weight and 
less wet weight when it is not exposed to CuNPs but after exposure of CuNPs it shows high biomass and its root and 
shoot has been harvested for 4 weeks.[81] Anexperiment was conducted on wheat ‘Gazul’ seed, weight of twenty 
seeds has been measured and germinated on Petri dish, suspended in CuNPs in different concentrations of 
1,5,10,25,50,100 mg/L after 5 days results were observed and metabolic efficiency of seeds were observed. Analysis of 
variance has performed for detectingthe presence of CuNPs, where wheat seeds shown increasing tendency, dry 
weight of shoot does not show much influence while the dry weight of root is lower in presence of CuNPs.[87] 
 
Effect of CuNPs on Secondary Metabolite Accumulation and Production 
The effect of CuNPs on secondary metabolite production can vary depending on the specific secondary metabolite 
and the biological system in which it is produced. Secondary metabolites are organic compounds that are not directly 
involved in the growth, development, or reproduction of an organism but often play important roles in defence 
mechanisms and interactions with the environment. CuNPs can have inhibitory effects on secondary metabolite 
production. They may interfere with the enzymes involved in the biosynthetic pathways of secondary metabolites, 
leading to reduced production. Additionally, CuNPs can disrupt cellular processes and overall metabolic activity, 
which can indirectly affect secondary metabolite production. CuNPs can modify the chemical composition of 
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secondary metabolites. They may induce structural changes or chemical modifications in the metabolites, resulting in 
altered properties or activities. This alteration can have both positive and negative consequences, depending on the 
specific metabolite and its biological function. The effect of CuNPs on secondary metabolite production can vary 
across different species, making it important to consider the specific organism of interest.[88] One study conducted 
by Parveen et al. (2018) investigated the influence of CuNPs on the production of secondary metabolites in 
Catharanthus roseus (Madagascar periwinkle). The researchers treated C. roseus plants with different concentrations of 
CuNPs and analysed the levels of secondary metabolites, including alkaloids, phenolics, and flavonoids. The study 
found that the application of CuNPs led to a significant increase in the accumulation of secondary metabolites in C. 
roseus plants. The enhanced production of secondary metabolites was attributed to the elicitation effect of CuNPs, 
which stimulated the plants defence mechanisms and secondary metabolite biosynthesis pathways.[89] Another 
study by Abbas et al. (2020) investigated the impact of CuNPs on the production of secondary metabolites in Ocimum 
basilicum (basil) plants. The researchers treated basil plants with CuNPs and evaluated the levels of essential oil, 
which is a valuable secondary metabolite in basil.[90] The study demonstrated that the application of CuNPs 
significantly increased the content of essential oil in basil plants.  
 
The enhanced production of essential oil was associated with the upregulation of key enzymes involved in 
secondary metabolite biosynthesis pathways, which were triggered by the presence of CuNPs.Some studies have 
reported that exposure to low concentrations of CuNPs can enhance the accumulation of secondary metabolites in 
plants. These metabolites may include phenolics, flavonoids, alkaloids, terpenoids, and essential oils. The stimulation 
of secondary metabolite production is often attributed to the nanoparticles ability to induce oxidative stress and 
activate defence mechanisms in plants, leading to increased synthesis of protective compounds. CuNPs possess 
inherent redox properties, and they can act as antioxidants or pro-oxidants depending on their concentration. At low 
concentrations, CuNPs can scavenge reactive oxygen species (ROS) and mitigate oxidative stress in plants, thereby 
promoting secondary metabolite synthesis. On the other hand, at higher concentrations, CuNPs may generate excess 
ROS, leading to oxidative damage and potentially inhibiting secondary metabolite accumulation. Different plant 
species can exhibit varying responses to CuNPs exposure.  
 
Some plants may show increased secondary metabolite production, while others may experience inhibition or no 
significant changes. Additionally, variations in the nanoparticle size, shape, surface charge, and coating can influence 
the interaction between CuNPs and plant cells, leading to different outcomes in secondary metabolite accumulation. 
The effects of CuNPs on secondary metabolites and production is shown in table A4. The concentration or dose of 
CuNPs is a crucial factor determining their impact on secondary metabolites. Low concentrations are more likely to 
induce positive responses, while high concentrations can lead to toxicity and inhibit secondary metabolite synthesis. 
It is important to note that the optimal concentration range for stimulating secondary metabolites may vary for 
different plant species. Environmental conditions such as light intensity, temperature, humidity, and nutrient 
availability can interact with CuNPs and modulate their effects on secondary metabolite accumulation.[96]. 
 
Natural polymer chitosan polyvinyl alcohol hydrogels in addition with use of CuNPs has been studied in tomato 
(Solanum lycopersicon L.). It has shown the positive results towards biotic and abiotic stress by increasing the phenol 
content, lycopene, vitamin C content and also shows enhancement in enzymatic activity. Plants were treated with 
chitosan PVA hydrogel in concentration of 1gm, 100mM NaCl, 3.75 EDTA and leaves were covered in aluminium 
bag and frozen at -80°C at 23, 28, 42 delivered at terminal. Copper oxide nanoparticles effect is analysed on activity of 
antioxidant enzyme present in rice supernatant in different concentration 2,4,8,16 mg/l at 30 and 45 mg/l) sprayed on 
plant along with the distilled water, the antioxidant level of plant has shown tremendous increase by use of copper 
oxide nanoparticles. Furthermore, the effect has been seen in activity of soil and enzyme, copper oxide nanoparticles 
reduce the peroxidase and polyphenol oxidase activity.  To know whether the antioxidant activity is relevant of the 
all given values CuNPs toxicity has been widely documented in a variety of plant species, but there have also been 
several reports of their beneficial effects. CuONPs impact on the environment must therefore be carefully assessed, 
and standards for sustainable applications must be established.[97]. In case of Sesbania virgata, the effect of copper 
oxide nanoparticles is seen on its seed, it causes inhibition in growth of root and surface temperature is increased in 
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seeds so it shows that Copper oxide nanoparticles are having negative effect in growth of S. virgata by effecting initial 
development status. Effect of nanoparticle of copper has detected on tomato plant when it is affected by Fusarium 
wilt which is caused by fungus named Fusarium oxysporum. It effects tomato plants at concentration of 0.5 mg/ml but 
if the concentration is increased it shows strong inhibitory effect. It promotes tomato plant growth because when the 
fungicide is used (copper hydroxide) it causes the unwanted uptake of copper ions and thus shows negative effects 
on plant. This study shows one of application of CuNPs as fungicide.[98] Other effect of copper-based nanoparticles 
is seen on oomycete Phytophthora cinnamomic at 50 mg/l concentration where CuNPs are integrated with copper 
oxychloride (non-nano) cause growth inhibition while in the case of wheat it shows that combinatory effect of 
CuNPs with copper oxychloride promotes growth as rate of seed germination increased.[99] Other effect is seen on 
(Coriandrum sativum) where the plant which is treated with CuNPs shows decrease in root length and biomass as 
compared to plant which is untreated it also result in less level of chlorophyll a and chlorophyll b, increased 
electrolyte leakage and amount of H2O2. Genotypic effect is also seen by using Random amplified DNA technology 
and it shows that genetic composition has also manipulated by CuNPs.[100] 
 
CONCLUSION AND FUTURE PERSPECTIVE  
 
The importance of nanoparticles has been increased in various sectors of plant biotechnology. Several studies have 
shown the antimicrobial, antibacterial and catalytic properties of AgNPs and CuNPs. CuNPs have high surface to 
volume ratio and has large interaction with other particles which makes it a good drug loading source. The effects of 
AgNPs & CuNPs have been dependent on the size and shape. They show positive as well as negative effects on 
different plant species. AgNPs are in great demand because its production is very economical. The impact of 
CuONPs on environment must be carefully assessed, and standards for sustainable applications must be established. 
In order to create an integrative assessment suitable for regulation, future studies in nanotoxicology, which must 
systematically incorporate low concentrations and account for soil complexity in biology and physio-chemical 
variation in their experimental designs. Our findings also point to the significant potential for non-invasive optical 
techniques to be used as analytical tools for determining the physiological effects of nanoparticles on plants in their 
early stages of growth .According to different studies it is reported that, using modest doses of CuONPs increased 
the manufacture of phytochemical components in wheat shoots while also enhancing germination, vigor, plumule, 
and radicle length.  
 
Due to the build-ups of Cu and toxicity in plant tissue, high concentrations of CuONPs have inhibitory effects. 
Nanosilver is also utilized at low concentration because it is reported that high amount of nano-silver can produces 
harmful chemicals which can affect the growth & development of plant. A feasible way to achieve favourable 
outcomes in germination and development of seedlings as well as increased manufacturing of secondary metabolites 
is the use of CuONPs in green synthesis. AgNPs & CuNPs influence the production of secondary metabolites such as 
flavonoid, proline, antioxidant enzymes glutathione which in form of secondary metabolites when they get 
accumulate by heavy metal use, they were not able to protect the plant from different biotic and abiotic stress 
conditions. Green synthesis of AgNPs & CuNPs utilizing plant-based product is comparatively nontoxic, cost 
effective and environmentally friendly. It is previously known that nanoparticles are helpful in activating the various 
bioactive compounds in roots, shoots which is grown in-vitro. It also enhances the secondary metabolites production 
in plant species. Flavonoid are most important bioactive compound which demonstrate the strong oxidative 
property to plant. It is important to know about the interaction of nanoparticles with plant cell, to get more 
theoretical knowledge in order to develop new practical applications.  
 
ABBREVIATION 
 
AgNPs- Silver nanoparticles, CuNPs- Copper nanoparticles, PGRs- Plant growth regulators, SiO2 – Silicon dioxide, 
Ag2S2O3- Silver thiosulfate, IAA- Indole acetic acid, ZnONPs- Zinc oxide nanoparticles, TiO2NP- Titanium dioxide, 
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PVA- Polyvinyl alcohol,EDTA- Ethylenediaminetetraacetic acid, nm- nanometer, ppm- parts per million, NEF- nitrite 
embedded filtrate. 
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Table 1: Effects of AgNPs on plant growth & development 

Nanoparticles Particle 
size Concentration Plant growth 

hormones Plant species Effect on plant growth 
& development References 

AgNPs <1000nm 40mg/l IAA 
Trigonella 
foenum-
graecum 

Increase shoot length, 
no. of leaves, shoot 

dry weight 
[29] 

AgNPs 100nm 1000ppm - Oriental lilies 
Enhance flowering, 
biomass of bulb and 

leave 
[30] 

AgNPs 60nm - IAA Zea mays Increase in 
germination rate [31] 

AgNO3NPs 47nm 3mM - Brassica Root and shoot length 
revealed 

[32] 

AgNO3NPs - - - 
Acalypha 

indica Linn. 
Plant germination is 

more effective 
[30] 

AgNPs 20nm 5mM - 
Triticum 
aestivum 

Increase root shoot 
length [33] 

AgNPs - 50ppm - Pennisetum 
glaucum 

Germination rate of 
seed increased [34] 

AgNPs - 30g/ml - Oryza sativa Increase root 
development 

[35] 

AgNPs - 100mg/l - 
Lupinus 
seedlings 

Increase root 
branching 

[36] 

AgNPs - 15ml - 
Phaseolus 
vulgaris L. 

Increase root and 
shoot length [37] 

AgNPs 20nm 75mg/l - Pistacia vera Increase in plant 
growth 

[38] 
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Table 2: Effects of silver nanoparticles on secondary metabolite production of different plant species 
Name of 

the 
nanoparticl

es 

Particl
e size 

concentrati
on 

Name of the 
solvent 

Concentrati
on of 

solvent 

Plant 
species 

Effect on 
secondary 

metabolites 

Referenc
es 

AgNPs - 30 μg l−1 Methanol 1ml Prunella 
vulgaris L. 

Enhanced total 
phenolic content 

[53] 

AgNPs 40nm 0.4 mM 

Acidic 
methanol& 
deionised 

water 
 

aqueous 
acetone 

 
 

Ethyl acetate 

99:1(v/v) & 
1.25mL 

 
 
 

80 % 
 
 
 
 
- 

Calendula 
officinalis L 
(Asteraceae) 

Decrease in 
anthocyanin & 

flavonoid 
 
 

Decreased 
carotenoid content 
in the plant by 30 - 

50 % 
 

Increase in saponin 
content (177 % of 

the control) 

[58] 

AgNPs 8nm 5 mg/L Methanol 10ml (80%) Momordica 
charantia L. 

Showed a higher 
amount of 
flavanol’s 

(1822.37 µg/g), 
hydroxybenzoic 

(1713.40 µg/g) and 
hydroxycinnamic 

(1080.10 µg/g) 
acids 

[59] 

AgNPs 40nm 75 mg/L 
dichlorometha

ne 
5ml 

Catharanth
us roseus 

(Apocynace
ae) 

 

High concentration 
of alkaloid i.e., 

vinblastine 
observed 

[51] 

AgNPs 80-120 
nm 

300 ppm 

Methanol 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

10ml 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Black rice 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Flavonoids such as 
quercetin, 
apigenin, 

myricetin, catechin, 
kaempferol, 

isorhamnetin, 
luteolin, and tricine 

were increased 
significantly except 
luteolin glucosides 
and isorhamnetin 

glucosides. 
 

Terpenoids such as 
beta cymene, 

[60] 
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MilliQ water 

 
 
 
 
 
 
 
 

10ml 

 
 
 
 
 
 
 
 
 
 
 

gamma terpinene, 
terpinene-4-ol, 
alpha element, 

linalool, 
caryophyllene, beta 

ocimene, trans 
linalool, and 

myrcene were 
significantly increa

sed 
 
 

Saffrole, a toxic 
benzodioxole 

element, was not 
detected in any of 

the treatments. 

AgNPs - 1.0 mg/L Distilled water 
& acetonitrile 

- 
Cucumis 
anguria 

 

Enhanced total 
phenolic and 

flavonoid contents 
[59] 

AgNO3 - 3mg/L Methanol 5ml Capsicum 
sp. 

Increases only total 
phenolic content [61] 

AgNPs 100n
m 80ppm Distilled water 3.5 ml 

Pennisetum 
Glaucum L. 

 

High concentration 
of AgNPs 

produces more 
TFC 

 
High dosage of 

AgNPs inhibited 
the accrual of TPC 

[62] 

Ag& 
CuNPs - 

3:1 
 
 

1:3 

Ethanol 
 
 

Methanol 

1.5ml 
 
 

2ml (80%) 

Artemisia 
absinthium 

L. 

 

Increase TFC 
content 

 
Maximum TPC 
was recorded 

 
 

[63] 

Bio-AgNPs 15nm 

250 µg/mL 
 
 
 
 

31.25 µg/m
L 

Methanol 
 
 
 
 
 

Methanol 

- 
 
 
 
 
 
- 

Fagonia 
indica 

 

TPC increases as 
the concentration 

of AgNPs 
increased 

 
TFC 

decreased with 
increasing 

concentrations of 
BioAgNPs 

[64] 
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Table 3: Effect of CuNPs on different species of plant 

Nanoparticles Particle 
size Concentration 

Plant 
growth 

regulators 
Plant species Effect on plant growth 

& development References 

CuONPs - 500mg/l - Zea mays Inhibit maize growth [70] 

CuONPs - 10mg/l ABA, IAA 
Bt transgenic 

cotton 

Inhibit growth 
development and 
nutrient content 

[71] 

CuONPs 100nm 50mg/kg IAA Pisum sativum Improve the nutritional 
quality of plant [72] 

CuONPs  1000mg/l Proline Oryza sativa 

Photosynthetic rate, 
transpiration rate, 

stomatal conductance, 
maximal quantum yield 

of PSII declined 

[73] 

CuNPs - 20ppm - Zea mays L. 
Optimum growth 
character observed 

[74] 

CuONPs - 100-200mg/l - S. virgata 
Decrease in length, 

reduction in root length 
and plant growth 

[75] 

CuONPs - (0.5 mg/l) - Citrus X sinensis 

Improved germination, 
vigor, plumule and 

radicle length, in 
addition to increasing 

the biosynthesis of 
phytochemical 

compounds. 

[76] 

CuO+AsNPs - 1.4-7 mg/l - 
Oryza sativa 

japonica 
Decrease rice and seed 

germination [77] 

CuONPs 16nm (798.9 mg/ l - Lettuce Increase in root 
diameter 

[78] 

Cu2ONPs - 20ppm - Lycoperesculentum 

When enzymes are 
highly antioxidant, lipid 
peroxidation increases 
and DPPH's ability to 
scavenge free radicals 

declines. 

[79] 
 

CuONPs - 0.01-1 mg/l - Alternaria solani 
Inhibit mycelium 

development and spore 
germination 

[80] 

CuONPs - 20ppm - Cajanus cajan L. 
increase in height, root 
length, fresh and dry 

weights 

 
[81] 

CuONPs - 300mg/l - Maize seedling 

reduction in all plant 
growth traits and 

induced toxicity in 
maize. 

[82] 

CuSO4-NPs - - - 
Verbena 

bipinnatifida Nutt 
Enhance phenolic 

content [83] 
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CuNPs 20nm - - 
Coriandrum 

sativum 

Root length and 
biomass decreased also 

effect genetic 
composition 

[84] 

 
Table 4: Effect of CuNPs on secondary metabolites production 

Nanoparticles 
Particle 

size Concentration 
Name of 
solvent 

Concentration 
of solvent Plant species 

Effect on 
secondary 

metabolites 
References 

CuNPs - 4mg/l Hoagland sol. 50% G. procumbens. 

Reduce the 
production 

of total 
flavonoid, 

phenol, 
saponins 

[91] 

CuNPs 760 nm 30µg l
-1

 

Aluminium 
chloride 
sodium 

hydroxide 

- Stevia 
rebaudiana 

Enhance 
production 
of phenol 

and 
flavonoids 

[92] 

CuNPs 2.1 nm - 

Copper 
sulphate, 

demineralized 
water 

10ml 
Chlamydomonas 

Reinhardtian 

Enhance 
phenolic 

production 
[93] 

CuO NPs - 8mg/l - - Mustard 

Increase 
sec. 

metabolite 
production 

[94] 

CuO NPs - 6mg/ ml - - Citrus X 
sinensis 

Enhance 
production 

of 
secondary 

metabolites 

[76] 

CuNPs - 5ml 
Copper 
sulphate 
solution 

0.001M Zea mays L. 

Enhance 
sec. 

metabolite 
production 

[74] 

CuO NPs - 100mg/l - - Stevia 
rebaudiana 

High 
flavonoid 

and 
phenolic 
content 

[95] 
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Figure 1: Role of nanotechnology in plant tissue culture 
[14]. 

Figure 2: Biomass analysis of Cajanus cajon 
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A powerful tool to handle situation involving uncertainty and ambiguity, the Picture Fuzzy Set (PFS) is 
an extension of the Intuitionistic Fuzzy Set (IFS).Each element in the PFS is represented by three 
parameters: membership, neutrality and non-membership degrees. By utilizing the picture fuzzy 
numbers in which the membership, neutral, and non-membership degrees are represented as four and 
five tuples, respectively were introduced. Trapezoidal picture fuzzy numbers can be used to solve the 
picture fuzzy linear programming problem. In this research, we propose a new ranking algorithm to 
defuzzify the Trapezoidal picture fuzzy number. By considering two types, Type 1 (constraints) and 
Type 2 (cost) , in which the mentioned parameters are represent as Trapezoidal picture fuzzy numbers, 
we can use this ranking formula to find an initial basic feasible solution (IBFS) to a Trapezoidal picture 
fuzzy linear programming problem. We also compared and examined from the given data and  
Trapezoidal picture fuzzy linear programming problem. 
 
Keywords: Trapezoidal Picture Fuzzy number, Linear Programming Problem, Trapezoidal  Picture 
Fuzzy Linear Programming problem, Ranking formula. 
 
INTRODUCTION 
 
Zadeh [1] introduced the fuzzy sets. In the field of Intuitionistic Fuzzy Numbers (IFNs), Grzegorzewski [2] 
constructed two families of metrices and suggested a ranking mechanism for Intuitionistic Fuzzy Numbers (IFNs) 
based on these metrices. By adopting a statistical perspective and understanding each Trapezoidal Intuitionistic 
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Fuzzy Number (TIFN)as an ensemble of regular fuzzy numbers, Mitchell [3] extended the natural ordering of real 
numbers to these numbers. Li [4] suggested a Trapezoidal Intuitionistic Fuzzy Numbers (TIFN) Ranking Order 
Relation utilizing Lexicographic Technique. Ranking Fuzzy Numbers with an area between the centroid point and 
Original point was introduced by T.C.Chu and C.T. Tsao [5]. Linear programming method for multi attribute  
decision making using if sets was introduced by D.F.Li,G.H.Chen and Z.G.Huang [6].  In this paper, a Trapezoidal 
Intuitionistic Fuzzy Numbers (TIFNs) was first defined. Our main goal has been to investigate a useful method for 
dealing with linear programming issues when the data are presented as intuitive fuzzy integers. A way to resolve 
linear programming issues involving Trapezoidal Intuitionistic Fuzzy Numbers is suggested using the new ranking 
function.  
 
Basic Definitions 
Definition 2.1 : A PFS in V is defined by B = , ( ), ( ), ( ) ⁄ ∈  where ( ), ( ), ( ) ∈ [0,1], 0≤

( ) + ( ) + ( ) ≤ 1.  The ( ), ( ), ( ) ∈ [0,1] signify respectively, the element of t’s degree of positive, 
neutral and negative membership in the collection B . For each PFS B in V, the refusal membership degree is 
described as 

( ) = 1 − ( ) + ( ) + ( ) . 
Definition 2.2  : A Picture Fuzzy Number (PFN) q is defined in a PFS, where q ∈ , as  
= , ( ), ( ), ( ) ⁄ ∈ , where 

( ) =

⎩
⎪
⎨

⎪
⎧ ( ),      ≤ <

   ,    ≤ ≤
( ),  ≤ <   

0 , ℎ
.

 

( ) =

⎩
⎪
⎨

⎪
⎧ ( ),      ≤ <

   ,    ≤ ≤
( ),  ≤ <  

0 , ℎ
.

 

  ( ) =

⎩
⎪
⎨

⎪
⎧ ( ),      ≤ <

   ,    ≤ ≤
( ),  ≤ <   

0 , ℎ
.

 

 
Definition 2.3 : A TPFN ‘zq’  is defined in a picture fuzzy subset in S with the following positive ( ), neutral 

( ) and negative-membership function ( ). 

( ) =

⎩
⎪⎪
⎨

⎪⎪
⎧ ( ) =

−
− ,      ≤ <

   ,                          ≤ ≤

( ) =
−
− ,  ≤ <   

0 , ℎ

 

( ) =

⎩
⎪
⎪
⎨

⎪⎪
⎧ ( ) =

− + ( − )
− ,      ≤ <

   ,                                              ≤ ≤

( ) =
− + ( − )

− ,  ≤ <   

                    0 , ℎ
.
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( ) =

⎩
⎪⎪
⎨

⎪⎪
⎧ ( ) =

( )
,      ≤ <

   ,                                              ≤ ≤

( ) = ( ) ,  ≤ <   
                    0 , ℎ

.

 

Where ≤ ≤ ≤ ≤ ≤ ≤ ≤  for all    with the constraints  
0≤  , , ≤ 1       + + ≤ 1. 
TPFN ′ ′  is denoted by  

= ( , , , ; , , , ; , , , ). 
Definition 2.4 : TPFN of Ranking formula 
If  = (  , , , ;  , , , ;  , , , ) is a TPFN, then the crisp value of , is given below. 

=
+ 2 + 2 + + + 2 + 2 + + + 2 + 2 +

18
 

 
Algorithm  
Step (1) : Consider the Trapezoidal Picture Fuzzy Linear Programming Problem. 
Step (2) : Convert the considered Trapezoidal Picture Fuzzy Linear Programming Problem into Crisp Linear  
Programming Problem using ranking function 
Step (3) : Identify whether the provided LPP's objective function can be maximized or minimized, and then use the 
conclusion to transform the problem into one of maximization. 
Minimum z = -Maximum (-z). 
Step (4) : By including slack and surplus variables in the constraints, all of the inequalities of the constraints can be 
transformed into equations. Set the costs of these factors to zero. 
Step (5) : Obtain the initial basic feasible solution to the problem in the form   =  b and  put it in the first column 
of the simple table 
Step (6) : Compute the net evaluation zj-cj (i=1,2,3,….n) by using the relation zj-cj=cijyj –cj  where yj=B-1a  
Examine the sign zj-cj  
if  all (zj-cj)≥0  then the initial basic feasible solution    is an optimum basic feasible solution. 
If atleast one (zr-cr ) < 0  
If there are more than one negative zj-cj then choose the most negative of them. Let it be zr-cr for some j = r.  
 
Numerical Examples  
 Example 4.1: 
                      5 +3  
                     Subject to:               
                        4 +3  ≤ 12 
                         1 +3  ≤ 6   
                              ,  ≥ 0. 
 
Trapezoidal 

= 5 ={(4,4.68,5.36,6.04),(4,4.68,5.36,6.04),(4, 4.68,5.36,6.1)} 
= 3={(2.5,2.62,2.97,3.2),(2.3,2.62,2.97,3.29),(2,2.62,2.97,3.5)} 
= 4={(3.5,3.68,4.12,4.1),(3.2, 3.68,4.12,4.61),(3, 3.68,4.12,5.01)} 
= 3={(2.5,2.78,3.16,3.49),(2.3, 2.78,3.16,3.53),(2.4, 2.78,3.16,3.6)} 
= 1={(0,0.67,1.34,2.01),(0,0.67,1.34,2.01),(0,0.67,1.34,2.01)} 
= 3={(2.8,2.82,3,3.19),(2.6,2.82,3,3.2),(2.5,2.82,3,3.19)} 

= 12={(11,11.83,12.66,13.01),(11,11.83,12.66,13.49),(11,11.83,12.66,14)} 
= 6={(5.5,6.1,6.93,7.5),(5.3,6.1,6.93,7.1),(5,6.1,6.93,8.09)} 
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CRISP 
=  5 =5.02 
= 3= 2.796 
= 4=3.9011 
= 3=2.97 
= 1=0.938 
= 3=2.911 

= 12=12.246 
= 6=6.515 

 
Max Z   =   5.02 +2.796  
Subject to 
3.9011 +2.97  ≤ 12.246 
0.938 +2.911  ≤ 6.515 

,  ≥ 0.  
  
After introducing slack variables: 
 
Max Z   =   5.02 +2.796 +0 +0  
Subject to  
3.9011 +2.97 + +0=12.246 
0.938 +2.911 +0+ = 6.515 
  and  ,  , ,  ≥ 0. 

 
Iteration-1   

 
 

5.02 
 

2.796 
 

0 
 

0  

 
B 

 
 

 
 

 
1 

 
2 

 
1 

 
2 

Min ratio 

1
 

1 0 12.246 (3.9011) 2.97 1 0 3.1391→ 
2 0 6.515 0.938 2.911 0 1 6.9456 

Z=0   0 0 0 0  
  −  -5.02↑ -2.796 0 0  

Table (a) 
 
Negative minimum −  is -5.02 and its column index is 1.So,the entering variable is 1. Minimum ratio is 3.139 and 
its row index is 1.So,the leaving basis variable is 1. 
∴ The pivot element is 3.9011. 

Iteration-2   
 5.02 2.796 0 0  

 
B 

 
 

 
 

 
1 

 
2 

 
1 

 
2 

Min ratio 

1
 

1 
 5.02 3.1391 1 0.7613 0.2563 0  

S2 0 3.5705 0 2.1969 -0.2404 1  
Z=15.7584   5.02 3.8218 1.2868 0  

  −  0 1.0258 1.2868 0  
Table (b) 
Hence, optimal solution is arrived with value of variables as: 

1 = 5.02, 2= 1.0258,Max Z = 15.7584 
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 Example 4.2: 
                 25 1+48 2 
                  Subject to:               
                        15 1+30 2 ≤  45000 
                         24 1+6 2 ≤  24000 
                            21 1+14 2 ≤  28000 
                              1, 2 ≥ 0. 
 
TRAPEZOIDAL 

1= 25 ={(19,23.5,28.5,33.01),(18.5,23.5,28.5,33.5),(18,23.5,28.5,33.5)} 
2= 48={(44,47.33,51.16,53.99),(43.5,47.33,51.16,54.99),(43,47.33,51.16,55.99)} 

 
CRISP 

1 =  25 = 26 
2= 48 = 49.24 

        
 Max 26 +49.24  
  Subject to:               
              15 +30  ≤ 45000 
              24 +6    ≤ 24000       
                21 +14  ≤ 28000 
                        ,  ≥ 0. 
After introducing slack variables: 
Max Z   =   26 1+49.245 2+0 1+0 2+0 3 
Subject to  
  15 1+30 2+ 1+0 2+0 3 = 45000 
24 1+6 2+0 1 + 2 + 0 3 = 24000 
21 1+14 2+0 1+0 2+ 3 = 28000 
and  1, 2 , 1, 2, 3 ≥ 0. 

Iteration-1  
 

 26 49.245 0 0 0  

 
B 

 
 

 
 

 
1 

 
2 

 
1 

 
2 

 
3 

Min ratio 

1
 

1 0 45000 15 (30) 1 0 0 1500→ 
 0 24000 24 6 0 1 0 4000 

3 0 28000 21 14 0 0 1 2000 
Z=0   0 0 0 0 0  

  −  -26 -49.245 0 0 0  
Table (c) 
Negative minimum −  is -49.245 and its column index is 2.So,the entering variable is 2. Minimum ratio is 1500 
and its row index is 1.So,the leaving basis variable is 1. 
     ∴ The pivot element is 3   

Iteration-2   26 49.245 0 0 0  

 
B 

 
 

 
 

 
1 

 
2 

 
1 

 
2 

 
3 

Min ratio 

1
 

2 49.245 1500 0.5 1 0.0333 0 0 3000 
2 
 0 15000 21 0 -0.2 1 0 714.2857 
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 0 7000 (14) 0 -0.4667 0 1 500→ 
Z=73867.5   24.6225 49.245 1.6415 0 0  

   
−  

 
-1.3775 ↑ 

 
0 

 
1.6415 

 
0 

 
0 

 

Table (d) 
Hence, optimal solution is arrived with value of variables as: 

1 = 5.02, 2= 1.0258,Max Z = 15.7584 
Iteration-3  Cj 26 49.245 0 0 0  

B CB XB X1 X2 S1 S2 S3 
Min ratio 

XB

X1
 

X2 49.245 1250 0 1 0.05 0 -0.0357  
S2 0 4500 0 0 0.5 1 -1.5  
X1 26 500 1 0 -0.0333 0 0.0714  

Z=74556.25  Zj 26 49.245 1.5956 0 0.0984  
  Zj −Cj 0 0 1.5956 0 0.0984  

Table (e) 
Hence, optimal solution is arrived with value of variables as: 

1 = 26, 2= 49.245,Max Z = 74556.25 
 
COMPARISON AND CONCLUSION 
  
The Comparison of Optimum solution of given data and TPFLPP can be made and shown in the table  
GIVEN  DATA TPFLPP 
11.6872 15.7584 
70500 74556.25 
Table (f) 
In this paper, we conclude that given data and TPFLPP gives better solution, then the existing method. 
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In this paper, a new study of power Rama distribution called as weighted power Rama distribution has 
been proposed. Its different statistical properties have been investigated and the model parameters of the 
proposed new distribution are estimated by using the method of maximum likelihood estimation. 
Finally, a new distribution has been examined and analysed with real lifetime data set from medical 
sciences to discuss its superiority and flexibility. 
 
Keywords: Power Rama distribution, Weighted distribution, Order statistics, Survival analysis, 
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INTRODUCTION 
 
In recent times, researchers have applied various probability models for modeling lifetime data occurring from 
diversified fields like engineering, medical sciences, finance, insurance etc. There are various cases were classical 
distributions may not provide best fit to lifetime data. In such a situation an attempt has been made to generalize the 
classical probability distributions by adding an extra parameter to the existing classical distribution. This extra 
parameter can be added through various techniques. One such technique is of weighted technique. The concept of 
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weighted distribution is useful in distribution theory because it provides a new outlook to the existing classical 
distributions. Fisher (1934) studies the concept of weighted distribution to model the ascertainment bias, which was 
later formalized by Rao (1965) in a unified manner while modeling the statistical data when the standard 
distributions were not appropriate to record the observations with equal probabilities. The weighted distribution 
provides a collective approach to deal with model specification and data interpretation problems. The weighted 
distributions are remarkable for efficient modeling of statistical data and prediction, obviously when standard 
distributions are not appropriate. 
 
The weighted distributions arise when the observations are recorded by an investigator in nature according to 
certain stochastic model, the distribution of recorded observation will not have the original distribution unless each 
and every observation is given an equal chance of being recorded. The weighted distributions are applied to modify 
the probabilities of events as observed and transcribed. The weighted distributions play a dominant role to attract 
large number of researchers to contemplate on and to carry out research on this topic. The weighted distributions are 
applied in various research areas related to reliability, ecology, biomedicine, Meta analysis, analysis of family data, 
analysis of intervention data and other areas for the improvement of proper statistical models. The weighted 
distribution reduces to length biased distribution when the weight function considers only the length of units of 
interest. The concept of length biased sampling was introduced by Cox (1969) and Zelen (1974). 
 
Many authors have studied the various weighted probability models along with their illustrations and applications 
in different fields. Kersey (2010) constructed the weighted inverse Weibull distribution (WIWD) and beta-inverse 
Weibull distribution (BIWD). Ye et al. (2012) developed a weighted generalized beta distribution (WGBD) of second 
kind. Bashir and Rasul (2015) discussed the weighted Lindley distribution. Das and kundu (2016) developed the 
weighted exponential distribution and its length biased version. Saghir et al. (2017) studies weighted distribution 
with a brief review, perspective and characterizations. Shanker, Shukla and Leonida (2019) introduced weighted 
quasi Lindley distribution with properties and application. Kilany (2016) developed the weighted Lomax 
distribution and discuss its properties and application.Mahdi (2020) executed weighted exponential Lomax 
distribution with applications. Bashir and Rasul (2018) constructed new weighted Rayleigh distribution with 
properties and applications on lifetime data. Rather and Subramanian (2019) presented weighted Sushila distribution 
with properties and applications. Dar, Ahmed and Reshi (2020) constructed the weighted gamma-Pareto distribution 
and its application. Recently Rajagopalan, Ganaie and Nair (2023) presented the weighted three parameter Pranav 
distribution with applications in industrial and medical sciences. 
 
Power Rama distribution is a two parametric lifetime model proposed by Abebe, Tesfay, Eyob and Shanker (2019) of 
which one parameter Rama distribution is a particular case of power Rama distribution. Its various statistical and 
reliability properties which include moments, survival function, hazard rate function, mean residual life function, 
shapes of  density for varying values of parameters, the mean and variance have been discussed. The method of 
maximum likelihood estimation has been discussed for estimating the parameters of proposed distribution. Shanker 
(2017) studied one parameter Rama distribution and obtained its various mathematical and statistical properties. The 
parameters have also been estimated through the method of moments and maximum likelihood estimation. Edith, 
Ebele and Henrietta (2019) developed two parameter Rama distribution, obtained its various mathematical and 
statistical properties and estimate its parameters through method of moments and maximum likelihood estimation.  
 
Weighted Power Rama (WPR) Distribution 
The probability density function of power Rama distribution is given by 

  )1(0,0,0  ;131
63

4
),( 





 






 xθxexxx;f  

and the cumulative distribution function of power Rama distribution is given by 
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  Let X be the random variable following non negative condition having probability density function )(xf .Let its 

non-negative weight function be )(xw , then the probability density function of weighted random variable wX  is 

given by 
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xwf  ,  .0x  

  .)()())(( and)(befunction weight  negative-non theWhere dxxfxwxwExw  
  In this paper, we have to obtain the weighted version of power Rama distribution, particularly when w(x) = xc, 
resulting distribution is called weighted distribution. We have considered the weight function as w(x) = xc to obtain 
the weighted power Rama distribution and its probability density function is given by 
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By using the equations (1) and (4) in equation (3), we will obtain the probability density function of weighted power 

Rama distribution as 
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and cumulative distribution function of weighted power Rama distribution can be obtained as 
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After the simplification of equation (6), we will obtain the cumulative distribution function of weighted power Rama 

distribution as 
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Survival Analysis

 
In this section, we have obtained the survival function, hazard rate function, reverse hazard rate function and Mills 
ratio of the weighted power Rama distribution. 
 
Survival function 
The survival function or reliability function of weighted power Rama distribution can be obtained as 

)(1)( xFxS w  
















 








 







 


















θx
c

θx
c

cc
θ

xS ,
)4(

,
)(

)4()(
1

1)( 3

3
 

Hazard function 
The hazard function is also known as hazard rate or failure rate or force of mortality and is given by 
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Reverse hazard function 
The reverse hazard rate function is given by 
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Mills Ratio 
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Structural Properties

 

In this section, we have obtained the various statistical properties of weighted power Rama distribution these 
include moments, harmonic mean, MGF and characteristic function.

  
Moments 
Let X denotes the random variable following weighted power Rama distribution with parameters θ, α and c, then the 
rth order moment E(Xr) of proposed distribution can be obtained as 




0
)(')( dxxfxXE w

r
r

r 
 

  dxexx
cc

θ
xrXE θxcr

c

 







 



0
31

3
1

)4()(
)(

4













 


 

 

  dxexx
cc

θ
XE θxrc

c

r
 








 



0

31

3

4

1
)4()(

)(
















 

 

  








 



0

31

3

4

1
)4()(

)( dxexx
cc

θ

rXE θxrc

c
















 

Soumya et al., 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

63452 
 

   
 
 

)8(
)4()(

)(
0 0

141

3

4







 








  



dxexdxex
cc

θ
XE

θxrcθxrc

c

r















 












11

1

1

Also

Put 


 



t

dt

x

dt
dxdtdxx

txtx

 

After simplification, equation (8) becomes 
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By putting r= 1, 2, 3 and 4 in equation (9), we will obtain the first four moments of weighted power Rama 
distribution as 
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Harmonic mean 
The harmonic mean for the proposed weighted power Rama distribution can be obtained as 
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After the simplification of equation (10), we obtain 
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Moment generating function and characteristic function 

Let X denotes the random variable following weighted power Rama distribution with parameters θ, α and c, then the 

moment generating function of proposed distribution can be obtained as 

  dx(xfeeEtM w
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Using Taylor series, we obtain 
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Similarly,the characteristic function of weighted power Rama distribution can be determined as
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Order Statistics 

 Order statistics is a useful in statistical sciences and have wide range of applicability in reliability and life testing. Let 

X(1) , X(2) ,…, X(n)denotes the order statistics of a random sample X1, X2,…, Xn  from a continuous population with 
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probability density function fx(x) and cumulative distribution function FX(x), then the probability density function of 

rth order statistics X(r)is given by 
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By using the equations (5) and (7) in equation (11), we will have obtained the probability density function of rth order 

statistics of weighted power Rama distribution as 

 

rn

r

θxc

c

rx

θx
c

θx
c

cc

θx
c

θx
c

cc
θ

exx
cc

θrnr

n
xf

































































































































































































,
)4(

,
)(

)4()(
1

1           

,
)4(

,
)(

)4()(
1

1
)4()(!)(!)1(

!
)(

3

3

1

3

3

31

3

4

)(

 

Therefore, the probability density function of higher orderstatistic X(n) of weighted power Rama distribution can be 

obtained as
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and the probability density function of first order statistic X(1) of weighted power Rama distribution can be obtained 

as
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Likelihood Ratio Test 

Let the random sample X1, X2,….Xn of size n from the power Rama or weighted power Rama distribution. To test we 

use the hypothesis 
),,; ()(:1  against          ),; ()(: cxwfxfHxfxfoH  

 
In order to determine whether the random sample of size n comes from the power Ramadistribution or weighted 

power Rama distribution, the following test procedure is used  
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Equivalently, we should also refuse to retain the null hypothesis where 
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  Whether for the large sample of size n, 2log Δ is distributed as chi-square distribution with one degree of freedom 

and also chi-square distribution is employed for determining p value. Thus, we reject to retain the null hypothesis if 

the probability value is given by 
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Bonferroni and Lorenz Curves

 The bonferroni and Lorenz curves also termed as classical curves are used to measure the distribution of inequality 
in income or poverty. The bonferroni and Lorenz curves are given by 
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After simplification equation (12) becomes 
















































θq
c

θq
c

cc
p

pB

c

,
)14(

,
)1(

)14()1(
)(

3

14




















 



 
















































θq
c

θq
c

cc
pL

c

,
)14(

,
)1(

)14()1(
)( 

3

14




















 



 

 
Maximum Likelihood Estimation and Fisher’s Information Matrix

 
In this section, we will discuss the parameter estimation of weighted power Rama distribution by using the 

method of maximum likelihood estimation. Let X1, X2,…,Xnbe a random sample of size nfrom the weighted power 
Rama distribution, then the likelihood function can be written as
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The log likelihood function is given by 
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By differentiating the log likelihood equation (13) with respect to θ, α and c and must satisfy the following normal 

equations 
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Where ψ (.)is the digamma function. 
The above system of non linear equations are too complicated to solve it algebraically. Therefore we use R and 
wolfram mathematics for estimating the required parameters of the proposed distribution. 
 In order to use the asymptotic normality results for obtaining the confidence interval. We have that if 
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  Here, we show that 
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Application 
In this section, we have fitted a real lifetime data set in weighted power Rama distribution to discuss its goodness of 
fit and the fit has been compared over power Rama, two parameter Rama and one parameter Rama distributions. 
The real lifetime data set is given below as The following real lifetime data set consists of 100 samples represents the 
birth weight of babies collected by the researcher from a private hospital in Kerala India during the year 2021. The 
real life time data set is given below in table 1 as 
 
In order to determine the model comparison criterion values, the unknown parameters are also computed through 
the technique of R software. In order to compare the performance of weighted power Rama distribution with power 
Rama, two parameter Rama and one parameter Rama distributions, we use the criterions like Bayesian Information 
criterion (BIC), Akaike Information Criterion (AIC), Akaike Information Criterion Corrected (AICC) and -2logL. The 
better distribution is which corresponds to the lesser values of AIC,BIC, AICC and -2logL. For computing the 
criterions like AIC, BIC, AICC and -2logL following formulas are used 

 
1
)1(2        and           log2log,log22





kn
kkAICAICCLnkBICLkAIC  

 
Where k is the number of parameters in the statistical model, n is the sample size and –2logLis the maximized value 
of log-likelihood function under the considered model. 
 
From table 2 given above, it has been clearly seen from the results that the weighted power Rama distribution has the 
lesser AIC,BIC, AICC and -2logLvalues as compared to the power Rama, two parameter Rama and one parameter 
Rama distributions. Hence, it can be concluded that the weighted power Rama distribution provides a better fit over 
power Rama, two parameter Rama and one parameter Rama distributions.  
 
CONCLUSION 
 
The present paper established a new model of power Rama distribution termed as weighted power Rama 
distribution has been executed. The new distribution is generated by using the weighted technique to the classical 
distribution. Its various statistical properties which include moments, survival function, hazard rate function, 
moment generating function, harmonic mean, shape of the pdf and cdf, order statistics, bonferroni and lorenz curves 
have been studied. The parameters of new distribution have also been estimated by using the method of maximum 
likelihood estimation. Finally, a new distribution has been demonstrated with real lifetime data set to discuss its 
supremacy and it is observed from the result that the weighted power Rama distribution fits quite satisfactory over 
power Rama, two parameter Rama and one parameter Rama distributions. 
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Table 1: Data regarding the birth weight of babies in Kerala during the year 2021 
3.005 3.35 2.805 2.92 3.065 3.55 2.77 2.715 2.885 3.145 
2.76 3.865 2.8 3.34 3.78 3.135 3.14 3.6 2.95 3.295 
3.105 2.91 3.435 1.66 2.38 2.8 2.625 3.05 2.695 2.15 
3.11 1.08 3.975 2.71 3.19 0.985 3.125 3.22 2.875 2.94 
3.035 3.43 3.06 2.67 2.915 2.77 2.95 2.7 2.67 2.68 
3.43 1.635 2.6 3.07 2.32 3.025 2.98 3.09 2.8 2.865 
3.965 2.35 2.805 2.625 3.02 3.06 2.71 3.07 2.035 3.41 
2.63 2.88 3.135 3.57 2.55 3.745 3.36 2.995 3.58 2.25 
2.98 2.96 2.77 3.33 3.78 3.3 2.795 3.045 1.96 3.11 
3.265 2.72 2.98 2.095 2.495 4.035 3.725 3.09 3.61 3.2 
 
Table 2: Comparison and Performance of Fitted Distributions 

Distributions MLE S.E - 2logL AIC BIC AICC 

Weighted Power 
Rama 

415.3620389ˆ

8.08415153ˆ
0.86969944ˆ







c





 3.34534534ˆ

1.40328122ˆ
0.02100096ˆ
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 139.6608 145.6608 153.4763 145.9108 
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Power Rama 
1.32358451ˆ
0.80922370ˆ









 0.07390590ˆ
0.04788841ˆ








 307.9417 311.9417 317.152 312.0654 

Two Parameter Rama 
 1.35744128ˆ

0.00100000ˆ









 0.03604148ˆ
0.01003002ˆ









 
277.9187 281.9187 287.129 282.0424 

Rama 1.15134710ˆ 
 

0.05229817ˆ 
 

322.2909 324.2909 326.896 324.3317 
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A type of graph labelling is graph colouring. It is the process of assigning the vertices of a graph with 
colors so that no two neighbouring vertices have the same colour. Assume G is a graph with the 
chromatic coloring C specified. The rainbow neighbourhood in G is the closed neighbourhood of a vertex 
v belonging to V(G) and containing at least one coloured vertex of each colour in G's chromatic colouring 
C. Johan colouring or J-coloring is possible if every vertex of G belongs to a rainbow neighbourhood of 
Graph G. We investigate Johan Coloring of several network types Graph in this paper. 
 
Keywords: Rainbow neighbourhood, Johan Coloring, Johan Coloring Number, Honeycomb Network, Seirpinski 
Triangle, Triangular Grid Graph, Hexagonal Mesh, Butterfly Network, Benes Netwok.  
 
 
INTRODUCTION 
 
The challenge of how to colour the countries on a map so that no two countries sharing a border have the same 
colour is where the concept of graph colouring first arose. A planar graph can be created by representing the 
countries as points on a plane and connecting each pair of points that represent countries that share a border. A 
network is a collection of nodes that are linked together by edges or connections that link them with one another. In 
mathematics, networks are frequently referred to as graphs. The role of networks plays an essential part in electrical, 
electronic, and computer engineering. The graph theory principle is applied in the network to establish the 
relationship between the networked computers. There is an important application of graph theory in network 
research 
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Network theory is utilized in many fields, such as statistical physics, biology, public health, and sociology. The 
Internet, logistical networks, social networks, and other networks are examples of applications of network theory.  
Vertex colouring, commonly referred to as graph colouring, is the process of giving labels or colours to the vertices of 
a graph under particular conditions. Proper colouring of a graph occurs when its vertices are coloured so that no two 
adjacent vertices share the same colour. The minimal number of distinct colours required for a graph G to be 
properly coloured is known as its chromatic number. 
 
Preliminaries 
For fundamental terms and definitions related to graphs we refer [1][2]. 
Definition:2.1 [3] 
Let G be a graph with a chromatic colouring C defined on it. The rainbow neighbourhood in G is the closed 
neighbourhood N[v] of a vertex v ∈ V (G) which contains at least one coloured vertex of each colour in the chromatic 
colouring C of G. 
 
Definition:2.2 [3] 
Let G be a graph with a chromatic colouring C defined on it. The number of vertices in G yielding rainbow 
neighbourhoods is called the rainbow neighbourhood number of the graph G, denoted by rχ(G). 
 
 Definition:2.3 [4] 
A proper k-coloring C of a graph G is called the Johan coloring or the J-Coloring of G if C is the maximal coloring 
such that every vertex of G belongs to a rainbow neighbourhood of G. A graph G is J-Colorable if it admits J-
Coloring. 
 
Definition:2.4[4] 
The J-colouring number of a graph G, denoted by J G is the maximum number of colours in A J-colouring of G. 
Definition:2.5[6] 
The Sierpinski Triangle is a fractal and geomentric figure in which similar pattern recur progressively in smaller 
scales. In 1915, it was named after the polish mathematician Walcaw Sierpinski who described it. The Sierpinski 
triangle can be created from an equilateral triangle by continually dividing it into 4 small congruent equilateral 
triangles while eliminating the middle triangle. Sierpinski Gasket is another name for it. 
 
Definition:2.6[7] 
A triangular grid Tn is the graph created from interpreting the order (n+1) triangular grid as a graph, with grid line 
intersections serving as the vertices and line segments between vertices as the edges. 
 
Definition:2.7[8] 
HXn is a hexagonal mesh of dimension n with 3n2-3n+1 nodes and 9n2-15n+6 lines. The corner nodes of HXn has 
degree 3 and there are 6 corner nodes. 
There are 2n-1 vertical lines for every n dimensions of the hexagonal mesh HXn. Vertical lines are denoted by the 
letter X . 
The central nodes of the hexagonal mesh are denoted as X0 and are referred to as the hexagonal mesh's spine. 
X1, X2, ...Xn+1 are the numbers to the left of X0   while the right side are denoted as  X-1,X-2,...X-n+1. 
 
Definition:2.8[9] 

The k-dimensional butterfly network, denoted by BF(k), has a node set  V = {(m, i): m ∈ V (Qk), 0 ≤ i ≤ k}. Two nodes 
(m, i) and (n, j) are linked by a line in BF(k) iff  j = i + 1 and either (i) m = n, or  (ii) m differs from n in precisely the j th 
bit.  For m=y, the line is said to be a straight line. Otherwise, the line is a cross line. For fixed i, the node (m, i) is a 
node on level i. The  BF(k) has (k+1)2k nodes because BF(k) has k + 1 stages and there are 2k nodes in every stage. 
Each node on stage 0 and k is of degree 2, otherwise, every node is of degree 4. 
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Definition:2.9[9] 
The back-to-back butterfly network which forms the m-dimensional benes network BB(m) has 2m+1 levels and 
(2m+1)2m nodes and m2m+2 lines.[7] 
 
Definition:3.0[10] 
A unit honeycomb network is represented by the hexagon denoted by HC(1). Six hexagons were added around the 
HC(1) network's boundary edges to create the honeycomb network of size 2, or HC(2). By surrounding the boundary 
edges of HC(n - 1) with a layer of hexagons, the honeycomb network HC(n) can be inductively constructed from 
HC(n - 1). 
HC(n) has 6n2  nodes and 9n2-3n lines. 
In HC(n), each node is denoted by a pair (a, b), where a is the line number in which the node exists and b is the 
node's position in the line. The first node on line number one has the address 1,1. Node 1,2 denotes the second node 
on line 1, and so on.[11] 
 
Johan Coloring of Network Graphs 
Theorem:3.1 
Honeycomb Network admits Johan Coloring. 
Proof: 
Let us consider a honeycomb network HC(n). 
Each node in a honeycomb network is denoted as (a,b). 
Let us color the nodes of the HC(n) with colors c1, c2,.. respectively. 
When a=1,2,3.. and  when b is even the nodes are colored with color c1 and when b is odd the nodes are colored with 
colors c2. 
Thus by definition of Johan coloring every vertices of HC(n) has rainbow neighbourhood . 
Thus the honeycomb network HC(n) admits Johan coloring The Johan coloring number of HC(n) is 2. 
 
 Theorem:3.2 
Seirpinski Triangle admits Johan Coloring. 
Proof: 
Let us consider an Sierpinski Triangle S(n).Let us color the vertices of S(n) with colors c1, c2, c3,… respectively. Since 
Sierpinski Triangle is constructed by subdividing the larger equilateral triangles into four smaller triangles. And each 
triangles in S(n) are colored with  three colors . 
By the definition of Johan Coloring, every vertices of Sierpinski triangle has a rainbow neighbourhood. Thus S(n) 
admits Johan Coloring. 
The Johan Coloring Number of sierpinski Triangle is 3. 
 
Theorem:3.3 
Triangular Grid Graph admits Johan Coloring. 
Proof: 
Let us consider a Triangular Grid Graph Tn 
Let the vertices of Tn be v1 ,v2 ,v3 ,.. respectively. 
The Triangular Grid Graph  Tn has n triangles and (n+1) vertices on each side. Let us color the vertices of Tn with 
c1,c2,..    respectively. 
By the definition of Johan Coloring,every vertices of Tn has a rainbow neighbourhood. 
Thus the Triangular Grid Graph admits Johan Coloring. 
The Johan Coloring Number of Tn is 3. 
 
Theorem:3.4 
Hexagonal Mesh admits Johan Coloring.                                                        
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Proof: 
Let us consider a n-dimensional Hexagonal Mesh HXn .                            
 HXnconsists of 3n2 -3n+1 nodes and 9n2-15n+6 lines.It has totally 2n-1 vertical lines. The nodes of HXn are colored 
with colors c1, c2, …respectively. By the definition of Johan coloring, we color the nodes of HXn with 4 colors 
alternatively.                                                                                                     
Thus every vertices of HXn has rainbow neighbourhood.                                 
 The Johan coloring number of Hexagonal Mesh is 4 . 
 
Theorem:3.5 
Butterfly Network admits Johan Coloring. 
Proof: 
Let us consider a Butterfly Network BF(k).The butterfly network has (k+1) stages and there are 2k nodes in every 
stage of BF(k).  The nodes  of BF(k) are colored with colors c1,c2 ,…respectively.                                                                                       
Let us color every nodes of stage 0 with color c1 since every nodes in stage 0  are not adjacent to each other .                                                         
Similarly every nodes in stage 1 are also not adjacent to each other so the nodes  of stage 1 are colored with color c2.  
Thus, the remaining stages in BF(k) are colored with colors c1 and c2 alternatively.                                                                                                         
By the definition of Johan Coloring, every nodes in BF(k) has rainbow neighbourhood. Thus butterfly network 
admits Johan Coloring. 
The Johan coloring Number of BF(k) is 2. 
 
Theorem:3.6  
Benes Network admits Johan Coloring.   
Proof: Let us Consider a benes network of m-dimension. The benes network has 2m+1 levels  and (2m+1)2m nodes 
and m2m+2 lines. The nodes of BB(m) are colored with c1,c2,… respectively.  Since no nodes at level 0 are adjacent to 
each other, so each node in the benes network in this level is coloured c1. Similarly, every node in level1, level 2,… 
are colored with colors c1 and c2 alternatively.  By the definition of Johan Coloring, every nodes in BB(m) has rainbow 
neighbourhood. Thus the Benes Network admits Johan Coloring.  The Johan coloring Number of BB(m) is 2. 
 
CONCLUSION 
 
In this paper, we discussed Johan coloring of Honeycomb network, Sierpinski Triangle, Triangular Grid Graph, 
Hexagonal Mesh, Butterfly Network and Benes Network and we have also determined the Johan Coloring Number 
for these Graphs. 
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Fig. 1.Seirpinski Triangle Fig. 2.Triangular Grid Graph 

  
Fig. 3.Hexagonal Mesh Fig. 4.Butterfly Network 

  
Fig.  5.Benes Network Fig.  6.Honeycomb Network 
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Fig.  7.Addressing in HC(3) Fig. 8.  Johan Coloring of Honeycomb Network HC(2) 

  
Fig.  9.Johan Coloring of S(3). Fig.  10. Johan Coloring of Triangular Grid Graph 

  
Fig.  11.Johan Coloring of HX3 Fig.  12.Johan Coloring of BF(3) 

 
Fig.  13.Johan Coloring of BB(2) 
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In this paper, we have proposed a new algorithm to find optimal solutions to fuzzy transportation 
problems. Here, defuzzified the pentagonal numbers by implementing the ranking methodology. This 
article gives methodology that brings down the optimal solution. The numerical example illustrates the 
validity of our proposed method. 
 
Keywords: Transportation, fuzzy, optimality, ranking, pentagonal fuzzy numbers. 
  
 
INTRODUCTION 
 
Operations Research is a state of art approach used for problem-solving and decision making. It helps any 
organization to achieve their best performance under the given constraints or situations. The transportation problem 
(TP) is one of the special areas found worldwide which is helpful to solve real life problems. It is important to deal 
with production, distribution etc. purposes in minimizing the cost function. There are numerous things that make an 
impact on the transportation cost viz., distance, path, mode, number of units, speed, etc. In this paper, it is observed 
that there are several research studies to bring the best optimal solution to the transportation problems. The problem 
that needs to be resolved is to reach cost effective production in various production companies. Our main focus is to 
transport the optimal number of commodities with minimum transportation cost that will be fruitful to design 
optimal location decisions. Maheswari and Ganesan [6] dealt with TP with a fuzzy environment where the 
availability and requirements at sources and destinations were denoted by pentagonal fuzzy numbers. Further, it is 
being dealt with robust ranking technique and a new fuzzy arithmetic on pentagonal fuzzy numbers. Geetha and 
Selvakumari [4] proposed a new move towards the key of the TP under a fuzzy environment with transportation 
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costs are taken as fuzzy pentagonal numbers. The fuzzy numbers and fuzzy values are predominantly used in 
various fields such as experimental sciences, artificial intelligence, etc. because of their uncertainty. They have 
converted fuzzy pentagonal numbers into crisp values by using range technique and then solved by the max-min 
approach. Mitlif et al. [9] dealt with optimizing TP with fuzzy pentagonal numbers for the cost, supply, and demand. 
Further, it has been transformed into crisp values by new ranking methodology. George et al. [3] optimize a fuzzy TP 
algorithm which gives initial solution is closer to optimal solution having trapezoidal fuzzy numbers. It is observed 
that, the optimal solution is verified by using the fuzzy Modified Distribution method without transforming into its 
correspondent classical form. 
 
Christi and Kasthuri [2] developed a method that can be dealt with pentagonal intuitionistic fuzzy numbers. TP is a 
generalization of linear programming problems on distribution and transport of goods from one place to a different 
with least cost objective. They have used ranking methodology for pentagonal fuzzy number and Russell’s technique. 
Nasir and Beenu [11] proposed a ranking method depends on value and vagueness index of pentagonal intuitionistic 
fuzzy number is used to answer the unbalanced TP. Menaka [8] proposed for finding optimal TP cost values are 
pentagonal intuitionistic fuzzy numbers. Mondal and Mandal [10] introduces Pentagonal fuzzy number and some 
basic arithmetic operations. Das [5] discussed a TP with pentagonal neutrosophic numbers where the supply, 
demand and transportation cost is uncertain. Maheswari and Vijaya [7] developed a method for obtaining the initial 
basic feasible solution of fuzzy TP based on the proposed ranking method of trapezoidal fuzzy number using 
centroid of in centers. They are focused on interval based transportation problems. Further, it is converted to fuzzy 
TP and then a proposed ranking based on centroid of in centres is applied for the adaptation of crisp numbers to find 
its initial basic feasible solution. Sengupta et al. [12] proposed a reduction method for the pentagonal fuzzy number 
using the expected value criterion. They proposed reduction method, a single objective carbon cost integrated solid 
transportation problem minimizing the transportation cost along with the emission cost is solved with the 
parameters as the pentagonal fuzzy number and it is validated the proposed reduction method and with the existing 
expected value reduction methods. Chakraborty et al. [1] envisaged the hexagonal number from various distinct 
rational perspectives and viewpoints to give it a look of a conundrum. Hexagonal fuzzy number is used as a 
trustworthy to ease understanding of vague information. They have proposed a new ranking method. 
 
Preliminaries  
 
Definitions 
Fuzzy set: ˜ is fuzzy set on R is defined as a set ordered pairs ˜ = {X0, (X0)| X0 ∈ ˜ , (X0) → 
[0,1]}, where (X0)is said to be the membership function. 
Fuzzy Number  ˜ is fuzzy set on R, likely bounded to the stated conditions given beneath 
i. (X0) is part by continuous 
ii. There exist at one X0 ∈  with (X0) = 1 
iii. ˜ is a regular and convex 
Pentagonal Fuzzy Number A fuzzy number ˜ on R is said to be the pentagonal fuzzy number or linear number 
which is names as (˜1˜2, ˜3 , ̃ 4,˜5) if it membership function  (X0) has the following characteristic 
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Here, the midpoint ˜3 has the grade of membership 1 and ˜2, ˜4 has grades ˜1, ˜2 respectively. Note that, every 
pentagonal fuzzy number is connected with two weights˜1, ̃ 2. 
 
Arithmetic operations 
Let,  ˜  = (˜1,˜2, ̃ 3 , ̃ 4, ˜5) and ˜   = (˜1˜2, ̃ 3, ̃ 4 ,̃ 5) are two fuzzy numbers where ˜1 ≤ ˜2 ≤ ˜3 ≤ 

˜4 ≤ ˜5 and ˜1  ≤ ˜2  ≤ ˜3  ≤ ˜4  ≤ ˜5  , then the arithmetic operations are defined are as follows: Addition: ˜  +  ˜   = (˜1 

+ ˜1, ̃ 2 + ˜2, ˜3 + ˜3, ˜4 + ˜4, ̃ 5 + ˜5  ) 

Subtraction: ˜  −  ˜   = (˜1 − ˜1, ̃ 2 − ˜2, ̃ 3 − ˜3, ̃ 4 − ˜4, ̃ 5 − ˜5  ) 

 
Wℎ , ̃   = (˜1  + ˜2  + ˜3  + ˜4  + ˜5) 

 
 
 F̃  F̃        F̃        F̃  F̃  
Scalar Multiplication: ˜  = { ˜1, ˜2, ˜3, ˜4 , ˜5 if  > 0 ˜5, ˜4, ˜3, ˜2, ˜1 if  < 0 
 
METHODOLOGY  
 
Algorithm 
Step 1: To ensure whether the given TP is fair or unequal. 1.1: If it is balanced, then go to step 2. : If it is unbalanced, 
then add a dummy row or dummy column to fulfil the requirement. 

 
 
 
 
 

Step 3: Discover, First smallest amount and second minimum of each row and make the difference between them. i.e. 
(2nd Minimum-1st Minimum) and the difference is separated by the digit of row in the given table in each iteration. 
Step 4: Find the First minimum and second minimum of each column and make the difference between them. i.e. (2nd 
Minimum-1st Minimum) and the difference is separated by the digit of column in the given table in respective 
iteration. 
Step 5: After simplifying step 3 and 4, select the largest difference and allocate as much as possible to the smallest 
element in the respective row (Column). 
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Step 6: If maximum difference ratio value may occur more than once in the rows or columns then arbitrarily select any 
one row or column but not both. 
Step 7: Locate the smallest value obtained from the certain row or column then allot the quantity maximum possible 
quantity to fulfil the demand or to exhaust the availability. 
Step 8: Repeat the step 3 to 7, until all the availability and demand will get exhausted or fulfilled. 
Step 9: To check the allocations are equal to m+n-1 or not. If it is less than m+n-1, then apply the MODI method to 
check the optimality of the given problem. 
 
RESULT AND DISCUSSION 
 
A motion that established fuzzy TP which includes: transportation cost, customer desires and demands and 
existence of commodities with pentagonal fuzzy numbers. Examined the following TP as stated in Table 1[13]: 
Total Minimum cost=38 × 4.4444 + 2 × 3 + 50 × 4.4444 + 18 × 4.3333 + 30 × 4.8888 + 4 × 5.3333+ 5× 6.4444 = 676.3266 
The comparison of the proposed method with NCWM, LCM, Russell’s Approximation method, Row minima method, 
column minima method and VAM is tabulated below (Table 9): 
 
CONCLUSION 
 
In this study, the proposed algorithm gives us better solution for the TP with pentagonal fuzzy numbers. In 
general, this algorithm can be useful for all types of fuzzy TP and can be generalized for similar kinds of 
studies. The proposed method will be helpful in decision making process for selection of new location having 
more than two destinations. It is observed that, cost of TP is minimized after implementing the proposed 
methodology. Hence, the good results achieved with the proposed perspective. 
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Table 1: Given dataset 

 D1 D2 D3 D4 Availability 

O1 (2,4,6,8,9) (3,5,7,8,9) (2,4,5,6,7) (3,4,6,7,12) 30 

O2 (0,2,5,6,8) (4,5,6,8,11) (2,3,5,7,11) (1,5,6,9,11) 27 

O3 (1,2,3,4,5) (2,3,4,6,8) (4,5,6,8,9) (6,7,8,9,13) 40 

O4 (3,5,6,7,8) (1,5,6,7,8) (2,7,8,9,10) (3,3,4,5,9) 50 

Demand 20 38 34 55 147 
By using ranking technique (Step 2) we have defuzzified the given transportation problem and 
represented Table 2. 
 
Table 2: Defuzzified Transportation problem 

 D1 D2 D3 D4 Availability 

O1 5.8888 6.5555 4.8888 6.1111 30 

O2 4.3333 6.5555 5.3333 6.4444 27 

O3 3 4.4444 6.3333 8.3333 40 

O4 5.8888 6.6666 7.5555 4.4444 50 
 
Table 3: First Iteration 

 D1 D2 D3 D4 Availability 
2  i  − 1  i  

 
4 

O1 5.8888 6.5555 4.8888 6.1111 30 0.25 
O2 4.3333 6.5555 5.3333 6.4444 27 0.25 

O3 
 

3 
38 

4.4444 
 

6.3333 
 

8.3333 
 

40 
 

03611 
O4 5.8888 6.6666 7.5555 4.4444 50 03611 

Demand 20 38 34 55   
2  i  − 1  i  
-  

4 
0.3332 0.5277  0.1111 0.4166   
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Table 4: Second Iteration 

 D1 D3 D4 Availability 
i݊ܯ 2݊݀  i݊ܯ ݐݏ1 − 

 
3 

O1 5.8888 4.8888 6.1111 30 0.3333 
O2 4.3333 5.3333 6.4444 27 0.3333 

O3 
2 

3 
 

6.3333 
 

8.3333 
 
2 

 
1.1111 ← 

O4 5.8888 7.5555 4.4444 50 0.4814 
Demand 20 34 55   

 i݊ܯ ݐݏi݊ − 1ܯ 2݊݀
 

4 
0.3332 0.1111 0.4166   

 
Table 5: Third Iteration 

 D1 D3 D4 Availability 
2  i  − 1  i  

 
3 

O1 5.8888 4.8888 6.1111 30 0.3333 
O2 4.3333 5.3333 6.4444 27 0.3333 

O4 
 

5.8888 
 

7.5555 
50 

4.4444 
 

50 
 

0.4814 
Demand 18 34 55   

2  i  − 1  i  
 

3 
0.5185 0.1481 0.5555    

 
Table 6: Fourth Iteration 

 D1 D3 D4 Availability 2  i  − 1  i  
2 

O1 5.8888 4.8888 6.1111 30 0.5 

O2 
18 

4.3333 
 

5.3333 
 

6.4444 
 

27 
 

0.5 
Demand 18 34 5   

2  i  − 1  i  
3 0.5185  0.1481 0.1111   

 
Table 7: Fifth Iteration 

 D3 D4 Availability 
2  i  − 1  i  

2 

O1 
30 

4.8888 
 

6.1111 
 

30 0.6111 ← 

O2 
 

5.3333 
 

6.4444 
 

9 
 

0.5555 
Demand 34 5   

2  i  − 1  i  
 

2 
0.2222 0.1665   
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Table 8: Final Iteration 
 D3 D4 Availability 2݊݀ ܯi݊ − 1ܯ ݐݏi݊ 

O2 4 
5.3333 

5 
6.4444 

 
9 

 
0.5555 

Demand 4 5   
i݊ܯ 2݊݀  i݊ܯ ݐݏ1 − 

 
2 

0.2222 0.1665   

 
Table 9: Comparative Results 

Methods Optimal Solutions 
NCWM [13] 896.12 

LCM [13] 727.19 
Russell’s Approximation Method [13] 727.19 

Row Minima Method [13] 721.19 
Column Minima Method [13] 727.19 

VAM Method [13] 717.86 
Ranking method [13] 714.47 

Proposed method 676.3266 
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Researchers and entrepreneurs are growing more interested in Picture Fuzzy Sets (PFS) to resolve 
uncertainty and hesitance in real world problems. Interval Valued Picture Fuzzy Sets (IVPFN) is a more 
useful method for handling ambiguity and impressions. In this paper, three types of Interval Valued 
Picture Fuzzy Transportation problem(IVPFTP) that are taken into consideration are Type 1(demand and 
supply), Type 2(cost only) and Type 3(demand, supply and cost) with the above parameters represented 
as IVPFS. Additionally the three different types of formulae namely WIDTH, HM and PERT were 
developed and they are used to covert the IVPFS into crisp values in the three different types of IVPFTP. 
After that the Initial Basic Feasible Solution(IBFS) was found using the RANGE method. Finally a 
comparison of the Type 1, Type 2 and Type 3 IVPFTP results are produced. 
 
Keywords: Picture Fuzzy Sets, Interval Valued Picture Fuzzy Sets, RANGE method 
 
INTRODUCTION 
 
In 1965, Zadeh[10] introduced Fuzzy Set (FS) and Interval Valued Fuzzy Set (IVFS), both of which are effective in 
handling uncertainty. The membership degree in FS and IVFS is essentially a sub interval of [0,1].Atanassov[3] 
introduced Intuitionistic Fuzzy Sets, a distinct extension of Fuzzy Sets. The membership and non-membership 
functions are two functions found in IFSs, each requiring a sum within a closed unit interval. Atanassov and 
Gargov[3] introduced the Interval Valued Intuitionistic Fuzzy Set (IVIFS).IVIFS stipulates that the total supremum of 
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these intervals must belong to the intervals [0,1]. Coung[6] introduced the concept of PFS, which comprises 
membership, neutral, and non-membership functions, ensuring their sum must fit within a closed unit interval. 
Coung introduces Interval Valued Picture Fuzzy Sets, specifying membership, neutral, and non-membership degrees 
within a closed subinterval of [0,1], with the supremum of all three subintervals within a closed unit interval. IVPFSs 
are superior in describing fuzzy information compared to other types of FSs, IVFSs, IFSs, IVIFS, and PFSs. The 
Transportation Problem (TP) aims to find the best solution for minimizing transportation costs, considering supply 
and demand limitations, from origin to destination. The optimal TP solution can be determined through two stages: 
identifying an Initial Basic Feasible Solution (IBFS) and determining the optimal solution from an IBFS. Scholars have 
conducted three well-known IBFS studies: Northwest Corner Method (NCM), Least Cost Method (LCM), and Vogel's 
Approximation Method (VAM)[9]. Juman and Hoque proposed the Juman Hoque Method (JHM) for obtaining IBFS, 
while Ahmed et al. presented the Incessant Allocation Method (IAM) for transportation problem. In order to deliver 
items to clients in amore proper way, the transportation problem provides feasible solutions. Real world problems, 
unpredictable occurrences, such as traffic restrictions and weather conditions frequently occur. In this situation, 
Sathya Geetha and Selvanayaki[8] given the A Picture Fuzzy Approach to Solving Transportation Problem. From 
The IVPFS is a highly effective method for addressing ambiguity and impressions. We introduce and generalize 
IVPFTP, an efficient alternative to PFTP, and develop a new algorithm for finding IBFS, comparing it with existing 
methods. 
 
Preliminaries 
In this section we define a few fundamental terms to make the following sections easier to understand for readers. 
The universal set is called X. 
Definition 2.1.  A FS on  is defined as:  

 = { , Ω( ) | ∈ },      (1) 
where the term ( ) refers tomembership function, : X → [0, 1] that expresses the degree to which an object is a 
member of a non-empty set.Each (x) is known as a fuzzy number. 
Definition 2.2. An IVFS on  is defined as:  

 = { ,  Ω ( ) | ∈ },      (2)  
where  Ω  = [ Ω ,  Ω ] is subinterval of [0, 1] and it expresses the degree of membership by sub-interval and each 
Ω( ) is called IVFN.  
Definition 2.3.  An IFS on  is defined as:  

 = { , Ω( ), δ( ) | ∈ },      (3)  
where Ω, δ:  → [0,1] are called membership and non-membership functions. An IFS has a condition that the sum of 
both functions must lie in unit interval and the degree of refusal is defined as  ( ) = 1 − ( Ω( ) + δ( )). A duplet (Ω( ), 
δ( )) is called an intuitionistic fuzzy number (IFN).  
Definition 2.4. An IVIFS on a universal set  is defined as:  

 = { ,  Ω ( ), δ ( ) | ∈ },      (4)  
where  Ω   =[ Ω ,  Ω ], δ   =[δ , δ ] and  Ω , δ :  → [0,1]. An IVIFS has a condition that the sum of supremum 
of membership and non-membership functions must lie in unit interval. A duplet ( Ω( ), δ( )) is called interval-
valued intuitionistic fuzzy number (IVIFN).  
Definition 2.5.  A PFS on  is defined as:  

 = { , Ω( ), Λ( ), δ( ) | ∈ },     (5) 
where Ω, Λ, δ:  → [0,1] are called membership, abstinence, and non-membership functions. A PFS has a condition 
that the sum of all three functions must lie in unit interval and the degree of refusal is defined as ( ) = 1 − ( Ω( ) + 
Λ( ) + δ( )). A triplet ( Ω ( ), Λ( ), δ( )) is called a PFN.  
Definition 2.6.  An IVPFS on a universal set  is defined as:  

 = { ,  Ω ( ),Λ( ) , δ( ) | ∈ },     (6)  
where  Ω  = [ Ω ,  Ω ], Λ  = [Λ , Λ ], δ  = [δ ,δ ] and  Ω , Λ , δ :  → [0,1]. An IVPFS has a condition that the 
sum of supremum of all three functions must lie in unit interval. A triplet (Ω( ), Λ( ), δ( )) is called interval-valued 
picture fuzzy number (IVPFN).  
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Definition 2.7 : Type 1 IVPFTP 
In this type of interval valued picture fuzzy  transportation problem, the transportation costs are crisp values and the 
supply, demand are  interval valued picture fuzzy numbers. 
IVPFTP Table 1 

 
In the above IVPFTP table1 where 

 – be the costs,  
[ , ], [ , ], [ , ])- be the demands, 
[ , ], [ , ], [ , ])-be the  supply. 
Definition 2.7.  Type 2 IVPFTP 
IVPFTP Table 2 
 D1 D2 D3 … Dn Supply 

 
S1 

([ Ω , Ω ], 
[ , ], 
[ , ]) 

([ Ω , ], 
[ , ], 
[ , ]), 

([ Ω , Ω ], 
[ , ], 
[ , ]), 

… 
([ Ω , Ω ], 
 [ , ], 
[ , ]), 

 

 
S2 

([ , ], 
[ , ], 
[ , ]) 

([ , ], 
[ , ], 
[ , ]), 

([ , ], 
[ , ], 
[ , ]), 

… 
([ , ], 
 [ , ], 
[ , ]), 

 

 
S3 

([ , ], 
[ , ], 
[ , ]), 

[ , ], 
[ , ], 
[ , ]), 

[ , ], 
[ , ], 
[ , ]), 

 
… 

([ , ], 
 [ , ], 
[ , ]), 

 

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 

 
Sm 

([ , ], 
[ , ], 
[ , ]), 

([ , ], 
[ , ], 
[ , ]), 

([ , ], 
[ , ], 
[ , ]), 

 
… 

([ , ], 
[ , ], 
[ , ]), 

 

Deman
d 
 

   
… 

 
 

  

 
In the IVPFTP type 2,the transportation costs  are interval valued picture fuzzy numbers and the supply, demands 
are crisp values. The Type 2 IVPFTP from the above IVPFTP Table 2, where 
[ , , , , , ] are costs, 

 be the demand, 
 be the supply. 

 
Type 3 IVPFTP 
 This type of IVPFTP have transportation costs, supply and demands are interval valued picture fuzzysets. The 
following table represents IVPFTP Type 3. 
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IVPFTP Table 3 

 
In Type  3, IVPFTP Table 3 

=  ([ , ], [ , ], [ , ]) for  =1,2,3…m and  =1,2,3…n represents the transportation cost for 
transporting one unit from the origin to   destination ,where [ , ] represents the membership,[ , ] 
represents abstinence and [aδ ,bδ ]  represents non-membership values which are Interval Valued Picture Fuzzy Sets 
 
Algorithm to IBFS for IVPFTP 
RANGE method for IBFS of IVPFTP. The following algorithm is used to find IBFS for IVPTP. 
Step 1: Find width by using the following formulae 
  =( -  )/2,  =( -  )/2 and  
  =( -  )/2 and we get the values of  , , , 
 where  =1,2,3…m and  =1,2,3…n 
Step 2: Find the number between the interval    ([ , ], [ , ], [ , ]) by using  following.  
  = +    ;  = +   and   =  + , 
  where  =1,2,3…m and  =1,2,3…n 
Form,  
 = ( , , ); = ( , , ),  and  = ( , , ), 
where  =1,2,3…m and  =1,2,3…n 
 
Step 3: Use the HM formula and find the value of  triangular values. After that, get PFSare following. 
 
 =

 

 

 =
 

 

 =
 

, where  =1,2,3…m and  =1,2,3…n 

 
Step 4: Use the ranking formula namely PERT formula and change the PFS  into crisp values in the IVPFTP.  
C = ( C +(4xC )+ C  )/6, where i =1,2,3…m and j =1,2,3…n 
 
Step 5.Find the range for each row and each column, where range = largest cost- smallest cost.  
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Step 6. Find the row or column with the largest range. For the minimum cost in the selected row or column assign 
the corresponding demand or supply, whichever is minimum. Supply and demand in related to the value that was 
assigned to the cell. Once  you have crossed  the fully satisfied row or column, continue. 
Step 7. Steps 5 and 6 should be repeated until all conditions are fulfilled. 
 
Step 8. Calculate the Transportation Cost. 
Example1 represent the Type 1 IVPFTP.   
IVPFTP Table 4 
 D1 D2 D3 D4 Supply 

S1 
0.7 0.2 0.6 0.1 ([0.7,0.8], 

[0,0.1], 
[0.05,0.1]) 

S2 
0.3 0.1 0.9 0.2 ([0.3,0.4], 

[0.1,0.3], 
[0.2,0.3]) 

S3 
0.4 0.2 0.7 0.1 ([0.5,0.6], 

[0.2,0.3], 
[0,0.1]) 

S4 
0.3 0.3 0.1 0.3 ([0.3,0.4], 

[0.1,0.3], 
[0.2,0.3]) 

Demand 
([0.5,0.6], 
[0.2,0.3], 
[0,0.1]) 

([0.7,0.8], 
[0,0.1],[0.05,0.1]) 

([0.3,0.4], 
[0.1,0.3],[0.2,0.3]) 

([0.1,0.2],[0.5,0.6], 
[0,0.1]) 

 

 
Use the steps 1-5 from the algorithm and get the following table values. 
 D1 D2 D3 D4 Supply 
S1 0.7 0.2 0.6 0.1 0.13 
S2 0.3 0.1 0.9 0.2 0.38 
S3 0.4 0.2 0.7 0.1 0.25 
S4 0.3 0.3 0.1 0.3 0.19 
Demand 0.25 0.13 0.19 0.38  
IVPFTP Table 5 
 
The IBFS table is given below by the steps 6-8 from the proposed algorithm. 
IVPFTP Table 6 
 D1 D2 D3 D4 Supply 

S1 
0.7 0.2 0.6 0.13  0.13 

 0.1 

S2 
0.25  0.1

3 
 0.9 0.2 0.38 

 0.3  0.1 

S3 
0.4 0.2 0.7 0.25  0.25 

 0.1 

S4 
0  0.3 0.1

9 
 0.3 0.19 

 0.3  0.1 
Demand 0.25 0.13 0.19 0.38  
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Z=(0.25*0.3)+(0.13*0.1)+(0*0.3)+(0.19*0.1)+(0.25*0.1)+(0.13*0.1) 
=0.145 
Example2  
This example represented the Type 2 model and it has the costs are IVPFS and the supply, demands are crisp values. 
IVPFTP Table 7 
 

D1 D2 D3 D4 
Suppl
y 

S1 ([0.6,0.7], 
[0,0.1],[0.05,0.1]) 

([0.4,0.5],[0.2,0.3],[0.1,
0.2]) 

([0.3,0.4],[0.2,0.3],[0.1,
0.2]) 

([0.7,0.8], 
[0,0.1],[0.05,0.1]) 

0.4 

S2 ([0.1,0.2],[0.5,0.6],[0,0.
1]) 

([0.4,0.5],[0.2,0.3],[0,0.
1]) 

([0.7,0.8],[0,0.1],[0,0]) ([0.3,0.4],[0.4,0.5],[0,0.
1]) 

0.1 

S3 
([0.2,0.3],[0.3,0.4],[0,0.
1]) 

([0.6,0.7],[0.2,0.3],[0,0]
) 

([0.5,0.6],[0.2,0.3],[0,0.
1]) 

([0.5,0.6],[0.1,0.2],[0,0.
2]) 

0.1 

S4 
([0.3,0.4],[0.2,0.4],[0.1,
0.2]) 

([0.7,0.8],[0.1,0.2],[0,0]
) 

([0.3,0.4],[0.5,0.6],[0,0]
) 

([0.6,0.7],[0,0.1],[0.05,
0.1]) 

0.7 

Deman
d 

0.4 0.1 0.6 0.2  

Used the steps 1-5 from the algorithm we get the below table values. 
 
IVPFTP Table 8 
 D1 D2 D3 D4 Supply 
S1 0.11 0.26 0.19 0.13 0.4 
S2 0.39 0.24 0.12 0.36 0.1 
S3 0.42 0.22 0.27 0.12 0.1 
S4 0.25 0.27 0.27 0.18 0.7 
Demand 0.4 0.1 0.6 0.2  
 
The IBFS table is given below by the steps 6-8 from the proposed algorithm. 
 D1 D2 D3 D4 Supply 

S1 
0.4  0.26 0.19 0  0.4 
 0.11  0.13 

S2 
0.39 0.24 0.1  0.36 0.1 

 0.12 
S3 0.42 0.22 0.27 0.12 0.1 

S4 
0.25 0.1  0.5  0.1  0.7 

 0.27  0.27  0.18 
Demand 0.4 0.1 0.6 0.2  
IVPFTP Table 9 
Z=(0.4*0.1)+(0*0.13)+(0.1*0.12)+(0.1*0.12)+(0.1*0.27)+(0.5*0.27)+(0.1*0.18) 
=0.236 
Example 3. 
In this example all costs, supply and demands are IVPFS. 
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IVPFTP Table 10 
 D1 D2 D3 D4 Supply 

S1 
 
([0.7,0.8], 
[0,0.1],[0.05,0.1]) 

([0.3,0.4],[0.1,0.3],[0
.2,0.3]) 

([0.4,0.5],[0.2,0.3],[0
.1,0.2]) 

([0.6,0.7],[0,0.1],[0.
05,0.1]) 

([0.5,0.6],[0.2,0.3],[
0,0.1]) 

S2 
([0.1,0.2],[0.5,0.6],[0
,0.1]) 

([0.4,0.5],[0.2,0.3],[0
,0.1]) 

([0.7,0.8],[0,0.1],[0,0
]) 

([0.3,0.4],[0.4,0.5],[
0,0.1]) 
 

([0.7,0.8],[0,0.1],[0,
0.1]) 

S3 ([0.5,0.6],[0.2,0.3],[0
,0.1]) 

([0.6,0.7],[0.2,0.3],[0
,0]) 

([0.2,0.3],[0.3,0.4],[0
,0.1]) 

([0.5,0.6],[0.1,0.2],[
0,0.2]) 

([0.4,0.5],[0.2,0.3],[
0,0.1]) 

S4 ([0.3,0.4],[0.2,0.4],[0
.1,0.2]) 

([0.7,0.8],[0.1,0.2],[0
,0]) 

([0.3,0.4],[0.5,0.6],[0
,0]) 

([0.6,0.7],[0,0.1],[0.
05,0.1]) 

([0.3,0.4],[0.2,0.4],[
0,0.1]) 

Dema
nd 

([0.4,0.5],[0.2,0.3],[0
,0.1]) 

([0.3,0.4],[0.2,0.4],[0
,0.1]) 

([0.5,0.6],[0.2,0.3],[0
,0.1]) 

([0.7,0.8],[0,0.1],[0,
0.1]) 

 

Using the steps 1 to 5 we get the following table values. 
IVPFTP Table 11 

 
 
 
 
 
 
 

 
 
By the step 4 to 8 for calculate the IBFS for the IVPFTP. 
 D1 D2 D3 D4 Supply 

S1 
0.24  0.01 

 
 0.26 0.12 0.25 

 0.14  0.19 

S2 
0.39 0.24 0.12  0.36 0.12 

 0.12 

S3 
0.27 0.12  0.42 0.12  0.24 

 0.22  0.12 

S4 
0.25 0.11  0.13  0.18 0.24 

 0.27  0.27 
Demand 0.24 0.24 0.25 0.12  
 
Z=(0.24*0.14)+(0.01*.019)+(0.12*.22)+(.012*0.12)+(0.11*0.27)+(0.12*0.12)+(0.13*0.27)=0.155 
Comparing the results with the Type 1,Type 2 and Type 3 of IVPFN by using proposed algorithm. 
IVPFTP Table 13 
IVPFTP Type 1 Type 2 Type 3 

0.145 0.236 0.155 
 From the above IVPFTP Table 13,  Type 1  IVPFTP given the better result. 
 
 
 
 

 D1 D2 D3 D4 Supply 
S1 0.14 0.19 0.26 0.12 0.25 
S2 0.39 0.24 0.12 0.36 0.12 
S3 0.27 0.22 0.42 0.12 0.24 
S4 0.25 0.27 0.27 0.18 0.24 
Demand 0.24 0.24 0.25 0.12  
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CONCLUSION 
 

The Transportation Problem is generalized into IVPFTP using IVPFN, and a new algorithm, Range Method, is 
developed to find the Interval Valued Picture Fuzzy (IBFS) for given IVPFTP. Comparing the method with each 
other, the proposed method is found to be an alternating method. 
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Education is the basic requirement, and fundamental right of every citizen. It is a human right, which 
also enables people to access other types of rights. Ancient philosopher and historian Plato describes that, 
education helps to the comprehensive development of every individual. It gives knowledge to take the 
decisions for the fulfilment of their responsibilities. However; Education as a means for knowledge and 
cultural transmission is very essential for humankind’s sustainable development. Besides that; school 
education is helps to inclusive development of the children. It is the basement to the higher education of 
the every child. But; the Low Enrolment and Retention Rates are caused to the inadequate education, 
which has a detrimental effect on family future growth and development. Another side the family socio- 
economic perceptions are shows negative impact of further investments in education. The East Godavari 
District is, one of the state's most populous and densely inhabited districts, in the state of Andhra 
Pradesh. According to the 2011 Census; the East Godavari total population are 52.86 lakhs, with a 
geographical area of 12805 square kilometres. The population density is 413 people per square kilometre, 
and only 24.86 percent of the population resides in urban regions, leaving 75.14 percent in rural areas. 
The literacy rate in the District is 70.50 percent. In the District, agriculture provides a living for a big 
portion of the working population. According to the 2011 Census; the population of scheduled castes in 
the District is 18.10 percent, it means 9.57 lakhs. While; the number of scheduled tribes is 2.97 lakhs, it 
accounting for 5.62 percent of the total population of the district. The methodology of the present paper 
is, mainly used the secondary data sources and its analysis; the secondary data was collected from 
various Governments, International Organizations, and from eminent scholar’s articles. The main aim of 
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the present study is, to understand the contemporary school education system of East Godavari Dist, 
Andhra Pradesh. Another aim of the paper is, to discuss about the, socio-economic conditions of East 
Godavari District. 
 
Keywords: School-Education, East Godavari, Community Participation, Andhra Pradesh, Sustainable 
Development Goals 
  
 
INTRODUCTION 
 
Education is the basic requirement and fundamental right of every citizen. Education is a human right, which also 
enables people to access other types of rights. It is helps to build a character and personality of every Individual. 
Education as a means for knowledge and cultural transmission is very essential for mankind's sustainable 
development. According to Plato; “Education is helps to the comprehensive development of every individual. It is 
gives a knowledge to take the decisions for the fulfilment of their responsibilities”. According to Radden; education 
is the process through which a more experienced individual has a positive, long-lasting impact on less experience 
individuals. 

United Nations Organisation-(UNO’s) said that; the goal number four, in the Sustainable Development Goal-(SDGs), 
are clarifies about, the "quality education" to every individual on earth. However; this objective can only be attained 
if other socioeconomic objectives, like SDGs 1 to 6 and 17, are also met (UNDP, 2022). Whereas; the “Universal 
elementary education-(UEE)” is not a new concept, it is a one of the component of the Millennium Development 
Goal-(MDGs) established by the United Nations in late 1990’s. Here we need to understand that, the education is 
assist to the accomplishment of a range of individual and social objectives, if it is of a desirable standard. The United 
Nations Education and Socio-Cultural Organisation-(UNESCO’s), and its allied institute, the Institute of Education 
(UIE) 2004) said that; Education consists of qualitatively defined processes and outcomes. The emphasis on 
education quality at the international level can be traced back to the 1990s, when the 'World Declaration on 
Education for All' suggested that education should become worldwide affordable and strengthened significantly. 

The Planning Commission of India stated; in its annual report for 2011, India has noticed that the Net Enrolment 
Ratio-(NER) at the primary level has improved significantly and was on the same level with other developed nations 
in 2007, , (NITI Aayog, Planning Commission, Annual Report 2011).   As per Bangay, Latham, Govinda, and 
Bandyopadhya, the same “Net Enrolment Ratio-(NER)”, Quality The year 2007 witnessed progressive school 
exclusion as a consequence of low learning levels, considerable repetition rates, and the inability to speak. Complex 
interdependencies exist between enrolment, retention, and educational quality, (Govinda and Bandopadhyay, 2010).  

Low enrolment and retention rates are caused by inadequate education, which has a detrimental effect on family 
perceptions of the value of further investments in education. The educational process is slowed down by poor 
enrolment and retention rates. Policymakers, educators, and others involved in education have become increasingly 
aware of the significant role communities can play in the administration, management, and oversight of educational 
institutions. There is accumulating evidence; that community involvement in education can have a profound effect 
on educational access, retention, and quality. According to a 2014 study from UNESCO, "quality education" has 
become a multifaceted notion that takes into account things like students' individual traits and the context in which 
they are learning. Teachers, textbooks, computers, and other resources all play a role in a student's capacity to learn, 
as does the quality of the school itself. 
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The Kothari Commission (1964–1986) emphasised; the importance of decentralising school education, involving 
parents and community organisations in the enhancement of schools, (Kothari Commission, 1966). National Policy 
on Education (NPE) of 1986 emphasised that; the decentralised planning, and the administration of primary 
education above all else. Moreover, it emphasises the elimination of inequalities in the educational system and seeks 
to equalise school education opportunities. Through the Programme of Action-(POA) in 1992, the village committees 
are became a stronger, (National Policy on Education, 1986). In addition, the Sarva Siksha Abhiyan-(SSA) is a one 
Inclusive Educational Development Programme, which is implementing by the Govt of India, from the year of 2001. 
The main goal of the programme is; to achieve a, “Universal Elementary Education-(UEE)”, through the support of 
the community. The community support and its participation is in different forms like, “Gram Panchayats-(GP’s), 
Parent-Teacher Associations-(PTA), Mother-Teacher Associations-(MTA), Village Education Committees-(VEC)” etc., 
(SSA, 2001). 

In addition, the Right to Education-(RTE) Act of 2009 is the most significant declaration, of the commitment and 
obligation made by the government towards education. The Act makes it crystal clear, that the state is responsible for 
providing eight years of free, compulsory schooling to all children ages 6 to 14. Besides that; the Act establishes 
minimum requirements for infrastructure necessities, educational amenities, and curriculum that all categories of 
institutions must meet. 

 Furthermore; the RTE Act clearly specified that, the teacher-students ratio is must be 1:30 ratio in every school. 
Moreover; it is mentioned the Educational Qualifications of the teachers, and their roles and responsibilities. The 
RTE Act-2009; gives a more importance to the Community Participation in the school administration, through GP’s, 
SMC’s, PTA’s and other forms in School Education System. The act noted that; community role in the School 
Education is, supports to not only improve the Quality and Equity of the School Education, and it helps to 
comprehensive development of the society, (RTE Act 2009). According to Anderson; encouraging students to 
participate in hands-on learning can ensure quality education in the contemporary period. The dedicated teachers 
are utilising their skills and knowledge to the development of the students. Through a curriculum based on evidence 
and an activity-based teaching-learning process, the quality of education is enhanced in order to increase and 
produce men with greater knowledge, self-assurance, creativity, potential, and competencies. There are numerous 
ways to improve the quality of education, including by educating parents, enhancing instructor resources, creating 
new educational models, and so on. Moreover; the Qualitative Education is always helps to the development of the 
students, in the way of  acquiring skills, rational thinking, development of communication skills, self discipline, 
communal and environmental harmony, and so forth, (Anderson, 2013).  

The RTE Act of 2009 mandates the age-appropriate enrolment and special training, for out-of-school children, in 
order to bring them up to par with other children. Section 4 of the Act states that; Where a child above the age of six 
has not been admitted to any school or, though admitted, could not complete his or her elementary education, he or 
she shall be admitted in a class appropriate to his or her age; provided that where a child is directly admitted to a 
class appropriate to his or her age, he or she shall, in order to be at par with others, have the right to receive special 
training in such a manner and within such a time period as the State. In addition; Sarva Siksha Abhiyan-(SSA) seeks 
to “Universalize Elementary Education (UEE)” through the involvement and participation of the general public. SSA 
places a premium on the methodical involvement of communities and the establishment of a decentralised decision-
making system. Through decentralisation, when it comes to interventions in schools, SSA advocates for community 
involvement. Under SSA, there have been concerted attempts to include the local community in advancing 
education, building schools, and monitoring their daily operations. 

 It supports a community-based monitoring system that is open and honest. Every institution must make grant 
information available to the public as just one more piece of data. However; the 2001 SSA study suggests that 
schools, families, and the Panchayati Raj might work together, (SSA, 2001). 
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METHODOLOGY 
 
The methodology of the present paper mainly based on the secondary data sources and it analysis.. The secondary 
data was collected from various Governments, International Organizations, and from eminent scholar’s articles. The 
main aim of the present study is, to understand the contemporary school education system of East Godavari Dist, 
Andhra Pradesh. Another aim of the paper is, to discuss about the, socio-economic conditions of East Godavari 
District. 
 
DISCUSSION 
 
The ASER reports indicate that; the majority of primary-aged students in villages, across India are lack of the 
necessary reading and math skills for daily life. Worryingly, between the years 2005 and 2011, elementary school 
performance declined in most of the states, (ASER, 2012). Using ASER data, the organisation calculated a Learning 
Achievement Index-(LAI) is, set for the most populous states in India. It has been shown that, the Indian states of, 
West Bengal, Andhra Pradesh, Haryana, Kerala, Maharashtra, and Punjab. Have all shown and maintained strong 
performance on the basis of LAI between the period of 2008 and 2012. In the meantime, the states of, Tamil Nadu, 
Gujarat, Uttar Pradesh, Assam and, Rajasthan have shown persistently low performance. Surprisingly; Tamil Nadu 
is recognised for achieving development through social means. Nonetheless, persistently subpar learning outcomes 
cast doubt on the state's actual social infrastructure quality. Another problem is that; it needs the further 
investigation, it is alarming drop in education standards in Madhya Pradesh.  

However, the problem of low academic achievement is not unique to India. It affects the majority of the world's 
impoverished nations (ASER, 2012). The National University of Educational Planning and Administration (NUEPA) 
conducted a study on secondary education in 2016, finding that the average ratio of high schools to elementary 
schools was 0.77 percent. Data from NUEPA shows that middle and high schools take up the same amount of land as 
elementary and middle schools combined.  

The National Sample Survey of Educational Attainment (NUEPA) found that in 2016–17, there were 6.13 crores 
students enrolled in India, with 3.98 crores located in rural regions and 2.15 crores in urban areas. The 
aforementioned study found that as of April 2017, India had a total of 36 lakh teachers, with 22.13 lakh residing in 
rural areas and 13.86 lakh in urban areas. About half (48.86%) of all employees are educators. In the United States as 
a whole, female students make up an average of 47.50 percent of the student body. The average ratio of students to 
teachers is 17 to 1, and on average, the student-to-classroom proportion is 43 to 1. The national average number of 
professors per school is 14, (NUEPA 2016-17). 

Brief Information Regarding erstwhile East Godavari District of Andhra Pradesh 
East Godavari District is located in the north eastern part of Andhra Pradesh, between 160°30′N and 180°20′N in 
latitude and 810°30′E and 836°30′E in longitude, as stated by the state government. The district comprises a sizeable 
portion of the Godavari River delta, and has a total area of 12805 square kilometres. This district is located, on the 
northeast coastal region of the Andhra Pradesh. The Visakhapatnam District and the state of Orissa are to the north, 
the Bay of Bengal is to the east, the Godavari and Khammam Districts are to the south, and the Godavari and 
Khammam Districts are to the west of the area. The district may be roughly broken into delta, upland, and agency 
natural zones. It is 12,805 square kilometres in size. East Godavari's district headquarters, Kakinada, is conveniently 
accessible by train, road, and the 144-kilometre-long Kakinada Natural Port. According to the chief planning officer 
of the East Godavari district; the environmental conditions are fairly consistent, and while it is quite warm in May 
with a high of 37.70 °C and quite cold in January with a low of 28.50 °C, the actual rainfall from June 2018 to May 
2019 was 987.70 mm compared to the average rainfall of 1217.80 mm. Less than -18.90 percentages of the variance 
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from the mean is observed. The preponderance of the remainder, 132.1 mm, fell during the North-East monsoon 
period from October to December 2018, (East Godavari Hand Book, 2019). 

According to the chief planning officer for the East Godavari district, there are seven revenue divisions with 
headquarters in Kakinada, Peddapuram, Rajamahendravaram, Rampachodavaram, Ramachandrapuram, 
Amalapuram, and Yetiapaka. In addition, the district consists of 64 Revenue Mandals and 62 Mandal Parishad. There 
are 1069 Grama Panchayats in the region. The district consists of two municipal corporations, such as Kakinada and 
Rajamahendravaram. Moreover; it has seven municipalities, those are Samalkot, Pithapuram, Peddapuram, Tuni, 
Ramachandrapuram, Mandapeta, and Amalapuram. Besides that; it has a three Nagar Panchayats, namely 
Yeleswaram, Mummadi Varam, and Gollaprolu. This district contains 1595 inhabited villages, 89 uninhabited 
villages, and 25 municipalities, (District Hand Book, 2019). According to the 2011 Census; the population is 51.54 
million, and the land area is 1,280.05 square kilometres. The district of East Godavari is one of the most populous and 
densely populated districts in the state. The population density is 413 inhabitants per square kilometre. In the 
District; in this district, the majority (74.5%) of people still live in rural regions, while the minority (25.5%) live in 
urban regions. The literacy rate in this area is 70.99 percent. A significant proportion of the working population earns 
a livelihood through agriculture. According to the 2011 Census, scheduled castes make up 18.10 percentage of the 
district's total population, while scheduled tribes account for 5.62 percentages, (District Census Hand Book 2011). 

Present School Education Status in the state of Andhra Pradesh and East Godavari Dist 
Enrolments are the process of making arrangements to attend a school, and enrol in specific courses. This term may 
also refer, to the number of students enrolled in a school or course at the present time. Enrolment refers to the act of 
registering for school and/or specific classes or other extracurricular activities at a particular institution. After a pupil 
is admitted to a particular institution, the enrolment procedure is complete. Students can then choose courses, 
through their school's online student information system. Andhra Pradesh Gross Enrolment Ratio-(GER) in 
institutions is, significantly lower than the national average, as reported by the Hindu newspaper on June 25, 2018. In 
primary institutions, the national GER is 99.21 percentages, but in A.P., it is only 84.48 percentages. In addition; 
nearly one lakh children have dropped out of the school, it is indicating a Herculean task for the officials as schools 
reopen soon. In comparison to the national average of 92.84 percentages, of the GER in upper primary institutions, is 
83.96 percent in Andhra Pradesh.  

However; in secondary institutions, it is 79.15percentages, which is near the national average of 80 percentages. The 
GER in elementary schools decreased from 91 percentages in 2010–2011 to 83 percentages in 2016–2017. During the 
same time period, the rate increased from 77 percentages to 81 percentages in upper-level primary institutions. 
Programmes such as 'Badi Bata,' 'Badi Pilustundi,' and 'Manna Vooru-Manna Badi', have reportedly failed to 
produce the desired outcome. In 2017-18; 99,833 children were not in school. According to a study conducted using 
the mobile app AP-GER. Compared with other states like Kerala, the attrition rate is high. Nevertheless, it is lower 
than the national average of 5.13 percentages for primary education. In 2015-16, which the government considers a 
benchmark year, the attrition rate was 6.27 percentages. According to Ravi Kumar and Venugopal; there was a 
downward trend in enrolment growth at government elementary institutions. As a result of the availability of the 
“Mid-Day Meal Scheme-(MDMS)” in government schools, private schools have improved their educational 
amenities to attract students and keep them enrolled. The amount spent on the Mid Day Meal Scheme (MDMS) has 
no impact on enrolment in elementary government institutions in erstwhile Andhra Pradesh, (Ravi Kumar, J & 
Venugopala Rao, K P, 2017). 

The NUEPA secondary education report for 2016–17 states that; the ratio of upper primary to secondary institutions 
in Andhra Pradesh is 1percentages. 33.70 percent of secondary institutions in Andhra Pradesh are higher secondary 
schools. In 2016–17, the enrolment ratio of females to boys at the secondary and higher secondary levels was 0.90 
percent, according to the report cited above. In 2016–17, the enrolment ratio of females to boys at the secondary level 
in the Indian state of Andhra Pradesh was 0.93 percent and 0.0 percent at the higher secondary school level, 
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according to the report cited above. Nonetheless, 97.81 percent of students in the state transition from elementary to 
secondary education, (NUEPA, 2016). 

According to the NUPEA-2017; dropout rate is very high within in the country and state, moreover dropout rate 
between classes of IX to X class is 50 percentages, and it is more than 200 percentages, when compared with 
national average. NUPEA Report-2017 that, the academic year of 2016-17 promotion rates of the India and the state 
of Andhra Pradesh. According to the report eighth class promotion rate in India is 99.89 percent, and in Andhra 
Pradesh it is 97.81 percent. In ninth class promotion rate are 82.93 percent in India, 98.6 percent in Andhra Pradesh. 
The tenth class promotion rate in India is 94.1; the data is not available for Andhra Pradesh. Whereas, eleventh class 
promotion rate in India is 76.05 percent, the data is not available for Andhra Pradesh. The IX to X class promotion 
rate in Andhra Pradesh is 49.85 percent, it is in national wide 88.1 percent. But, the classes of XI to XII, the 
promotion rate data was not available for both country and the state, (NUEPA, 2017). According to the UDISE 
Report-2019; the total Enrolments in the academic year 2018-19 of Andhra Pradesh state is 70.4 lakhs, out of this 
36.8 lakhs are boys and 33.6 lakhs are girls.  
 
The UDISE report (2018–19) found that 37.93% of schools in Andhra Pradesh had School Building Committees 
(SBCs) and that 24.71% of primary (including upper primary, intermediate, and higher secondary) schools had 
School Monitoring and Development Committees (SMDCs). In addition to universities and colleges, 19.89% of 
elementary and secondary schools at the upper-primary level also have SMDCs. School building committees (SBCs) 
are in place in just 35.91 percent of schools. The School Monitoring and Development Committees (SMDCs) are 
present in 3.55 percent of primary schools, and School Building Committees (SBCs) are present in 13.91 percent of 
primary schools. 11.82 percent of upper primary schools (in addition to secondary schools) possess School 
Monitoring and Development Committees (SMDCs), and 30.63 percent of primary schools (in addition to upper 
primary and secondary schools) have School Building Committees (SBCs). School building committees are present 
in 9.09 percent of secondary institutions. School Monitoring and Development Committees (SMDCs) are present in 
33.33 percent of secondary and senior secondary institutions. School monitoring and development committees were 
present in 10.93 percent of schools, while school building committees were present in 28.37 percent of schools, 
(Unified District Information System for Education plus Report-(UDISE+), 2019).  
 
As per District Educational Officer (D.E.O) of the East Godavari district; explains about the management wise 
(Govt. and Private), and total availability of schools in East Godavari district as on December/2021, is as follows. 
The total primary schools in the district are 3833, upper primary schools are 955. Whereas; secondary schools in the 
district are 1216, higher secondary schools are 286 and finally total schools in the district are 6290 schools. The 
D.E.O of East Godavari said that; in the District the overall enrolments in the govt schools, during the academic 
year 2021-22 are nearly 47.2 lakhs, (Management Information System 2020).  
 
As per the table no.1; the East Godavari District totals boys Gross Enrolment Ratio (GER) is 91.17 percent and girls 
Gross Enrolment Ratio (GER) is 90.3 percent. Whereas; the boys Net Enrolment Ratio (NER) are 70.26 percent and 
girls Net Enrolment Ratio (NER) are 70.62 percent. The boys Transition rate from class VIIITO IX is 97.64 percent, 
girls Transition rate from class VIII TO IX is 98.87 percent and total Transition rate from class VIII TO IX are 98.25 
percent. The total Retention Rate-(RR) is 94.19 percent, the Dropout Ratio - (DR) is 4.1 percent, and it is 5.16 percent 
in boys and 3.02 percent in girls. The Promotion Rate-(PR) is 100 percent, Gender Parity Index-(GPI) is 1 percent and 
finally the Gender Gap Rate- (GGR) is .049 percent in the district. Meanwhile; Andhra Pradesh total literacy rate is 
67.35 percentages, in that female literacy is 59.96 percentages, and male literacy is 74.77 percentages.  
 
Table no.2 reveals that; the East Godavari District has a 70.50 percentage of literacy rate, out of that, the rural literacy 
rate is 67.08 percent, and the urban literacy rate is 80.78 percent. Out of the 67.08 percent of rural literacy, 70.65 
percent is rural male literacy, and 63.53 percent is rural female literacy. In the district, the urban literacy rate is 80.78 
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percent. According to the 2011 Andhra Pradesh Census Handbook, 84.62 percent of urban men and 77.07 percent of 
urban women are literate.  
 
When compared the National, State, and District level literacy rates, the literacy rates are has so much variations, 
especially in rural women and girl child education. Delliswararao said that; Illiteracy or Lack of Education to the 
women and the girl child is increases the gender disparities in the developing countries like India, (Delliswararao, 
2021). According to the Delliswararao K; education is a one of the key factor to the women empowerment, at least up 
to secondary school education is assures the girls, to acquires a self confidence, knowledge about the society, and 
how to protect their selves in the worst situations. It is reducing the stress on the parents and their kins, 
(Delliswararao, 2018).  Rao and Vasanta Srinivas (2009) observed that community participation, is enhancing 
education is minimal, in the East Godavari district of Andhra Pradesh. Besides that; the authors are said that, the 
members of School Management Committee-(SMCs) have a limited knowledge on the Sarva Siksha Abhiyan-(SSA). 
The vast majority of school instructors (87.2 percentages) were aware of the Sarva Siksha Abhiyan, compared to 61 
percentages of PRI members and 52 percentages of parents of school-aged children. The tribal community members 
took part in some or all of the school-related activities. The school education management committees in this district 
of Andhra Pradesh played a crucial role in micro-planning, particularly in the development of a village education 
plan and school enhancement plans, (Rao, Vasanta Srinivasa. 2009). 
 
Suggestions 
 Development of school infrastructures at village level is very important to development of district literacy rates. 
 School Monitoring Committees are needed to play an active role, in enrolment and retention of the students in 

the schools. 
 District and state officials need to focus the fulfilment of the teacher’s vacancies, it is helps to the development of 

education standards and literacy rates within the district. 
 Community and parental active participation; are given an assurance the quality of education, to children and 

society. Hence; the district administration responsibility is, to focus and stress the active participation of the 
parents and community in the school education. 

 Skill based training, communication skills development programmes must be included in the student’s 
curriculum, and it helps to enhance the employment opportunities in the students. 

 
CONCLUSION 
 
East Godavari District and the state of Andhra Pradesh; have made great strides in primary school enrolment, but 
they are still facing a significant challenges. Like; significant number of dropouts in the schools, the shortage of 
skilled teachers, and insufficient school facilities. Moreover; extremely low teacher and student participation, and 
poor educational outcomes. In the states with higher enrolment rates, there is a greater likelihood that a school will 
be available, but the state's physical and human infrastructure is frequently worse. For obvious reasons, this means 
more children will register for school, but that doesn't mean they'll perform well academically. 

The Department of Education must provide support by issuing a regulation that allows the school committee to 
actively participate and maximise its role, particularly in the fields of supporting agency and mediating agency; 
principals should make efforts to include the school committee in the control and evaluation of a policy, educational 
programme being implemented, or output of education. With an increase in student attendance, a high-quality 
educational environment will be fostered in and around schools. The appropriate maintenance of school facilities 
will increase the school attendance of children. Moreover, community involvement is required to enhance and 
maintain the equilibrium of enrolment, the retention of students, and school education quality. Common 
development issues, along with the inclusion of the community in school education, necessitate resolving these 
issues and it helps to improving school education outcomes. Researchers, policymakers, instructors, officials, and the 
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community are required to provide necessary suggestions for appropriate community participation and quality 
education in the school education system for children. 
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Table no.1:  Distribution of Educational Growth Rate 

Particulars Boys Girls Total 
Gross Enrolment (GER) 91.17 percentages 90.03percentages 90.73percentages 

Net Enrolment Rate (NER) 70.26 percentages 70.62percentages 70.44percentages 
Transition Ratio (TR) VIII to IX 97.64 percentages 98.87percentages 98.25percentages 

Retention Rate 92.45percentages 96.01percentages 94.19percentages 
Dropout Rate (DPR) 5.16percentages 3.02percentages 4.1percentages 

The Promotion Rate (PR) 100percentages 100percentages 100percentages 
Source: U-DISE* 

* Note: U-DISE: (Unified District Information System for Education); is an online database containing information 
regarding colleges in India. The database was developed by the joint group organisation. The organisation is form 
with the Ministry of Education, and National Informatics Centre-(NIC), of Govt of India. 
 

Table No.2: Distribution of Literacy Rate of East Godavari District, Andhra Pradesh 
Literacy Rate 

(As per Census 2011) 
Male 

(In Percentages) 
Female 

( In Percentages) 
Total 

(In Percentages) 
Rural 71.0 64.17 67.62 
Urban 84.62 77.07 80.78 
Total 74.51 67.52 70.99 
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A report of pneumonia was identified with a unique form of the pathogen in Wuhan city of China. It was 
titled "Novel corona virus" by WHO. The revelation on November 24, 2021 in South Africa of the severely 
altered Omicron of the severe acute respiratory syndrome corona virus 2 (SARS-CoV-2) aroused 
numerous worries. According to a peer-reviewed study backed by the French government, the novel 
B.1.640.2 strain from the lineage has infected 12 persons in the nation. Until December 2021, more than 
half a million genome sequences from all six continents have been reported to the Global Initiative on 
Sharing Avian Influenza Data (GISAID) to detect variations. The worldwide healthcare system is dealing 
with several issues as a result of the COVID - 19 pandemic. While news of the vaccine roll-out lifted 
many people's optimism, the mutant virus threatened that hope and sparked another wave of fear and 
uncertainty. The imaginable uses of Ayurveda which is the Indian herbal treatment system publicized an 
immune system enhancer. It helps COVID-19 patients with increased average cure efficiency, and many 
natural products possess antiviral characteristics where they can be used for future perspectives. 
Prescription prophylaxis is one approach where prophylactic antiviral drug therapy is emerging the 
world over. There is an immediate need for both prevention and therapeutic interventions for this 
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condition, and more than 500 clinical trials are underway. Here, in this review, we studied several 
articles, newsletters and had provided the latest evidence on immune boosters, prophylactic antiviral 
therapy, approved vaccines and currently ongoing clinical trials to treat corona virus. 
 
Keywords: Antiviral treatment, COVID-19,Probiotics, variants, Clinical trials. 
 
 
INTRODUCTION 
 
The rapid evolution of corona virus disease 2019 (COVID-19) is becoming a concerning issue that has jolted the entire 
world. Since December 2019, a new virulent strain of corona virus has attacked millions of individuals globally, 
resulting in enormous mortality. There have been at least eleven documented versions. SARS-CoV-2 variations were 
identified (Alpha, Beta, Gamma, Delta, Delta Plus, Epsilon, Eta, Theta, Iota, Kappa, and Lambda), and the number is 
expected to increase as different strains appear.[1] A pathogen that causes COVID-19 is nCoV, it was identified 
firstly in January 2020 and the international committee on taxonomy titled it SARS-CoV-2 on February 11, 2020. It is a 
big group of single-stranded RNA viruses. French researchers have discovered a novel Covid variation, most likely 
of Cameroonian origin, and have given it the tentative name 'IHU.' Our human body has some immune systems in 
which it protects from disease. As a result, understanding the underlying mechanism of immunological deficiencies 
in COVID-19 patients might help with illness management. At present, several clinical trials where antiviral therapy 
are testing like inhibiting the enzymes that are responsible for replication. Currently, some of the drugs for managing 
COVID-19 and repurpose drugs are given to infected patients like anti-HIV to manage influenza. Remdesivir, 
chloroquine, favipiravir, ivermectin, nitazoxanide and ritonavir are also used as antiviral against corona virus. [1] 
Some researchers are looking into using a combination of medications to treat COVID-19.[2] We can boost up our 
immunity with some of the natural spices like vitamin supplements, some other changes in our lifestyle like sleep, 
physical exercise and water supplements. Few studies suggest that immune boosters tend to control the corona virus, 
where doctors recommend as many antiviral medications as possible to prevent or treat it. To combat corona virus 
infection, the population is puzzled by immune boosters and antiviral therapy. Unfortunately, to treat the novel 
COVID-19, there is no such proper drug or therapy known yet. It can even take months or years to develop antiviral 
medications or vaccines if urgent action is appropriate to avoid this extraordinarily infectious disease, but the Indian 
government appreciates the use of conventional herbal or natural remedies to heal contaminated patients. Several 
research on the efficacy of both prevention and therapy are shortly proceeding. Antivirals are not just therapeutic, 
but also prophylactic against many viruses. In light of current knowledge, combinational antiviral drugs are to be 
considered as shown in table 1. 
 
2. BUDDING IMMUNOTHERAPEUTIC TACTICS FOR COVID-19 
There is a strong indication of SARS-CoV-2 induced immunopathology. But regrettably, many glucocorticoids, 
antivirals haven’t shown any durable improvement in the survival of patients. Where targeting the immune profiles 
of COVID-19 in specific can lead to treatment for severe cases. Enhancement of lymphocytes, immune modulators, 
Janus kinase inhibitors, plasma therapy.[5] Raise the amount of turmeric, cumin, coriander, and garlic. As our health 
care professionals fight the war against the Covid-19 pandemic, our responsibility is to prevent exposure to viruses 
by staying home, maintaining social distance, consuming balanced foods and following the simple hygiene protocol. 
The human body is designed to defend the body from illness and disease with a complex and effective immune 
response as presented in Figure 1.  The priority of this current research is to highlight the human body's immune 
system to tackle this pandemic phase of COVID-19. Ayurveda, which is commonly used in ancient times around the 
world, is the various kinds of principles to improve immunity combined with the resistance function of the body to 
combat many diseases. The imbalance of these three induces many diseases and limits the strength of our immunity. 
It is understood that some compounds derived from plants have an antiviral function as shown in Figure 2.  
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Role of Immunity After Vaccination 
There were 91 COVID-19 vaccines in clinical development and 184 in preclinical development (Malayala, Mohan, 
Vasireddy, &Atluri, 2021). The mRNA vaccines appear to give adequate protection against the B.1.1.7 COVID-19 
mutation, according to the data. Before the South African variation (B.1.351 or 20H/501Y.V2) strain was identified, 
the Pfizer and Moderna messenger RNA (mRNA) vaccines were approved in the US (Vasireddy, Vanaparthy, 
Mohan, Malayala, &Atluri, 2021).  Vaccines are critical in educating our immune systems on how to detect and fight 
the COVID-19 virus. The neutralizing antibodies take around two weeks to form following the second dosage of 
mRNA vaccinations. However, further research is needed to determine how well the vaccinations prevent the virus 
from spreading but for how long they give protection. Sinovac Biotech has begun clinical studies, which have shown 
that the CoronoVac vaccine is 50% successful in preventing P.1 variant infection in Brazil. Bharat Biotech's 
COVAXIN vaccine has been shown to neutralize well and is 78 percent effective over the double mutant strain, 
B.1.617, as per the Indian Council of Medical Research Virology lab. Although SARS-CoV-2 reinfection has been 
documented, scientific knowledge of natural infection-derived immunity is still developing (Y. Sui, Bekele, 
&Berzofsky, 2021). When compared to the original Wuhan-Hu-1 strain, sera obtained from earlier infected people 
before they were vaccinated provided a considerably lower, and in some cases missing, neutralizing response to the 
B.1.351 (Beta) variation (Stamatatos et al., 2021). Looking throughout the region, we observe the same broad patterns, 
with India by far the most concerning in levels of infections per million, but Nepal fast narrows the gap due to its 
considerably higher infection rate as shown in figure 3.  
 
Vitamins 
This is an important supplement, fat-soluble, and holds a significant involvement in the regulation of vision, 
development, and maturity, and defence of the human body's mucosal and epithelial integrity. [6] Since the removal 
of the SARS-CoV-2 virus involves antibodies, especially T-cells, thiamine deficiency can lead to insufficient antibody 
responses and consequently serious symptoms (Sufficient amounts of thiamine are also liable to help in effective 
immune responses in infection with SARS-CoV-2). Thiamine also acts as an inhibitor of carbonic anhydrase 
isoenzyme.[7] Since the removal of the SARS-CoV-2 virus involves antibodies, especially T-cells, thiamine deficiency 
can lead to insufficient antibody responses and consequently serious symptoms. (Sufficient amounts of thiamine are 
also liable to help in effective immune responses in infection with SARS-CoV-2.) Thiamine also acts as an inhibitor of 
carbonic anhydrase isoenzyme.[7] It has been shown that riboflavin and UV light are beneficial against the MERS-
CoV virus, indicating that they may be effective against SARS-CoV-2.[8] Riboflavin-UV reduced the amount of the 
SARS-CoV-2 infectious titer which is below the concentration level in the blood, plasma as well as platelet 
products.[9] It has been shown that vitamin C intake reduces the period and incidence of infections at the upper 
respiratory tract that is mostly believed to be related to viral infections, like cold infections.[10][11] It scavenges ROS 
as an antioxidant, inhibits the peroxidation of lipids and alkylation of proteins, and thereby defends cells from 
cellular damage triggered by oxidative stress. [12] C-vitamin supplementation and quercetin supplementation have 
also been found to have a mutually beneficial antiviral, antioxidant, and immunomodulatory effect in studies.[13] In 
a case study where a patient was cured with high-dose of vitamin C after the ARDS development, she was detached 
from the ventilator after 5 days, as she was also medicated with some antiviral as well. [14] Fat-soluble vitamin- D 
has a huge advantages for good health and immunity improvement. It governs the development of a protein that 
destroys infectious agents selectively and bacteria and viruses included. Vitamin D increases monocytes and 
macrophages pathogen-fighting effects-white blood cells (WBC) that are essential parts of immune defence and 
reduce inflammation, which helps stimulate an immune response. Vitamin D changes the action and amount of 
WBC, referred to as T2 Killer lymphocytes, which can decrease the transmission of viruses and bacteria. Vitamin D3 
and vitamin D2 are agreed for the stoppage and management of vitamin D deficiency but are not expressly approved 
license to prevent or treat any infection caused by COVID-19, including the novel corona virus. A modern study 
showed that the administration of vitamin D could decrease admittance to thorough care in adults with COVID-19 
who got hospitalized.[15] 
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Trace Elements 
Copper 
A trace element that shows a crucial part in the enactment of components in the immune system, like natural killer 
cells, neutrophils, macrophages, and monocytes. [18] Copper deficiency is linked to weakened immune responses to 
virulence and infections. [19] Based on the evidence, it was presumed that the copper levels of plasma will increase 
adaptive and innate immunity, it shows preventive and therapeutic effects against corona virus. [20] A recent review 
has shown that copper shows its activity in combination with N– acetyl cysteine, colchicine, or Remdesivir as COVID 
-19 treatment. [21] Corona virus, which is antagonistic to the copper surface, in the case of cell-based study Cu2+ is 
liable for papain-like protease – 2 blockage which is a protein prerequisite for the replication of SARS-COV-1. [22] 
Nanoparticles (CuONPs) of oxidized Cu oxide (CuO) are commonly used as catalysts so, CuONPs can limit the 
application of viruses is improved. [23] 
 
Zinc 
A mineral that has a role in immunity, particularly in innate and acquired immunological responses to viral 
infections. It is alleged that zinc is an important mineral in COVID-19 infection due to its dual properties of immune-
modulatory and antiviral. Zinc shows inhibition of the synthesis, transcription complex, and replication of corona 
viruses.[24] [25] Especially, Zn2+ with zinc ionophore pyrithione are revealed the SARS- corona virus RNA 
polymerase inhibition by its decrease in replication. [24] 
 
Selenium 
Due to its action on the immune system in antibody production, deficient levels of Se are responsible for a decrease 
in cytotoxicity of natural killer cells, cellular immunity impairment and low vaccination response. Sodium selenite, a 
selenium salt that has been proposed for therapy in decreasing the blood clot formation risk.[26] which is mostly 
seen in SARS-COV- 2, which is the surety death cause of COVID-19. [27] [28]Selenium has certain beneficial benefits 
when combined with vitamins D and E. [29] 
 
Probiotics 
The concept of probiotics is live micro-organisms that carry the host's nutritional benefits, including the 
gastrointestinal tract, insufficient proportions as treated.[30][31] Multistrain probiotics are also additional powerful 
than mono-strain probiotics.[32] as showed in table 3 . Recently, it was shown in a computerized docking analysis of 
metabolites Plantaricin JLA-9, Plantaricin W and Plantaricin D greatly inhibited the ACE2 receptors binding to 
SARS-CoV-2 blocking the entrance of the virus into the cells and indicated the anti-viral properties of Lactobacillus 
Plantarum to SARS-CoV-2. [33] Therefore, by meddling with the viruses entry into cells or inhibiting the repetition of 
the virus, probiotics may serve as antivirals. The path of COVID-19 can also be altered by the regeneration of the 
intestine, immune system, respiratory microbiota and gut-lung axis. [34] In comparison, in contrast to antiviral 
medications, immunomodulators, or new methods studied in COVID-19, probiotics are available readily, oral 
administration comparatively safe, and cost-effective. [35] In animal models, much of the information available today 
on the enhancement of immune health by probiotics has been illustrated. Intranasal inoculation of  L. Plantarum and 
L. reuteri has been ensured to safeguard alongside fatal infection by the pneumonia virus in mice. [36] Probiotics are 
very safe even in weak populations. Oral probiotics have ability to reduce the severity and incidence of viral 
respiratory tract infections. 
 
Antiviral Prophylaxis Of Corona Virus 
Repurposed drugs were FDA approved for any indications to treat patients of COVID-19 as presented in Figure 4 
and shown in Table 3. The drugs should be adequate, treatment should be highly sage, low costs. It has become a 
challenge due to the unavailability of approved drugs from the FDA which are specific to COVID-19. Currently, the 
emergency of COVID-19 warrants the fast development of effective strategies for people protection who are at high 
risk of infection, especially in health care workers, close contacts. 
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Hydroxychloroquine and Chloroquine 
It should be noted that the USFDA has issued an emergency use authorization for the use of HCHL in the treatment 
of COVID-19. These have shown to come up with antiviral effects where some of the studies reported to have 
inhibition of human CoV-229E replication, HCoV OC43 and SARS-CoV. [37] [38] [39] This results in insufficient 
hemoglobin used to transport O2 and Co2 (respiratory insufficiency). Chloroquine was discovered to block 
glycoproteins viral surface from heme attacking for the formation of porphyrin and binding of glycoproteins 
inhibition to porphyrins, relieves the respiratory distress symptoms effectively. [40] 
 
Remdesevir 
In this period, to fight back with COVID-19 is with remdesivir which was derived from the final stages of many 
effective vaccines. It's the most promising medication for fighting RNA viruses since it offers a wide range of 
antiviral properties. It was initially established by Gilead Sciences to defeat the Ebola virus, and undergone clinical 
trials in the Ebola outbreak. Even though it was effective against Ebola, it was proved for human’s safety, where it 
was allowed to conduct clinical trials in COVID-19 emergency. [41] 
 
Bamlanivimab 
This was issued by the FDA as an emergency use authorization, which is a monoclonal antibody directed against the 
SARS-CoV-2 spike protein on 9 Nov 2020. The EUA licenses bamlanivimab to administer in treating mild to 
moderate COVID-19 in adults and pediatrics aged 12 years and high risk for progressing to severe COVID-19.  
 
Casirivimab and Imdevimab 
On 21 Nov 2020, USFDA issued EUA for Casirivimab and imdevimab to administer combined for the mild to the 
moderated cure of COVID-19 in both pediatrics and adults, who are aged 65 years old and who have conditions of 
chronic. These both are not approved for patients who need oxygen therapy because of COVID-19. Both monoclonal 
antibodies may associate with some worse clinical outcomes when they are given to COVID-19 hospitalized patients 
who require mechanical ventilation.  
 
Baricitinib 
EUA has been issued by USFDA for emergency use of Baricitinib in combination with remdesivir, to treat laboratory-
confirmed hospitalized COVID-19 adults and 2 years of pediatrics. It’s not FDA approved for mentioned uses. The 
dosage of Baricitinib recommended under EUA is 4 mg daily once for adults and 9 years of pediatrics and 2 mg daily 
once for 2 years to < 9 years of pediatrics. The optimal duration for treatment is not known. The suggested treatment 
duration is 2 weeks or else until hospital discharge. 
 
CONCLUSION 
 
Universal spread of the corona virus has arisen to be a big challenge to reduce. Desperately, many scientists are 
looking for a vaccine. Few drugs are effectively potentially and in case of efficacy is still in progress where they need 
more experimental work. Many natural sources are in connection with us by minimizing the usage of medications. 
And may repurposed drugs are existing by few studies and FDA approval to treat the mild to moderate cases of 
COVID-19. Immune boosters and antiviral prophylaxis are the only sources right now which can save us from the 
severity of corona virus. Compiling the information available on COVID-19 the immune boosters and antiviral 
prophylaxis are in widespread use and promising way to cure. 
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Table 1: Combinational medication in the treatment of corona virus 
Combination of drugs Category Advantages References 

Chloroquine + 
hydroxyl chloroquine Anti-malarial 

Because of its anti-inflammatory effect, it is 
used as a repurposed drug to treat SARS-
CoV-2. 

[3] 

Nelfinavir + 
Cepharanthine 

Protease inhibitor + 
alkaloid 

Inhibition of viral proliferation and 
minimizes virus transmission. 

[4] 

 
Table 2: Probiotics-targeted viral infections 

Probiotic bacterial 
strain 

Viral 
respiratory 
infection 

Consequence  Reference 

Streptococcus, 
Moraxella 

Respiratory 
syncytial virus 

The researchers wanted to see if distinct nasopharyngeal 
microbiota are linked to different host transcriptome 
profiles and infection severity in RSV-infected kids. The 
findings revealed that the interaction between RSV and 
the nasopharyngeal microbiota may moderate host 
immune responses, thereby changing the disease's clinical 
severity. 

[16] 

Lactobacillus 
Rhamnosus 

Respiratory 
tract 
infections, 
influenza virus 

In a cohort analysis of preterm babies, the researchers 
predicted that early prebiotic or probiotic 
supplementation might reduce the incidence of virus-
associated RTIs throughout the first year of life. The 
findings showed that changing the gut microbiota with 
specific prebiotics and probiotics might be a unique and 
cost-effective way to reduce the risk of rhinovirus 
infections. 

[17] 

 
 
Lactobacillus 
Fermentum 
 
 

Influenza 

The ability of the breast-milk-isolated strain Lactobacillus 
fermentum to serve as a co-adjuvant with an anti-
influenza vaccination was tested. This study found that 
taking 
L. fermentum orally boosts the T-helper type 1 response 
and elicits virus-neutralizing antibodies, which may 
improve protection by increasing the T-helper type 1 
response and evoking virus-neutralizing antibodies. 

[18] 

Lactobacillus Bulgaricus 
Respiratory 
tract infections 

This study looked at whether eating yoghurt fermented 
with Lactobacillus delbrueckii ssp. bulgaricus may keep 
you from catching a cold. Intake of yoghurt fermented 
with L. bulgaricus enhanced natural killer cell activity and 
decreased the chance of developing a cold in the elderly, 
according to the findings. 

[19] 

BifdobacteriumAnimalis Respiratory 
tract infections viral titer reduced [20] 

Lactobacillus Plantarum 

H1N1 and 
H3N2 
influenza 
viruses 

It enhances the innate immunity of antiviral cytokines and 
macrophage cells. [21] 

Lactobacillus Paracasei 
Common cold 
virus 

Oral ingestion of this probiotics minimizes the symptoms 
of cold infections. [22] 
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Table 3: Mechanism, Targets and side effects of anti-SARS-CoV-2 prophylactic drugs 
Drugs Category Mechanism of action Side effects 
Chloroquine (Aralen) / 
hydroxychloroquine 
(Plaquenil) 
[23] 

Anti-malarial 

Cytotoxicity inhibition; 
immunosuppression; ACE2 
receptor and spike protein 
glycosylation changes. 

Nausea, vomiting, hair loss, the 
sensitivity of light is increased. 

Remdesivir, favipiravir 
(Avigan) 
[23D, 24] 

Anti-viral 

Inhibition of viral RNA 
polymerase through chain 
termination inhibits viral 
replication and transcription. 

Production of erythrocytes is 
reduced and liver function 
parameters will be increased in 
influenza conditions. In COVID-
19 the symptoms are reduced. 

Lopinavir (Kaletra),  
Rotinavir (norvir) 
[25] 

Antiretroviral 

SARS-CoV 3 CL proenzyme 
inhibition, inhibits SARS-CoV-2 
replication of Vero E6 cells, 
protease, CYP4503A. 

Headache, chest pain, dizziness 
and stomach pain. 

Oseltamavir (Tamiflu) 
[23D, 26] Anti-viral 

Neuraminidase inhibitor. 
The mechanism is still not yet 
known on SARS-CoV-2. 

Hypersensitivity. 

Dexamethasone 
(Decadron) 
[27] 

corticosteroid 
Genomic and non-genomic 
mechanisms 

Agitation, headache, changes in 
mood, high appetite. 

Umefenovir (Arbidol) 
[28] Anti-viral 

Blocks the trimerization of SARS-
CoV-2 spike glycoprotein that 
leads to form of immature virus 
which is infection less. 

Sensitivity is increased to 
medication in below 2 years. 

Nitazoxanide 
[29] 

Antiviral and 
anti-parasitic 

Reduces the inhibitory effect of 
interferon which is triggered by 
SARS-CoV-2. 

Discolored urine, stomach pain, 
and headache. 

Darunavir (Prezista) 
[30][31] 

Anti-viral 

A non-peptidyl HIV-1 protease 
inhibitor inhibits HIV protease 
dimerization, inhibits cleave of 
Gag-Pol polyprotein. 

Rashes, stomach pain, vomiting, 
nausea, diarrhea. 

Ivermectin (Stromectol) Anthelmintic 

Inhibits the nuclear import of viral 
and host proteins by inhibition of 
importin 1 heterodimer. It inhibits 
IMP α/β1- mediated nuclear 
import. 

Muscle aches, mild skin rash, 
discolored urine, nausea. 
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Figure 1: Immune configurations of COVID-19 

 

Figure 2: Immune boosters fight against COVID -19 

 

Figure 3: Data Analysis on India's Covid-19 Epidemic 
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Figure 4: Repurposed antiviral drugs working against COVID-19 
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This work aims to evaluate the antimicrobial potential of methanolic extracts of Haloplegma duperreyi  . 
Agar well diffusion method has been used to determine the antimicrobial activities of Haloplegma 
duperreyi  against gram- positive bacteria ( Salmonella para typhi, Staphylococcus aureus), gram – Negative 
bacteria (Escherichia coli ,Klebsiella neminiae and fungus(Candida albicans, Aspergillus fumicates). The extracts 
exhibited both antifungal and antibacterial activities against tested microorganisms. Thus, the result 
shows that red algae Haloplegma Duperreyi has good biological activity, and further it can be carried out 
in pharmaceutical, food preservatives, and cosmetic purpose. 
 
Keywords: Aspergillus fumigates, Klebsiella neminiae, Haloplegma Duperreyi, Salmonella para typhi  
Staphylococcus aureus, Antibacterial. 
 
INTRODUCTION 
 
Antimicrobial agents play a crucial role in lowering the burden of infectious diseases worldwide [1]. However, 
because there are fewer or often no effective antimicrobial medicines available to treat infections brought on by 
pathogenic bacteria, the rise and spread of multidrug resistant (MDR) strains of pathogenic bacteria have become a 
significant public health problem [2, 3].Seaweeds are considered as a variety of sources for secondary metabolites 
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with a wide range of biological [1] activities Seaweeds are photosynthetic microalgae and are categorised as red [2], 
brown [3], and green [4] algae based on the components of their pigments. Haloplegma Duperreyi is Rhodophyta (red 
seaweeds). Additionally, it has been demonstrated by results from earlier studies that seaweeds contain bioactive 
components that can help humanity by preventing the growth of bacteria (5,6). Examples of substances found in 
seaweeds that exhibit antimicrobial and antibacterial properties include phenols, terpenes, acetogenins, indoles, fatty 
acids, and volatile halogenated hydrocarbons (7); Some of the most well-known species of seaweed, include Porphyra 
sp.. and Chondrus crispus, are found in Rhodophyta and are extremely popular in Asia [8,9,10] and Ireland [11], 
respectively, particularly as a component in their culinary traditions. Several investigations have focused on specific 
species, including Osmundea pinnatifida (e.g., [11,12]), Sphaerococcus coronopifolius (e.g., [13,14,11]), and Plocamium 
cartilagineum (e.g., [15,16,17,18]), In Asia, crude extracts of the Asian plant Calotropis gigantean exhibit encouraging 
antifungal efficacy against the pathogenic fungus Candida albicans, Aspergillus niger, Aspergillus ochraceus, Aspergillus 
ustus, and Rizopus oryzae. [19]. In Another study found that an ethanolic extract of Plumbago zeylanica root has 
effective antibacterial properties against Curvularia lunata, Colletotrichum corchori, P. aeruginosa, V. cholerae, and E. coli. 
[20,21,22]. So, the objective of the present study is to investigate different compounds such as phenols, flavonoids, 
terpenoids, and steroids as well as their antiomicrobial properties in Haloplegma Duperreyi . The studied marine algae 
showed antibacterial activities. They could be potentially used for applications in medicine, food production and the 
cosmetic industry  [23]. 
 
MATERIALS AND METHODS 
 
Sample Preparation 
Haloplegma duperreyi was collected Rameshwaram coast, Ramanathapuram, Tamil Nadu.  The collected sample was 
authenticated by Botanical Survey of India (BSI), Coimbatore, Tamil Nadu, India. 
 
Processing Of Collected Sample 
The collected seaweeds were initially rinsed with seawater to eliminate dirt and debris along with epiphytes, sand 
particles and shells. Later, they were washed with running tap water followed by distilled water and dried in dark 
conditions. The resulting dried material was coarsely powdered (passing through a 40-size sieve) and utilized for 
further pharmacognostic and phytochemical studies. 
 
Preparation Of Seaweed Extracts Using The Different Solvent Method 
The shade-dried  Haloplegma duperreyi   were powdered using a milling machine and further subjected to 
Soxhlet extraction (Borosil, Mumbai, India) using five different solvents namely Methanol, Ethylacetate, Aqueous, 
Chloroform, and Hexane. The powdered samples were subjected to 20gm thimble using handmade filter paper. 
Later,  Haloplegma duperreyi the filled thimble was carefully placed within the extractor chamber and poured with 
chosen five dissimilar solvents as a 1:10 ratio. The reservoir round bottom flask was excited to 60°C in a 
heating mantle. Each sample was run at least 15 refluxes to get good quality seaweed solvent extracts and the 
resultant solvent extracts were condensed using a rotary evaporator (Buchi, Bangalore, India) within 
condensed temperature under vacuum conditions. Finally, the precipitant was collected in a glass container and 
stored under -20°C for further analysis. 
 
Qualitative Analysis of Phytochemical Screening of Haloplegma duperreyi 
The phytochemical screening aqueous, ethanol, methanol, ethyl acetate and chloroform extracts of plant sample was 
subjected to different chemical tests for the detection of different phyto constituents using standard procedures. To 
identify the presence of alkaloids, flavonoids,tannins, saponins, steroids, terpenoids, glycosides, phenols, 
carbohydrates and proteins. [24]  [25]. (Peach and Tracey, 1995; Raaman, 2006) 
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Alkaloids 
Meyar’s reagent (potassium iodide) 
1.3 g of mercuric chloride was dissolved in 60 ml distilled water and 5.0 g of potassium  iodide in 10 ml of water. The 
two solutions were mixed and diluted to 100 ml with distilledwater. A few drops of reagent were applied to 1.0 ml of 
leaf extract. Alkaloids were detected by the formation of white or pale yellow precipitate. 
 
Phenols 
Ferric chloride test 
To 1.0 ml of leaf extract 2.0 ml of distilled water, followed by a few drops of 10 % aqueous FeCl 3 solution was 
added. Appearance of blue or green colour indicates the presence of phenols. 
 
Flavanoids 
In the test tubes containing 0.5 ml of leaf extract, 5-10 drops of dilute HCl and small piece of zinc or magnesium were 
added and the solution was boiled for a few minutes. Reddish pink or dirty brown colour was produced it showed 
the presence of flavonoids. 
 
Tannins 
Ferric chloride test 
To 1- 2 ml of leaf extract, few drops of 5 % aqueous FeCl 3 solution was added.A bluish black colour, which 
disappears on the addition of a few ml of dilute H 2 SO 4 was followed by the formation of a yellowish brown 
precipitate. 
 
Saponins 
In a test tube containing about 5.0 ml of leaf extract, a drop of sodium bicarbonatesolution was added. The mixture 
was vigorously shaken and keft for three minutes.. A honey comb like froth was developed and it showed the 
presence of saponins. 
 
Terpenoids 
Salkwski reaction 
5.0 ml of leaf extract was mixed in 2.0 ml of chloroform and concentrated H 2 SO 4 (3.0 ml) was carefully added to 
form a layer. A reddish brown coloration in the inter phase formed to show positive results for the presence of 
terpenoids. 
 
Steroids 
Libermann-Burchard’s test 
To 1.0 ml of leaf extract, 1.0 ml of conc. H 2 SO 4 was added, followed by the addition of 2.0 ml of acetic anhydride 
solution. A greenish colour developed and turned blue indicates the presence of steroids. 
 
Carbohydrates 
Benedict’s test 
173 g of sodium citrate and 100 mg of sodium carbonate was dissolved in 500 ml of water. To this solution 17.3 g of 
copper sulphate dissolved in 100 ml of water was added. To 0.5ml of the leaf extract, 5.0 ml of Benedict’s reagent was 
added and boiled for 5 minutes.Formation of a bluish green colour showed the presence of carbohydrates. 
 
Glycosides 
A small amount of leaf extract was dissolved in 1.0 ml of water and then an aqueous sodium hydroxide solution was 
added. Formation of a yellow colour indicates the presence of glycosides. 
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Aminoacids And Proteins 
Biuret’s test 
To 1.0 ml of leaf extract, 5-8 drops of 5 % sodium hydroxide solution were added, followed by one or two drops of 1 
% copper sulphate. Formation of pink or purple colour confirmed the presence of proteins and amino acids. 
 
Antimicrobial Activity  
Test Microorganisms 
The test organisms used were clinical isolates viz., Staphylococcus aureus, Escherichia coli Salmonella paratyphi and 
Klebsiellanemoniae. The human fungal pathogens like Aspergillus fumigates and Candida albicans,which were obtained 
from Department of Microbiology, Coimbatore medical college and hospital (CMHC), Coimbatore. The bacterial and 
the fungal cultures were maintained on nutrient agar medium and potato dextrose agar (PDA) medium respectively. 

 
Growth and Maintenance of Test Microorganism for Antimicrobial Studies 
The bacterial and fungal cultures were maintained on nutrient broth (NB) at37°C and fungus was maintained on 
Potato dextrose agar (PDA) at 28°C. 
 
Preparation of Inoculum 
The gram positive bacteria Escherichia coli, Staphylococcus aureus and gram negative bacteria Salmonella paratyphi and 
Klebsiella nemoniae were pre-cultured in nutrient broth overnight in a rotary shaker at 37°C, centrifuged at 10,000 rpm 
for 5 min, pellet was suspended in double distilled water and the cell density was standardized spectro 
photometrically (A610 nm). The fungal inoculums Aspergillus fumigatus and Candida albicans, were prepared from 5 to 
10 day old culture grown on Potato dextrose agar medium. The Petri dishes were flooded with8 to 10 ml of distilled 
water and the conidia were scraped using sterile spatula. The spore density of each fungus was adjusted with 
spectrophotometer (A595nm) to obtain a final concentration of approximately 105 spores/ml. 
 
Anti-bacterial Activity (Anonymous, 1996) 
The samples were tested by the well diffusion method. Different concentration of the samples (10,20,30 μg/ml) was 
prepared. The test microorganisms were seeded into respective medium by spread plate method 10 μl (10 cells/ml) 
with the 24h cultures of bacteria growth in nutrient broth. After solidification the filter paper wells (5 mm in 
diameter) impregnated with the extracts were placed on test organism-seeded plates. Amoxicillin (10 μg) used as 
standard for antibacterial test. The antibacterial assay plates were incubated at 37°C for 24 hrs. The diameters of the 
inhibition zones were measured in mm. 
 
Antifungal Activity (Taylor et al., 1995) 
The antifungal activity was tested by well diffusion method. The potato dextrose agar plates were inoculated with 
each fungal culture (10 days old) by point inoculation. The filter paper wells (5 mm in diameter) impregnated with 
100 μg concentrations of the synthesized silver nanoparticles were placed on test organism-seeded plates. 
Amoxicillin (10 μgwell 1) used as positive control. The activity was determined after 72 hrs of incubation at 28°C. 
The diameters of the inhibition zones were measured in mm. 
 
RESULT AND DISCUSSION 
 
Qualitative   analysis  of  Haloplegma duperreyi 
The present study revealed that the polar to non polar  extracts of  Haloplegma duperreyi  contained alkaloids, 
flavonoids, glycosides, phenols, resins, saponins, steroids, tannins, terpenoids , carbohydrates and proteins (Table .1 
). However, phenols, terpenoids, steroids, proteins and carbohydrates were  moderately presented in four  solvents  
such as aqueous chloroform, ethyl acetate and methanol. Next to methanol extract, ethyl acetate extracts of both 
parts showed the presence of rich variety of secondary metabolites. Ethyl acetate and chloroform extracts showed the 
less variety of these secondary metabolites. Compared to all other solvent extracts, ethanolic extracts had higher 
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number of secondary metabolites with high degree of precipitation (+++). Saponin  and tannin were determined to be 
present with lesser amount (+) only in all extracts. 
 
Quantitative  analysis  of  Haloplegma duperreyi 
The quantitative phytochemical analysis of  Haloplegma duperreyi   revealed  the highest  phenolics content of the 
Haloplegma duperreyi    was found to  be 4.72±0.35 mg GAE/g in Methanol extract . While the lowest amount of 
phenolic content was found in the chloroform extract (2.90±0.55 mg GAE/g). The alkaloid content was found to be 
the highest in methanol extract. However highest steroid, flavanoids and terpenoids content observed in methanol  
extract  (Table 2). In previous studies alkaloids were found to be present in aq. extracts of the Punica granatum while 
terpenoids were not detected (Wadood et al., 2013).Similarly, in current study terpenoids and tannins were detected 
in Ficus microcarpa while in previous studies alkaloids and steroids have also been reported (Shripad et al., 
2012).(27-28) 
 
Antimicrobial Activity  
These results indicate significant capacity of Haloplegma duperreyi as new bioactive compounds as antimicrobial  
agent in the treatment of pathogenic organisms. The antibacterial and   anti fungal activity of  Haloplegma duperreyi 
were  determined in both gram positive and gram negative bacteria and fungus. In the preliminary phytochemical 
assay of five different organic solvents like Ethanol, methanol,aqueous, ethyl acetate  and choloroform.   Only 
methanol extracts showing antimicobial  activity  were considered  for further study. The zone of inhibition 
produced by these extracts against pathogenic microorganisms is summarized in Figure 1-6. Different species 
showed sensitivity for methanol extract. The extract of  Haloplegma duperreyi  showed activity against S.aureus. Some 
studies reported the antimicrobial property of A. vulgaris against S. aureus and E. coli similarly to our fnding [29] 
 
CONCLUSION  
 
Phytochemical analysis of . Haloplegma duperreyi  shown the presence of various metabolites such as flavonoids, 
alkaloids, phytosterols and steroids are present and  antibacterial potential of seaweed extract for the synthesis novel 
antibiotics.. Future studies (in vitro and in vivo) are required to prove the potential medicinal properties of the 
Haloplegma duperreyi  (red algae). 
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Table 1. Composition of Nutrient agar medium 

Peptone 5.0 g 
Beef extract 3.0 g 
Agar 15.0 g 
Distilled water 1000 ml 
pH 7.0 

 
Table 2. Composition of PDA medium 

Potato 200.0 g 
Dextrose 20.0 g 
Agar 15.0 g 
Distilled water 1000 ml 
pH 6.2 

 
Table : 1 3.1. Qualitative analysis of phytochemicals in different solvent extracts from  Haloplegma Duperreyi 

Phytochemicals Aqueous Ethanol Methanol Ethyl acetate 
Chloroform 

Alkaloids ++ +++ +++ ++ + 
Phenols ++ ++ ++ ++ + 

Flavonoids ++ +++ ++ ++ + 

Tannins - + - - - 
Saponins + ++ + - - 
Terpenoids + +++ ++ + ++ 

Steroids + ++ ++ ++ ++ 

Carbohydrates ++ ++ ++ - + 

Glycosides ++ + ++ - + 

Amino acids + ++ + + + 

Proteins ++ ++ + ++ + 

+ → present in small concentration; ++ → present in moderately high concentration; 
+++ → present in very high concentration;--→  absent. 
 
Table  2.  Quantitative  Analysis  of  Phytochemicals  in  different  solvent  extracts  from  Haloplegma duperreyi 
Secondary metabolites Ethanol 

extract 
Methanol 
extract 

Aqueous 
extract 

Ethyl acetate 
extract 

Chloroform 
extract 

Alkaloids (mg/g sample) 4.72±0.42 5.08±0.23 3.40 ±0.66 5.93±0.20 3.49±0.50 
phenols (mg/g sample) 3.30 ±0.09 3.27±0.30 2.80 ±0.20 4.72±0.35 2.90±0.55 
Flavonoids (mg/g sample) 1.73±0.19 1.62±0.23 1.50 ±0.10 3.55±0.85 - 
Terpenoids (mg/g sample) 2.63±0.35 3.09±0.22 2.30 ±0.80 4.20±0.10 3.50±0.50 
Steroids (mg/g sample) 2.45±0.13 2.85±0.35 2.86±0.20 5.30±0.10 -- 
Values are expressed as mean±SD (n=3). 
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Table :3 Growth inhibition of methanol  extracts of H. duperreyi  against Gram negative and gram positive 
bacteria 
 
S.No 

 
Pathogenic bacteria 

Zone of inhibition (mm)  
Standard 
(Amoxicillin) 

10 µl 20 µl 30 µl 

1. Escherichia coli 07 07 14 22 
2. Staphylococcus aureus 07 07 14 22 
3. Salmonella paratyphi 07 07 14 24 
4. Klebsiellanemoniae 07 07 12 22 
 
Table  :4 Growth inhibition of methanol  extracts of H. duperreyi  against fungus 
 
S.No 

 
Pathogenic fungus 

Zone of inhibition (mm)  
Standard 
(Amoxicillin) 

10 µl 20 µl 30 µl 

1. Candida albicans 07 07 12 18 
2. Aspergillusfumigatus 07 07 14 18 
 

 
Eshcheria coli                                                                                    Klebsiella nemoniae 

 
Staphylococcus aureus                                                                        Salmonella paratyphi 
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Aspergillus fumigatus                                                                             Candida albicans 
Figure 1-6. Growth inhibition zone of methanol  extracts of H. duperreyi  against Gram negative and gram positive 
bacteria and fungus 
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In this paper propose FLC based solar fed Microgrid to establish synchronization. Due to in stable of 
Power electronic converters, solar power generation plays a of the essence role and it does not have 
normal inertia and damping characteristics. This paper makes employ of the grid-linked photovoltaic 
muscle era gadget base on DC voltage instinct control because the research item, and establishes the 
static synchronous generator (SSG) representation of the gadget among a analysis to make the 
capacitance of the middle time scale take part in the grid frequency response without including 
additional device. The model is used to study the amount of one factor that has an impact on the system's 
inertia, damping and synchronization characteristics as well as the legal plan of that govern their affect. 
The findings screen that the capacitor's electricity garage contact on a medium time scale might purpose 
the system to exhibit inertia traits. In terms of manage parameters, the inertia characteristic proven via 
the device turns into more potent because the droop coefficient Dp lowers. The damping produce of the 
device is bigger the bigger the DC voltage outer loop proportional coefficient Kp is. The stronger the 
synchronization functionality of the device, the bigger the DC voltage outer loop integral coefficient Ki. 
in addition, the Simulink/ MATLAB , simulation platform is used to make certain that the theoretical 
approximation. 
 
Keywords: Hybrid energy system; Model predictive control, fuzzy logic controller. 
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INTRODUCTION 
 
With the worldwide electricity emergency and ecological contamination transforming into gradually more now not 
energetically, kidding developing smooth energy has become the improvement conformity of all countries on earth. 
The electric powered motors, FACTS hardware and the environmentally pleasant power generation be roughly 
highly developed [1][2]. Lattice coupled photovoltaic electricity age, as a delegate of environmentally friendly power 
generation improvement, has shown hazardous development by prudence of its bountiful belongings and infectivity 
unfastened benefits [3][4]. In the established power framework, the essential collection of force ages is the rotating 
coordinated generator (RSG), and RSG itself has the massive dormancy and stable damping potential. In the network 
tied photovoltaic energy era framework, the actual characteristics of the network related inverter are really now not 
moderately similar to RSG. As a power digital machine, the lattice tied inverter itself does not have actual state of 
being inactive. It is related to the framework for a massive scope with the qualities of low employment and feeble 
damping, bringing in the order of a diminution in the dormancy of the power agenda and exhausting extreme 
difficulties to the protected and stable hobby of the strength lattice [5][6]. Separately, photovoltaic power generation 
has excessive, regions of power for instability, and clean irregular, with a purpose to critically have an effect on the 
steady motion of the power lattice[7].  
 
Hence, while photovoltaic electricity is integrated into the power matrix, they by using and massive must be 
equipped with a selected degree of strength stockpiling to give latency [7].  In [8] the mixture of the daylight based 
totally age and power stockpiling framework has been taken because the exploration object, and the plan and 
manipulate system studies are directed to further expand the frame work dependability of the photovoltaic strength 
era coordinated into the lattice. Be that as it is able to, attributable to little aggravations, the power stockpiling 
framework is much less efficient, and the essential electricity and its converter's sizeable probable in latency and it 
are not completely used to sodden characteristics reenactment.In [9], it's far delivered up that the DC aspect capacitor 
of the network tied inverter has comparative powerful behavior traits to the RSG rotor, and the capacitor voltage at 
the DC aspect of the matrix tied inverter can vacillate inside a selected reach, giving a selected latency guide, but it 
didn't dissect the dormancy, damping and synchronization characteristics of the whole framework together with the 
capacitor dynamic. In [10], it's far proven that the framework tied new strength technology framework has 
correspondence with the standard strength era framework, and in keeping with the viewpoint of electromechanical 
brief cycle displaying, it demonstrates the matrix tied inverter inside the new electricity lattice tied power technology 
framework and the RSG within the traditional energy technology framework has a comparative actual factor and 
equal unique version.  
 
A SSG model this is suitable for the research of the DC voltage time scale dynamic attributes of the matrix tied 
converter framework is proposed, and the idleness, damping and synchronization qualities of the lattice tied 
converter framework underneath voltage and contemporary twofold close circle control is examined. In [11], by 
using laying out the SSG version, the aspect of a static coordinated compensator for smothering the energy swaying 
of force framework is dissected. In [10], the short energy remuneration (RPC) based totally recurrence manipulate 
method is created to upgrade the converter capability to repay the framework awkwardness strength, through 
completely taking advantage of the converter inactive limit. The numerical verification confirmed the advanced 
exhibition of the RPC method as far as recurrence deviation concealment versus grasp manage, and as some distance 
as RoCoF concealment as opposed to idleness manipulate, with indistinguishable converter restriction. In [12] the 
SSG version-based exam strategy is used to dissect the idleness and damping features of the matrix tied electricity 
stockpiling framework underneath two different manage techniques. 
 
ROCOF DROOP CONTROL OF PMSG-BASED WIND TURBINES FOR SYSTEM  
This proposes a RoCoF hang manipulate, which eases the brief recurrence trade process by using controlling the 
energy of the DC side capacitor. Right off the bat, take a look at and represent the control time size of the breeze 
power framework (WPS). Under the electromagnetic time scale, consolidate the low-bypass channel (LPF) and the 
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differential connect with get the control connection of the framework. Consequently, the brief course of RoCoF is 
really moved along. Besides, primarily based on the dormancy examination of the first simultaneous generator, 
additional inference and research of the RoCoF hold manage inactivity attributes. Contrasted and ordinary hang 
manipulate, RoCoF grasp have power over empowers the inverter to can equally expand recurrence deviation [8]. 
Then, the element research of the transport capacitance voltage to the framework latency guide is given, the 
relationship between capacitor keep restriction and RoCoF is inferred, which confirms the practicability of capacitor-
helped recurrence adjustment. At long last, the trial examination with the hang manage method is completed in view 
of the RT-LAB stage [9]. 
 
This study facilities round the quick power response of community side inverters under RoCoF hang manage 
exclusively while the framework recurrence drops under DVT high-recurrence unsettling have an effect on. Thusly, 
the control method for turbine-aspect rectifier may not be in calculation pointed out on this paper. At the point while 
the framework is disillusioned by using power awkwardness, the WPS can be separated into electromechanical time 
scale (second-stage response) and electromagnetic time scale (millisecond-level response) as per the particular 
reaction season of various designs [10]. 
 
As located in Figure1, Due to the sizeable distinction eventually scale, the AC contemporary manage circle and 
mechanical power  rotor velocity and can be disregarded all through the recurrence drop transient cycle. All matters 
considered the capacitor voltage dynamic interaction is breaking down underneath DVT, and the issue of 
unreasonable RoCoF is concentrated on underneath high-recurrence unsettling influences. The RoCoF grasp manage 
is displayed in Figure three, wherein Udc addresses the deliberate voltage, and Udcref addresses the given voltage. 
The reference really worth of dynamic modern can be acquired with the aid of taking the charging direction of the 
capacitor modern-day because the reference heading and alluding to the DC voltage manipulate target 

 
The RoCoF grasp manage circle is embedded in the DC voltage manipulate circle. The power recurrence ω0 short the 
lattice recurrence ωg is recurrence deviation 1ω. Since the lattice recurrence is in a rather regular nation, 1ω is beaten 
via low-recurrence elements. By changing low-bypass channel cutoff recurrence ωc, the high-recurrence commotion 
contained in this is wiped out, so the inverter solutions principally to low recurrence signal. The RoCoF of the 
framework is gotten via the differential connection, and in a while grasp coefficient Kh is applied to change the sign 
to get the helper voltage order Udc0. 
 
Because of high-recurrence unsettling affects, this has a look at proposes a RoCoF cling control methodology mild 
the problems of recurrence variation and severe RoCoF. The aftereffects of the correlation among the impacts of 
ordinary hold and RoCoF dangle manage procedure on WPS, the primary factors and pastime thing display that: 
shown in the figure2 
 
RESULTS AND DISCUSSION 
 
In the figure2 of without droop control ,DC-to-DC converter do not react to the frequency variations of the grid, so 
the DC voltage and Output Power remain constant as depicted in fig 3 and fig 4. 
 
With Voltage Droop Control 
With droop control when the frequency of the grid decreases, the capacitor reacts to the frequency changes and the 
dc voltage decreases to release the energy and the output Power rises as depicted in fig5 and fig 6 
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Effect of Droop Coefficient Dp on DC Voltage 
Fig  2  a grid-tied PV system by keeping the Proportional coefficient Kp and Integral coefficient Ki constant and by 
increasing the droop coefficient DP, DC voltage drops as presented in fig 7fig 8 and fig 9. In fig  2  a grid integrated 
PV system which is controlled by the DC voltage droop control, when simulated in MATLAB using Simulink using 
Fuzzy Logic Controller the results are observed. Smaller the Dp value, the system will show strong inertia 
characteristics shown in fig 10,11 and 12. 
 
Influence Of Dp On Output Power  
Fromfig 2, the waveforms of fig 13,14 and 15 it is observed that the output power is stable with fewer oscillations. In 
summary, the smaller Droop coefficient value output power is stable. 
 
CONCLUSION 
 
In this paper we propose FLC based solar fed Microgrid to found synchronization. Due to in constant of s Power 
electronic converters, solar power generation plays a vital role and it does not have natural inertia and damping 
characteristics. The latency, damping and synchronization of the network tied photovoltaic power period structure 
in view of DC voltage droop not entirely set in stone by the fundamental boundaries, control boundaries and 
consistent state working marks of the framework. From the point of view of control boundaries, the more modest the 
hang coefficient Dp, the further grounded the inactivity normal for the framework; the bigger the DC voltage 
external circle corresponding coefficient Kp, the more grounded the damping impact of the framework; the more 
noteworthy the DC voltage external circle essential coefficient Ki Larger, the more grounded the synchronization 
ability of the framework. The examination finish of this paper have particular significance for more developing the 
repetition security of framework allied photovoltaic power age framework under little upsetting influence, and 
establish a hypothetical starting point for the well-disposed mix of photovoltaic power age into the power network. 
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Fig. 1. Circuit diagram of power timescale for wind 
power structure 

Fig. 2. The structure diagram of the wps 
 

 

 

Fig. 3.  Circuit diagram of Grid side inverter control 
block 

Fig.4. DC voltage waveform of without droop control 

 
 

Fig. 5. Output waveform of Power without volatge 
droop 

Fig. 6. DC voltage waveform of with droop control 
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Fig. 7. Output Power waveform of with droop control Fig. 8 .  DC volatge waveform  at Dp 60 

  
Fig.9 . DC voltage waveform  at Dp 80 Fig. 10.  DC voltage waveform Dp 100 

 
 

Fig .11. DC voltage waveform  at Dp 60 Fig.12. DC voltage waveform of  Dp 80 

 
 

Fig 13. DC voltage waveform of  Dp 100 Fig 14. Output Power  waveform of Dp 60 

 
 

Fig 15. Output Power  waveform of Dp 80 Fig 16.  Output Power waveform of Dp 100 
 
 
 

Kondalu et al., 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

63521 
 

   
 
 

Yashoda  
 

Ethnobotanical Studies of Wild Edible Plants used by the Indigenous 
Tribe of Chakhesang, Phek District, Nagaland 
 
Vepu1* and T.Lirola Sangtam2 

 

1Research Scholar, Department of Botany, St. Joseph University, Virgin Town, Ikishe Model Village, 
Dimapur, Nagaland-797115, India . 
2Assistant Professor, Department of Botany, St. Joseph University, Virgin Town, Ikishe Model Village, 
Dimapur, Nagaland-797115,India.  
 
Received: 07 July 2023                             Revised: 20 Aug 2023                                   Accepted: 26 Sep 2023 
 
*Address for Correspondence 
Vepu1*  
Research Scholar, Department of Botany,  
St. Joseph University,  
Virgin Town, Ikishe Model Village,  
Dimapur, Nagaland-797115, India . 
Email: vepupfuno@gmail.com 

 
This is an Open Access Journal / article distributed under the terms of the Creative Commons Attribution License 
(CC BY-NC-ND 3.0) which permits unrestricted use, distribution, and reproduction in any medium, provided the 

original work is properly cited. All rights reserved. 
 
 
The present studies deals with the preliminary survey of the wild edible plants used by the indigenous 
Chakhesang Tribe of Phek District. The district holds a vast area of thickly dense forest which comprises 
of highly diversified flora. The study was carried out in between January 2021 to August 2022. 
Ethnobotanical data were collected by interviewing the villagers especially the elders and herbalists who 
has well acquainted with the forest. The data were collected through semi structure questioners by 
interacting with the informants face to face. Altogether 74 wild edible plant species were recorded from 
64 genera and 39 families. The present studies indicates that the tribal people depends on the forest for 
their food and for commercial purpose for their livelihood and regularly collect and consume leafy 
vegetables, ferns, fruits, tubers, mushrooms etc. from the mountainous forest and have acquired a vast 
knowledge of wild edible plants. The present study aims to identified, document, and explore of wild 
edible plants used by the indigenous tribe of Chakhesang of Phek District. 
 
Keywords: Chakhesang, Ethnobotanical, wild edible plants, Identified, Document, Explore. 
  
 
INTRODUCTION 
 
Nagaland one of the eight sister of North East India is located in the northern and eastern hemisphere at Latitudinal 
expanse of 25°6’ N to 27°4 N and Longitudinal expanse of 93°2’E to 95°15’E. The total area of Nagaland is 16,579 sq 
km (6401 sq miles).  Nagaland is bounded in the east by the country Myanmar, the west by the state Assam, in the 

ABSTRACT 

 RESEARCH ARTICLE 
 

http://www.tnsroindia.org.in
mailto:vepupfuno@gmail.com


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

63522 
 

   
 
 

North partly by the sate Arunachal Pradesh and Assam and in the south by Manipur.  It has a population of about 
1,980,602 as per the 2011 census of India. Nagaland consist of 18 tribes namely Angami, Ao, Chakhesang, Chang, 
Dimasa Kachari, Khiamniugan, Konyak, Kuki, Lotha, Phom, Pochury, Rengma, Sangtam, Sumi, Tikhir, Yimkhiung 
and Zeliang. It has 16th district Chumoukedima, Dimapur, Kiphiri, Kohima, Longleng, Mokokchung, Mon, Niuland, 
Noklak, Peren, Phek, Shamator, Tseminyu, Tuensang, Wokha and Zunheboto. 
 
Phek district of Nagaland is mainly inhabited by Chakhesang and Pochury tribe. The district hold a very large 
covered of wild forest and many villagers depends on the abundance of nature for their survivals like cultivated and 
wild eatable plants and fruits which provide a good scope for the Ethnobotanical studies. Since ages Chakhesang 
people live a very close relationship with nature and are well acquainted with their surrounding plants and their 
beneficial utilities for various purposes like medicine, food, animal fodders, agriculture, basketry works, furniture, 
house building, musical instruments, tools, utensils, dyes, cloths, hunting and defence equipments etc. for their self 
sustenance and daily needs. Many plants are used by the indigenous Chakhesang tribe for their medicinal purposes 
which are available in their locality. The plants in and around the villages plays an integral role in their culture and 
the information about the  significance of plants  are pass down orally from generation to generation without any 
written record. If those useful information about the knowledge of plants are not documented or tapped at the 
earliest, it may be lost forever with the generation gap. Besides, the vast beautiful forest which are fast disappearing 
due to shifting cultivation, unwanted fires due to hunting, making of concrete road, timber business, firewood and 
other socio-economic activities in the region. 
 
In the past years, many researchers have contributed on ethnobotany in the North-East region of India: Jamir,N. S & 
Rao R.R. 1982a; Jamir N. S & Rao R.R 1982b;  Kar, A. 2004, Lokho A, Moa, A.A & Odyuo, N. 2007. Lokho, A. 2012; 
Takatemje et al. 2010; Takatemje et al. 2010; Salam. S. Et al 2010.  Some of the recent contribution from the state of 
Nagaland: Mozhui, R, ET al. 2011; Pfozo, N. L. Et al. 2012 Medhi, P, Kar, A. & Borthakur, S.K 2013; Singh et al. 2015; 
Limasenla & Lea Nelia 2020; Konyak Zenwang & Konyak Phongle 2020. According to the survey, there is, still lots of 
works to be done in the field of ethnobotany. More field research is needed to tap the vast scientific resources before 
it gets diminishes with the rapid development of human activities. 
 
STUDY AREA 
 
Phek district lies between 25°37’N-25°39’N latitude and 94°35’E-94°38’E longitude. Altitude varies from 520m to 
2900m above the sea level with a total area of 2026 km2. The district is bounded by Manipur state on the south, 
Kiphiri and Zunheboto on the North, Kohima in the west and Myanmar country in the south-east. The district 
consists of rich evergreen sub-tropical and temperate coniferous forest supporting vast amount of flora and fauna. 
Agriculture is the main occupation of the indigenous tribe with Rice as their stable diet. The Chakhesang practices 
terrace cultivation in the hilly terrains and sub-terrain areas where they mostly cultivate Rice and others minor crops 
alongside the paddy field. Jhum (slash and burn) cultivation is also practice by the tribe but with the passage of time 
it has decrease drastically with villagers knowing the importance of biodiversity and its conservation. 
 
METHODOLOGY 
 
Frequent field trips were conducted in between January 2021 to August 2022 to different villages of the Chakhesang 
tribe of Phek district, Nagaland. Data collections were done through group discussions, personal interview to local 
healers/Kobiraj, elders of the village and even youngsters who have certain knowledge about the wild edible plants 
in their locality. Questionnaires based surveys were carried out from the participants for further analysis. The 
diversity and the economy of the wild edible plants were documented by frequent visit to villages in different 
seasons with the availability of the plant species. Most of the plant species were collected from the wild habitats with 
the help of the informants but a few of them were collected from their market places which were sold near the village 
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road and gate. The plants were identified with the help of expert consultants, locally available literatures of different 
authors and Botanical Survey of India, Shillong, Meghalaya. 
 
RESULT AND DISCUSSION 
 
During the study period, a total of 74 wild edibles plants belonging to 64 genera and 39 families used by the 
Chakhesang tribe of Phek district are documented. Wild edible plants family and its number of species occurrence 
were arranged alphabetically in the Table 1. Poaceae and Rosaceae family with highest number of 6 plant species 
each, followed by solanaceae of 5 plant species, Amaranthecea of 4 plant species and Apiaceae, Cucurbitaceae, 
Lamiaceae & Araceae with 3 each species and Athyriaceae, Asteraceae, Brassicaceae, Dioscoreaceae, Fabaceae, 
Leguminoceae, Moraceae, Polygonaceae & Urticaceae with two each plant species and the rest of the 22 families 
consist of only one species each.  Wild eatable plant part uses and its occurrence were given in Table 2, out of which 
51 number of plants species have only one part eatable i.e either shoots, leaves, flowers or seeds or fruits while 17 
plant species are found to have two eatable parts and 3 plants are taken as a whole plant. 47 plant species are found 
to have only one uses whereas 24 plant species are found to have an additional uses like animal feeds and medicinal 
values. Altogether 4 bamboo species and 2 fern species are recorded.  33 fruits/seeds wild eatable plants, 32 leafy 
vegetables, 12 shoots, 6 tuber, 8 Flowers/inflorescence and 3 whole wild edible plants are recorded.  
 
The edible parts of the wild plant is found as fruits with the highest number of consumption followed by leaves, 
shoots flowers and tubers. Habit wise of plants are found are trees, herbs, shrubs and climbers. 3 numbers of plants 
have found to use as whole plants like Colocassia esculenta Linn. (tuber petiole leaves), Houttuynia cordata Thunb. 
(shoot, roots, leaves) and Centella asiatica Linn. (leaves, shots and roots). In the enumeration of table 3, plant species 
name are arrange alphabetically with family, vernacular name, part used, preparation and any medicinal or other 
uses were indicated. Some prominent plants like Centella asiatica Linn., Diplazium esculenta Retzius Swartz , Oenanthe 
javanica Blume Candolle and Rhus chinensis Miller have high medicinal value and also use frequently and become 
household medicine among the Chakhesang tribe. 
 
The present study approach shows the tribal people involved closely with the nature of wild edible plants for their 
food and commercial purpose for their livelihood. Wild edible plants were collected and consumed regularly from 
the nearby forest. The tribe also have acquired a vast knowledge of wild edible plants for various uses since 
generation. Many valuable plants are threatened due to rampant deforestation for agriculture purpose and various 
developmental activities. With the fast declining of deep forest, there is urgent need to educate the tribal to conserve, 
protect and to manage forest resources for the sustainability of mankind and nature. 
 
ACKNOWLEDGEMENT 
 
The authors are thankful to the informants for sharing their valuable knowledge about the wild edible plants of 
Chakhesang Phek District and help during the field work. The Authors are grateful to the Department of Botany St. 
Joseph University, Dimapur and Botanical Survey of India, Shillong for various guidance and support during this 
study. 
 
REFERENCES  
 
1. Jamir, N.S. & Rao, R.R. 1982a. Ethnobotanical study of Nagalnad – 1. Medicinal plants. Econ. Bot 36(2): 176 – 181. 
2. Jamir, N.S & Rao R.R 1982b. Ethnobotanical study of Nagaland +. Fifty four medicinal plants used by Nagas. J. 

Econ. Taxon. Bot. 3: 11 – 17 
3. Kar, A. 2004. Common wild vegetables of Aka tribe of Arunachal Pradesh. Indian J. Trad. Knowl. 3(3): 305 – 313 

Vepu and Lirola Sangtam 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

63524 
 

   
 
 

4. Deorani, S.C and Sharma, G.D. 2007. Medicinal plants of Nagaland. Bishen Singh Mahendra Pal Singh, Dehra Dun, 
India. 

5. Lokho, A. 2012. The folk medicinal plants of the Moa Naga in Manipur, North east India. Intn. J. Sci. Res. Publ. 
2(6): 1 – 8 

6. Moa, A.A. & Odyuo, N. 2007. Traditional fermented foods of the Naga tribes of Northeastern India. Indian J. Trad. 
Knowl. 6(1): 37 – 41 

7. Moa, A.A., Hynniewta, T.M & Sanjappa, M. Plant wealth of northeast India with reference to ethnobotany. Indian 
Journal of Traditional Knowledge. 8(1): 96 – 103, 2008. 

8. Takatemjen; Jamir, N.S & Deb, M.S. 2009. Wild edible fruits of Wokha district of Nagaland, India. Pleione 3(1): 59 
– 62 

9. Plant Resource of Nagaland. Nagaland Bio Resource Mission Publication, Government of Nagaland, Kohima, 
Nagaland. 2009, ISBN: 978 – 93 – 80500 – 02 – 7. 

10. Salam, S.; Kumar. P.K & Jamir, N.S. 2010. Wild edible plants used by the Tangkhul Naga tribe of Ukhrul district 
of Manipur, India. Pleione 4(2): 284 – 287 

11. Medhi, P, Kar, A. & Borthakur, S.K. 2013. Medicinal uses of wild edible plants among the Ao Nagas of 
Mokukchung and its vincinity of Nagaland, India. Asian Reson. 2(4):64 – 67. 

12. Mozhui, R,: Rongsensashi; Limasenla & Changkija, S. 2011. Wild edible fruits used by the tribals of dimapur 
district of Nagaland, India. Pleione (5): 56 – 64. 

13. Pfozo, N.L.; Kumar, Y; Sheik, N. & Myrboh, B. 2012. Assesement of local dependency on selected wild edible 
plants and fruits from Senapati District, Manipur, Northeast India. Ethno. Res. Applic. 10: 357 – 367. 

14. Flora of Nagaland Vol-I & Vol-II by Sapu Changkija & P.B. Gurung. 2017. 
15. Sapu Changkija, Biodiversity of Nagaland published by Department of Forest, Ecology, Environment and Wild 

life, Government of Nagaland. 
16. Singh, A.K.; & Teron R. 2015. Diversity of wild edible plants used by the Angami-Nagas in Kohima District of 

Nagaland, India. Pleione 9(2): 311 – 324. 
17. Lea, Nelia. & Limasenla. 2020. Traditional Knowledge of medicinal plants used by the Chakhesang Naga tribe in 

Phek District of Nagaland, India. Pleione 14(2): 237 - 247  
18. Konyak, Zenwang & Konyak Phongle. E. 2020. Documentation of wild edible fruits (WEFs) from mon District of 

Nagaland, India. Journal of medicinal plants Studies 202; 8(5): 101-106 
 
 
Table 1: Edible wild plants family and its number of species occurrence  

Family Name Number of plant species occurrence 
Amarantheceae 4 
Anacardiaceae 1 

Apiaceae 3 
Araceae 3 

Asteraceae 2 
Brassicaceae 2 

Campanulaceae 1 
Convolvulaceae 1 

Crassulaceae 1 
Cucurbitaceae 3 
Dioscoreaceae 2 

Ebenaceae 1 
Elaegnaceae 1 

Euphorbiaceae 1 
Fabaceae 2 
Fagaceae 1 
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Juglandaceae 1 
Lamiaceae 3 

Leguminoceae 2 
Malvaceae 1 

Melastomotaceae 1 
Moraceae 2 
Musaceae 1 

Myricaceae 1 
Passifloraceae 1 
Phyllantheceae 1 
Plantaginaceae 1 

Poaceae 6 
Polygonaceae 2 

Rhamaceae 1 
Rosaceae 6 
Rutaceae 1 

Sapindaceae 1 
Saururaceae 1 
Solanaceae 5 
Urticaceae 2 

Viburnaceae 1 
Zingiberaceae 1 

 
 Table 2: Wild plant edible parts and it’s number of occurrences 

Edible 
leaf 

Edible  
Shoot 

Edible  
Tuber 

Edible  
Fruit/seed 

Edible  Flower/ 
Inflorescence 

Edible 
whole 
plant 

Edible 2 
parts of 

plant 

Edible  one 
part of plant 

33 plant 
species 

12  plant 
species 

6 plant 
species 

32 plant 
species 

8 plant species 3 plant 
species 

17 plant 
species 

51 plant 
species 

 
 
Table 3: Wild edible plants of Chakhesang tribe of Phek District, Nagaland. 

Botanical name Family Vernacular name Part used Preparation Medicinal/ 
Other uses 

Alocasia 
machrorrhizos 

(Linnaeus) G Don. 
Araceae Bü 

Leaves and 
Tuber 

Boiled curry and 
chutney  

Alternanthera 
philoxeroides 

(Martius) 
Grisebach 

Amarantheceae Menhyipa Young shoot 
and leaves 

Cook as vegetable 
curry Pig feed 

Amaranthus  
spinosus 

(Linnaeus) 
Amaranthaceae Kadzünhü Leaves Boiled with potato 

Controlled 
high 

Bp/animal 
feed 

Amaranthus 
viridis (Linnaeus) 

Amaranthceae Kadzünhü Leaves and 
shoots 

Cook with potato/ 
meat/ boiled/Fried 

Animal 
feed/reduce 

diabetes 
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Bambusa tulda 
Roxb. Poaceae Kavü Tender 

Shoots 
Fresh/fermented 

cooked with meat  

Bauhinia variegate 
Linnaeus Leguminoceae Mewupa 

Leaves and 
flowers 

Boiled with tomato, 
green chillies and 

potato 
Cattle feed 

Brassica oleraceae 
(Linnaeus) 

Brassicaceae Münayie Leaves Boiled/cooked with 
meat/potato/tomato 

Lower Bp 

Bryophyllum 
pinnatum (Lam.) 

Oken 
Crassulaceae Tsonyü Leaves Crush and drink 

Kidney stone 
removal 

Cardamine hirsute 
Linnaeus 

Brassicaceae Thüvüga Shoots Cooked with garlic, 
ginger and chillies 

 

Centella asiatica 
(Linnaeus) Urban Apiaceae Gapre Whole plant 

Boiled/cook with 
rice Purify blood 

Chimonobambusa 
collosa (Mitford) 

makino 
Poaceae Kavü Tender 

shoots 

Fresh and fermented 
shoot is cook with 

meat 
 

Chinopodium 
album Linnaues Amaranthaceae Chüzhünhü Leaves Cooked with meat  

Clerodendrum 
colebrookianum 

Walp. 
Lamiaceae Gatherü Young leaves Boiled//cook with 

potato and tomato 
Lower Bp 

Coix lacryma-jobi 
Linnaeus Poaceae Tuchiebe Seeds 

Roasted seed is 
crush and cook 

Kidney 
problem 

Colocassia 
esculanta 

(Linnaeus) Schott 
Araceae Büküto Whole plant Cooked with pork or 

dry fish 
 

Curcuma 
angustifolia Roxb. Zingiberaceae Ketupa Inflorescence Cooked with meat 

or other vegetables  

Debregeasia 
longifolia 

(Burm.f.)Wedd 
Urticaceae Ziche Fruits Ripe fruit are eaten  

Dendrocalamus 
hamiltonii Gamble Poaceae Kavü Tender 

shoots 
Fresh/ fermented 
cooked with meat  

Dendrocalamus 
giganteus Munro 

Poaceae Kavü küdeo Tender 
shoots 

Fermented shoots  

Diplazium 
esculentum 

(Retzius) Swartz 
Athyriaceae Kütsaga Tender 

leaves 
Boiled/Cooked with 

Crab Anti Gastric 

Dilplazium 
maximum (D. Don) 

C. Chr. 
Athyraceae Mrüshünhü Leaves 

Cooked with 
potato/dry 
fish/tomato 

 

Diascorea 
bulbifera Linnaeus 

Dioscoreaceae Rupfu Tubers Boiled/cook with 
dry meat 

 

Dioscorea 
deltoidea Wall. Ex 

Griseb 
Dioscoreaceae Muthu Tuber Cooked and eat as 

vegetables  

Diospyros kaki 
Thunb. 

Ebenaceae Zhiedeshe Fruit Ripe fruit eaten raw  
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Docynia indica 
(wallich) Decaisne Rosaceae Ciephose Fruits Ripe fruit fresh or 

dried eaten Diarrhoea 

Elaeagnus conferta 
Roxb 

Elaeagnaceae Tsütucie Fruits Ripe fruit eaten raw  

Elatostema 
lineolatum Wight Urticaceae Tsüyie 

Leaves and 
tender shoots 

Boiled or cook with 
rice called Galho  

Elsholtzia griffithi 
Hook.f Lamiaceae Sawhe Leaves and 

inflorescence 
Use as spices in 

curry 

Stomach 
upset and 
headache 

Eryngium foetidum 
Linnaeus Apiaceae Burma dunyia Leaves 

Used in chutney or 
fish curry as spices Asthma 

Fagopyrum sp. Polygonaceae Gare Leaves Boiled or cooked 
with meat  

Ficus auriculata 
Lour. 

Moraceae Kabuse Fruit Ripe fruit eaten raw Use for cattle 
and pig feed 

Gynura nepalensis 
De Candolle 

Asteraceae Letsüyie Leaves Boiled/ cook with 
rice as Galho 

Antidiabetic 

Hibiscus 
sabdariffa 
Linnaeus 

Malvaceae Kükhropa/ 
Kekhropa 

Leave and 
seeds cover 

Cook with meat or 
potato. Anti fever 

Houttuynia 
cordata Thunb. Saururaceae Posükuma/Wesenyü Whole plant 

Taken raw or make 
into a chutney/salad  

Ipomea batatus 
(Linnaeus) 
Lamarck 

Convolvulaceae Dzümucie Leaves and 
tuber Boiled Animal feed 

Juglans regia 
Linnaeus Juglandaceae Lepfüchie Seeds 

Ripe seeds crack 
open and eat  

Lasia spinosa 
(Linnaeus) Araceae Dzüye Leaves Boiled/cook with 

potato or meat  

Leucaena 
leucocephala 
(Lam.) de Wit 

Fabaceae Prücie Fruits/seeds 
Eat when 

tender/chutney 
 

Litchi chinensis 
Sonn. Sapindaceae Litchibo Fruits Ripe fruit eaten raw  

Luffa cylindrica 
(Linnaeus) Roemer Cucurbitaceae Kashüchie Fruits 

Tender fruits boiled/ 
fried with potato or 

meat 
 

Lycopersicum 
esculentum Miller 

Solanaceae Dongachie Fruits Used in almost all 
the curry 

 

Melocana 
baccifera (Roxb.) 

Kurz 
Poaceae Kavü 

Tender 
shoots 

Fresh tender shoots 
with chutney  

Manihot esculenta 
Crantz 

Euphorbiaceae Chi-alu Leaves and 
tuber 

Boiled Animals feed 

Melostoma 
malabathricum 

Linnaeus 
Melastomataceae Seprüpra Fruits Ripe fruit eaten raw Animal 

fooder 

Momordica 
balsamina 

Cucurbitaceae Keriela Fruits Boiled or fried Blood 
pressure 
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Linnaeus controlled 

Momordica foetida 
Schumacher Cucurbitaceae Bhat keriela Fruits Boiled or fried 

Blood 
pressure 

controlled 
Morus alba 

Linnaeus Moraceae Zucie 
Fruits and 

leaves 
Ripe fruit taken raw, 
tender leaves boiled. Animal feed 

Musa paradisiaca 
(Linnaeus) Musaceae Nganchie Fruits and 

inner stem 

Ripe fruit raw eat. 
Stem cook with 
potato or meat. 

 

Myrica esculenta 
Buch.-Ham. Ex 

D.Don 
Myricaceae Nhuche Fruits Ripe fruit eaten raw  

Ocimum 
tenuiflorum 

Linnaeus 
Lamiaceae Nhetsu Leaves and 

inflorescence 
Used as spices in 

chutney and curry Fever 

Oenanthe javanica 
(Blume) de 
Candolle 

Apiaceae Lekroyie 
Leaves and 

tender shoots Boiled 
Lower Blood 

pressure 

Parkia roxburghii 
G. Don 

Fabaceae Yonjak Fruit/seeds Chutney  

Passiflora edulis 
John Sims Passifloraceae Bel 

Tender 
leaves and 

fruits 
Boiled or taken raw Lower Blood 

pressure 

Phyllanthus 
emblica Linnaeus 

Phyllantheceae Tsühose Fruits Raw taken or pickle Washing face 

Physallis sp. Solanaceae  Fruits 
Mature fruit taken 

raw  

Plantago major 
Linnaeus Plantaginaceae Gapa Leaves Boiled or cook with 

other vegetables  

Polygonum molle 
D. Don 

Polygonaceae Ghazie Leaves Boiled  

Pratia begonifolia 
(Wall.) Lidl. 

Campanulaceae Letuche Leaves and 
young shoot 

Cooked and eaten as 
a vegetables 

 

Prunus nepalensis 
(Ser.) Steud. Rosaceae Mutroho Fruit Ripe fruit eaten raw  

Pyrus pashia 
Buchanan-

hamilton ex D. 
Don 

Rosaceae Kazhuche Fruits Ripe fruit eaten raw  

Prunus persica 
(Linnaeus) Batsch 

Rosaceae Mekrocie/Mekricie Fruits Ripe fruit eaten raw  

Quercus serrata 
Murray Fagaceae Pfücie Fruits 

Roasted seed  eaten/ 
is a coffee substitute  

Rhus chinensis 
Miller Anacardiaceae Mvü Fruits 

Used as spices in 
many curry 

Food poison, 
allergy, 

indigestion, 
dysentery 

Rubus ellipticus 
Sm 

Rosaceae Tsamhise Fruits Ripe fruit eaten raw  
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Rubus idaeus 
Linnaeus Rosaceae Lemucie Fruits Ripe fruit can be 

eaten raw  

Solanum anguivi 
Lamarck 

Solanaceae Küpfüchie Fruits Boiled/in chutney  

Solanum betaceum 
Cav. Solanaceae Chi dongachie Fruits Used in many curry  

Solanum torvum 
Sw. Solanaceae Küpfüchie Fruits Cook/fresh/burn  

Spillanthes 
acmella (Linnaeus) Asteraceae Kiti küvü prü Leaves and 

flowers Boiled  

Tamarindus indica 
Linnaeus 

Leguminoceae Khromvütsü chie Fruits Ripe fruit eaten raw  

Viburnum 
foetidum Linnaeus Viburnaceae Tsakhrose Fruits Ripe fruit eaten raw  

Zanthoxylum 
acanthopodium 

DC. 
Rutaceae Mothise Fruits and 

leaves Boiled or chutney  

Zanthoxylum 
oxyphyllum 
Edgeworth 

Rutaceae Mijinga patta Leaves and 
fruits 

Used as spices in 
curry  

Ziziphus 
mauritiana Lam. Rhamnaceae Buguri Fruits 

Eaten fresh or make 
into pickle  
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Inflammatory bowel disease has two major forms, one of them is Ulcerative colitis. Ulcerative colitis is characterized 
by mucosal inflammation beginning in the rectum and extending proximally in the colon in a continuous fashion. 
The inflammation in Ulcerative colitis is particularly limited to the mucosal layer, causing superficial damage of the 
bowel wall. At present time, the corticosteroids, aminosalicylic acid preparations, immunomodulators, and other 
drugs, use as a clinical treatment of this disease, but the disease has the characteristics of high recurrence rate, and 
due to long-term medication adverse reactions can easily occurs. Hence, there is a need in investigating new drugs to 
manage Ulcerative colitis in a less harmful and more efficient way. There are various animal models which have 
been used globally by researchers to assess new lead compounds prior they can be tested in humans. There are 
various types of animal models for assessment named as immunity transfer models, chemical models, composite 
Models, bacterial models and genetic models. In this review article, we try to give an overview on animal models 
which can be used in drug research globally to manage Ulcerative colitis. 
 
Keywords: Inflammatory bowel disease, ulcerative colitis, drug research, screening models, India. 
  
INTRODUCTION 
 
UC is an uncontrollable, cancerous, refractory gastrointestinal disease, the pathology of diseases such as colitis or 
idiopathic colitis as first described by Stephen et al[1]. In current years, the incidence of the disease has been 
increasing, and it has been classified as one of the uncontrolable diseases by the World Health Organization (WHO) 
[2]. Inflammatory Bowel Disease (IBD) is a globally health problem in that two specific and more prevalent 
pathologies are: Crohn’s disease and Ulcerative colitis. In 1859 Ulcerative colitis (UC) firstly described, and it is one 
of two major forms of inflammatory bowel disease (IBD). Opposite, the other type of IBD, inflammation in Crohn’s 
disease (CD), reveal patchy lesions that are possibly scattered anywhere in the gastrointestinal tract. The 
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inflammation in UC is specifically limited to the mucosal layer, causes superficial damage of the bowel wall, 
although CD is characterized by transmural inflammation (all layers of the bowel wall involved) that leads to 
fibrosis, stricture and fistula(Fig no. I). It is characterized by painful episodes in the abdominal region, bloody 
diarrhea and episodes of tenesmus. In addition, some extra intestinal conditions can also occur with primary 
manifestations in the skin, eyes, liver and joints. whereas diagnosis is made from a combination of symptoms, 
endoscopy and histology. Currently, there is no effective treatment for UC, and the current main treatment is also 
based on controlling the inflammatory response of the intestine and controlling complications. Currently, the clinical 
treatment for this disease mainly uses corticosteroids, immunomodulators, aminosalicylic acid preparations, and 
other drugs, but the disease has the characteristics of high recurrence rate, and due to long-term medication adverse 
reactions can easily occurrs. Amid, glucocorticoids and aminosalicylic acid preparations are first-line drugs for the 
treatment of UC, but due to the complexity of the disease, the cause has not been fully defined, and the clinical 
efficacy cannot fully meet the needs of patients. With the development of molecular biology, some advancement of 
treating UC has been made, but how to completely cure this disease is still challenging[3].  
 
Pre-clinical methods may be option to address the issue towards understanding of drug mechanism and body’s 
physiology response. To study the mechanisms of UC development Experimental animal models have many 
advantages: it can simulate the whole process of UC occurrence and development. Hence, it became critical to build a 
laboratory animal model of UC disease that is highly similar to the human gut environment. While, prior building an 
animal model of UC, the most important and basic thing is the selection of laboratory animals. In the selection of 
experimental animals, consider following four principles: the use of experimental animals alike to human function, 
structure, metabolism, and disease; the use of systemized experimental animals; the use of experimental animals 
with some specific reactions, sensitive to stimuli; the use of easily available and economical experimental animals 
and the use of zoonotic experimental animals[4]. 
 
According to the above principles, we should first choose animals that are fit for UC disease modeling, most 
reflective of clinical drug efficacy and nearest to the human internal environment. In current years, rats and mice 
have been preferably used in various animal experiments: they are genetically adjacent to humans, domestic and 
easy to handle, they also have good intraperitoneal injection effect, their white body hair is uncomplicated to 
observe, and they are low-cost and easy to keep. However, to select an animal that best fits the human intestinal 
environment and is most worthy for investigating UC disease, it is also important to determine the differences 
between rats and mice. On the one hand, mice have a tiny intestine and rats have a longer intestine, which is about 
114 cm (102-126), and the classification of the rat intestine is identical to that of humans, so rats are more advanced to 
mice in this respect; and on the other hand, rats are omnivorous, anatomically and physiologically relevant to 
humans, and have a fast growth and metabolism, rats can be used for pharmacological and   nutritional studies. Rats 
are also the main experimental animals for drug evaluation and It can be made into animal models of experimentally 
induced genetic defects diseases which is similar to those of humans. These advantages are very helpful for 
modeling UC diseases, whereas mice do not have a notable advantage in modeling UC, so rats are most preferred for 
animal modeling. If an animal model of UC that relatable to the human intestinal tract can be strongly established, 
different experiments can be carried out based on this model to test the therapeutic effects of different clinical drugs 
on UC as well as further determine the pathogenesis of UC. Finally, we may be able to come up with a set of 
treatment plan to cure UC via the in-depth study of this model[3]. 
 
Animal Screening Models 
There are various animal models (Table No. I) which have been used globally by different researchers to assess new 
lead compounds prior they can be tested in humans. In this review article, we are highlighting the various 
advantages and disadvantages of animal model, try to give an overview of the important animal models which can 
be used,  Many chemicals, immunity transfer, bacterial, and genetic models have been used in research to induce 
Ulcerative Colitis in animals. 
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Chemical Models (Table No.I) 
Dextran sulfate sodiumInduced Colitis [3,6,7,8,9]. 
Dextran sulfate sodium (DSS) is a polyanionic derivative of dextran with a chemical formula of (C6H7Na3O14S3)n. 
This compound have various applications which include probe hybridization to membrane‐immobilized DNA, 
lipoproteins precipitation, and the release of DNA from DNA‐histone complexes. It has been used on a large scale in 
research to induce intestinal colitis and colorectal cancer in mice and rats[6]. DSS is generally administered in the 
drinking water per oral treatment of the animals with the compound. 3% concentration of the compound is 
frequently used[7]. By DSS in wild‐type animals an inflammatory response is begin which starts distally after around 
5 days and is restricted to the colonic mucosa. How DSS starts the inflammation in the colon it is still not well 
understood. Although, a recent work investigating DSS both in vitro and in vivo disclosed that on the inner mucus 
layer DSS has a direct effect, leading to bacterial penetration of this layer prior any inflammatory signs could be seen. 
Thus, it can be concluded that the development of an inflammatory response start by loss of the inner colon mucus 
layer is the initial episode which leads to bacterial penetration and ultimately,[8]. DSS‐induced colitis has also been 
used for investigating the effects of the gut microbiota on the development of colitis. This is exemplified by studies 
demonstrating that the nucleotide binding ligomerization domain containing 2(NOD2) abnormalities give rise to 
mice that develop changes in susceptibility to DSS colitis and the latter is associated with (or perhaps caused by) 
changes in the gut microbiome[6]. 
 
Mechanism[10]. 
Dysbiosis of intestinal flora by increasing the permeability of intestinal mucosal cells, Elevated mRNA levels of IL-1, 
IL-6, TNF-α, and secreted levels in serum. 
DSS‐induced colitis is a commonly used experimental model for many reasons which are:[9]. 
• The administration process is simple which is usually done in the drinking water 
• Simplicity of dosage control which helps in determining colitis severity 
• To study the process of inflammation or recovery process duration control is possible  
• Microbial interventions, Multiple chemical compounds, and gene or cell therapy have been found to be effective 
therapeutically in DSS‐induced colitis. 
Advantages  
high success rate, Easy to perform, lesion symptoms are very similar to human UC good reproducibility. 
Disadvantages  
Unstable experimental data, difficult to make a successful and stable model influence long modeling period. [3]. 
 
2,4,6–trinitrobenzene sulfonic acid Induced Colitis [3,9,18]. 
An oxidizing Nitroaryl compound Trinitrobenzene sulfonic acid (TNBS) which is administered intrarectally in 
animals to induce inflammatory bowel disease. This induction causes colonic damage which leads to necrotic regions 
associated with inflammatory areas. Damage mainly characterized by neutrophilic infiltration into the colonic tissue 
which is caused by High myeloperoxidase activity. Damage to the colonic epithelium and interstitium results in 
increase in the mucosal permeability. TNBS may cause a decrease in the mucosal hydrophobicity by interacting with 
the phospholipids present on the surface of the colonic mucosa. Due to this hydrophobicity is decreased and it is 
believed to contribute to TNBS‐induced inflammation of the colon. Due to TNBS necrosis and deep tissue damage 
occurs which mimics the transmural involvement of CD; hence,  rather than UC it may be preferred to be a better 
experimental model of CD. TNBS‐induced colitis models have helped to be an important source for generating vital 
information about the cytokines involved in the human IBD. It has also helped in shaping the therapy regimens of 
the human disease[9]. Colitis induction done by Intra-rectal administration of TNBS dissolved in ethanol (50%) 
120mg/ml, continuously for 7 days, causes mucosal barrier destruction. In this UC model, the sulfasalazine is used as 
a standard drug[18].   
 
Mechanism [3]. 
Elevated IL-6 and TNF-α, disrupts the structure and composition of the intestinal flora, causing disruption of the 
flora. 
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Advantages  
Shorter time to induce ulceration, good reproducibility, Simple operation, longer duration of lesions. 
Disadvantages 
Easy mucosal ulceration perforation, and death, TNBS stimulation is too severe. [3]. 
 
Oxazolone Induced colitis [11,17]. 
Intrarectal administration of the hapten oxazolone(OXA) with ethanol into murine animals results in acute colitis. 
The condition is characterized by a T helper (Th)2-type immune response with a marked increase in interleukin (IL)-
4 and IL-5 production, accompanied by body weight loss, diarrhea, ulcers, and loss of epithelial cells in the large 
intestine. Thus, it favors UC than the other IBD subtypes, differentiating it from trinitrobenzene sulfonic acid 
(TNBS)-induced colitis (Th1-mediated immune responses), which copy CD more closely. In oxazolone-induced 
colitis induction natural killer T cells and their associated cytokine, mainly IL-13, are also intimately involved. To test 
disease pathology and therapeutic interventions for UC many studies have utilized oxazolone-induced colitis. 
Nicotine upregulates the nicotine acetylcholine receptors on CD4+ T cells and increases regulatory T cell (Treg) 
numbers, it was recently shown in oxazolone-treated mice that, accompanied by a decrease in the number of Th17 
cells, which develop amelioration of the inflammatory phenotype. Opposite to this, nicotine treatment in TNBS-
induced mice, that have CD-like Th1-associated inflammation, upregulates Th17 cell numbers associated with an 
exacerbation of the inflammatory response. In a different study, suppression of the Th1 response and attenuation of 
intestinal inflammation in TNBS-induced colitis after mice treated with 3-hydroxy-3-methylglutaryl coenzyme A 
reductase inhibitor, but not oxazolone-induced colitis. This examples helps to illustrate the importance of choosing 
an appropriate model to answer a specific question when exploring a therapeutic potential of a drug/compound for a 
particular disease. In BALB/C strain which is known to favor Th-2 immune responses colitis induction done by OXA 
solution (7.5 mg/ml in 40% ethanol) through intra-rectal administration. The 5- amino salicylic acid is used as a 
standard and administered through intra- rectal administration[17]. 
 
Mechanism [3]. 
Increased release of TNF-α and IL-6, Leading to an imbalance in the ratio of Th1/Th2 helper cells,  production of 
antibodies, active secretion of B lymphocytes, and hyperactive humoral immune response, causes an inflammatory 
response in the intestinal mucosa by activating the complement system. 
Advantages  
Rapid model establishment, very similar to UC in humans, good reproducibility, Simple operation. 
Disadvantages 
The exact mechanism is not fully understood and duration of disease is maintained for a relatively short period of 
time. 
 
Acetic acid-induced colitis [3,11,12,13]. 
To create chemical injury to the mucosal epithelium that induces a transient phenotype mimicking UC intrarectal 
administration of diluted acetic acid provides an alternative method. The first result of this animal model was 
illustrated by MacPherson and Pfeiffer[12]. where for 10 seconds they instilled 10%–50% acetic acid into the rat 
rectum, followed by flushing the lumen with saline three times. In an acetic acid dose-dependent manner a diffuse 
colitis was observed in these rats, with histopathological features including ulceration of the distal colon and crypt 
abnormalities[12]. The injured and ulcerated mucosa, with destruction occasionally extending to the LP, starts to heal 
within days in mice and a few weeks after in rats[13]. Subsequent modifications and optimization several years 
focused on altering the concentration of acetic acid and the contact time. Concentrated acetic acid enemas into the 
lumen usually cause perforations; the recent protocol is carried out using 4% acetic acid with 15–30 seconds of 
exposure. There are a several reports that shows compounds that can ameliorate acetic acid-induced colitis. 
Compounds aiming to target reactive oxidative species such as N-acetyl cysteine, trimetazidine, vitamin E, and 
melatonin included, indicating that acetic acid-induced colitis may be a good model to study the efficacy of drugs 
that intended to interfere with reactive oxidative species pathogenesis[3,11]. Of note, within the first 24 hours the 
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epithelial injury observed after acetic acid induction is not immunologic in nature. Drug should be tested at a time 
point after 24 hours postinduction, that target immune responses 
Advantages  
Low cost and the ease of administration 
 
DNCB Induced Colitis [14,16]. 
Chemical hapten 2,4-dinitro-1-chlorobenzene(DNCB), which binds to tissue protein and is responsible for induction 
of delayed-type hypersensitivity when applied to the skin or the intestinal lesion. In the skin the pathological lesion a 
small vessel vasclitis occurs involving the dermis and the subcutaneous tissue. Around the venules a mononuclear 
cellular infiltration occurs, along with endothelial proliferation. There is a necrosis or little fibrosis. In DNCB – 
induced colitis, some of the histological features associated with idiopathic human colitis occurs in the large bowel. 
By a mononuclear cell infiltration, vascular congestion and perivascular cuffing, the lesion is characterized. 
Additionally, there is epithelial erosion, frank ulceration and mucosal haemorrhage.  By intra-colonic instillation of 
25 mg of DNBS per rat dissolved in 50% alcohol, colitis induction done. After 4 days, the colonic mucosal damage 
was analyzed along with body weight, food intake, spleen weight, colon weight, myeloperoxidase activity, 
histological damage, malondialdehyde levels, reduced nitric oxide and glutathione levels in colonic tissue 
homogenate[16].  
Mechanism [3]. 
Significant increase in NO and TNF-α activity by activation induced by T cells. 
Advantages  
High similarity in pathology to human UC, simple operation. 
Disadvantages  
Requires prior sensitization, More tedious operation, inflammation is self-healing. 
 
Immunostimulation Models (Table No. II) 
Colonic mucosal tissue sensitization method [3]. 
Injection of antigen containing Fuchs antigen emulsion+enema with ethanol solution used for the colonic mucosal 
tissue sensitization method. Rats are commonly used for this model. 
Advantages  
Identical to human UC immunopathogenesis; Longer duration of lesions; fit for screening of new drugs. 
Disadvantages  
More cumbersome operation; prolonged modeling time; multiple injections of antigen required to maintain 
sensitization. 
 
Rat colonic bacterial strain method [3]. 
Bacterial suspensions were made from E. coli in the colon contents of healthy rats, suspensions were injected in rats.  
Advantages  
Longer maintenance of inflammation; mostly chronic inflammation. 
Disadvantages  
Requires certain conditions and techniques to prepare E.coli suspension, Longer time required to prepare E. coli 
suspensions  
 
Fetal rat colonic embedding method [3]. 
The fetal rat colonic was removed 3-4 cm long and it is surgically planted aseptically under the right kidney 
pericardium in adult rats.  
Advantages  
The disease model is alike to the clinical symptoms of UC. 
Disadvantages  
Low success rate, long experimental period; High technical requirements.  
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Spontaneous animal models [3]. 
Abnormalities developing under natural conditions or genetic mutations; obtained by depend on selective breeding 
and hybridization methods.  
Advantages  
Deliberate well on the development of UC and the effect of drug treatment.; The adjacent model to the occurrence of 
UC. 
Disadvantages  
Onerous to standardize control; and animals are scarce and costly, making it difficult to tough to large-scale 
experiments or more in-depth studies. 
 
Bacterial Model [11,15].(Table No. III) 
Salmonella-induced colitis[11,15]. 
Gram-negative Salmonella typhimurium and Salmonella Dublin are the Food-borne enteric bacterial pathogens that 
can cause the intestinal diseases. Direct oral infection of S. typhimurium results in the systemic infection in mice that 
may hide the phenotype of intestinal inflammation. Although, this problem can be overcome by pretreating mice to 
upset commensal microbial flora and allow better colonization of S. typhimurium with an oral antibiotic cocktail, 
resulting in high-density growth of the bacterium within a day. By such colonization the initial inflammation caused 
which has similar histo¬pathological characteristics to human UC, involving epithelial crypt loss, erosion, and 
neutrophilic infiltration. Of note, within 5 to 7 days of infection this mode of colitis induction usually results in the 
systemic infection. Therefore, it is perceived that to study the acute phase S. typhimurium infection is a valuable 
model, but not next stages, of colitis. Salmonella has been shown to function as a good vector which is used to 
introduce certain gene components into the mucosa, to determine immune response for vaccines against colitis. Into 
the intestinal epithelium and Peyer’s patches (PP) it can efficiently invade. Therefore, careful and full 
characterization of its virulence factors is diffficult to efficiently make a safe attenuated strain for such gene therapy 
vaccination. Vaccinating mice with an attenuated mutant S. typhimurium strain contains deletion of the znuABC 
operon, that encodes a zinc importer which is responsible for metal recruitment in the infected host, that evokes 
effective immune responses and protects mice from the subsequent Salmonella infection. In addition, illuminating 
how S. typhimurium interacts with host epithelial cells facilitates advance understanding of ways to potentially 
prevent UC onset. For example, the host inflammatory-induced proteins (eg, chitinase 3-like 1 [CHI3L1, also known 
as YKL-40].) blocks the colon using fit antibodies (Abs) or inhibitors that can stop colonization of S. typhimurium on 
the intestinal epithelium, thus preventing more invasion. 
 
Adherent–invasive E. coli [11,15]. 
From the ileum of CD patients the commensal adherent invasive Escherichia coli (AIEC) strain was originally 
isolated and was exhibit to exacerbate intestinal inflammation in an opportunistic manner. Although, AIEC can stick 
to both small and large intestinal epithelial cells (IECs) with similar affinity. Induction of colonic inflammation 
animal models using AIEC infection needs mild epithelial damage, such as low dose DSS treatment, during the 
course of the infection. The phenotype of the colonic inflammation acts as a UC, including the presence of blood in 
stool, body weight loss, and colonic neutrophilic infiltrations. A latest study showed that the AIEC encodes a 
pathogenic form of the chitinase, chiA, that is differentiable from other nonpathogenic E. coli, which is utilized to 
stick to host epithelial cells by binding with the colonic inducible protein CHI3L1. In mice administration of chitin 
microparticles (1–10 μm in size) ameliorates colonic intestinal inflammation, probably interaction of bacterial-
derived factors (such as AIEC chiA) with host CHI3L1 blocks. Likewise,  ameliorative effect also result of anti-
CHI3L1 Abs. 
 
Colonization of and Effective invasion into, AIEC in the mucosal epithelium is regularly hindered by the mucosal 
biofilm formation of probiotic bacteria, such as Lactobacillus casei. Particular antibiotics result in the disruption of 
the intestinal microflora, as well as the probiotic biofilm, creating an ideal environment for opportunistic AIEC to 
stick to and invade IECs and macrophages. It has been shown that in non-antibiotic-treated mice AIEC does not 
adhere efficiently, but colonizes well in the antibiotic-treated animals. This result suggests that the restoration of a 
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beneficial microbiota, either through the probiotic intake or other methods like fecal microbial transplantation, they 
can theoretically prevent further exacerbation of the intestinal inflammation by commensal pathogenic bacteria. 
 
Transgenic and gene knockout animal models of ulcerative colitis[11].(Table No. IV) 
IL-7 Tg mice 
IL-7 is a pleiotropic cytokine, candidate risk gene associated with UC. IECs demonstrate IL-7, which serves as a 
regulatory factor for the development and homeostasis of lymphocytes that express IL-7 receptor (IL-7R). IL-7 
protein expression is notably upregulated and generate its optimal effects in controlling long-lived memory of CD4+ 
T cells in the colonic mucosa, in UC patients. IL-7 seems to mediate the persistence of chronic colitis via IL-7Rα chain 
expressed especially on CD4+ T cells, but not on the other cell types. Consequently, blocking IL-7R functions has 
shown to be fruitful in suppressing adoptive transfer-induced intestinal inflammation in an mice. Administration of 
fixed anti-IL-7R Ab into the murine colitis models (eg, Helicobacter bilis-infected Mdr1 KO mice) as well controls 
dendritic cell (DC) and macrophage expansion. 
 
IL-7 Tg mice express the murine IL-7 complementary DNA mechanically develop acute colitis at or near 1–3 weeks 
of age, which is characterized by a mixed cellular infiltration that involves neutrophils and lymphocytes. At 8–12 
weeks of age, the Tg mice exhibit rectal prolapse and remittent intestinal bleeding, with goblet cell loss, rectal 
erosion, and occasional crypt abscesses. Upregulation of IL-7R on the mucosal lymphocytes is also associated with 
disease progression. Thus, an IL-7 Tg mouse model is fruitfull to understand the T-cell-mediated pathogenesis of 
colitis for the therapeutic treatment targeting T-cell functions. 
 
TCRα KO mice 
Mombaerts et al in 1993, showed that the T-cell receptor α chain (TCRα) KO mice instinctively developed chronic 
colitis, which was mediated by a Th2-type of immune response which is similar to  human UC with an inflammatory 
pattern restricted primarily to colonic mucosa. At 4–6 months of age, nearly 60% of TCRα KO mice formed soft 
stools, which is associated with loss of goblet cells, and a mixed cellular infiltration mostly consisting of the 
lymphocytes and neutrophils in the affected LP. Spontaneous colitis starts in TCRα KO animals when raised in a 
helicobacter-free/SPF facility, but not in the conventional (CV) environments. When SPF-born TCRα KO mice were 
later transferred into the CV environment, the mice started attenuated mild colitis. This supports the concept that 
early life exposure to an environmental microbes which may be protective against colitis risk later in life. Various 
therapeutic treatment have been tested in TCRα KO mice with effectiveness. Oral administration of dexamethasone 3 
mg/kg(Daily) an member of the glucocorticoid class of steroid drugs, into an TCRα KO mice was effectual to prevent 
the goblet cell loss and leukocyte infiltration. An Immunotherapy innervations by using anti-IL-4 Abs has also been 
exhibited to defeat the clinical and histological symptoms of colitis by regulating the Th2-type cytokine productions. 
Purified immunoglobulin G, Administration with a mixture of monoclonal auto-Abs reactive against colonic 
epithelial cells, can weaken colitis in B-cell-deficient TCRα KO mice. Carbon monoxide, a well known component in 
cigarette smoking, which exerts anti-inflammatory effects in an TCRα KO mice via suppression of IL-1β, tumor 
necrosis factor-α (TNFα) and the IL-4, also through induction of IL-10 production, giving molecular insights into 
how smoking has an protections against UC. In addition, chitin microparticles oral administration into TCRα KO 
colitic mice also displayed suppression of IL-4 and TNFα production and increased interferon-γ (IFNγ) production 
in mesenteric lymph nodes (MLNs). It was found that in TCRα control groups chitin treatment exhibit expansion of a 
certain genre of commensals microbes. 
 
Wiskott–Aldrich syndrome protein KO mice 
Patients with Wiskott–Aldrich syndrome have not only immunodeficiency but also frequently autoimmune 
manifestations, with 5% to 10% of patients growing colonic inflammation. They either lack or express a defective 
form of Wiskott–Aldrich syndrome protein (WASP), an intracellular molecule particular to hematopoietic cells. In 
actin polymerization WASP has major biological role, and it is critical for multiple cellular functions like cell motility, 
activation, and signaling. Such as, their human counterpart, an WASP KO mice on 129 SvEv mouse background also 
spread spontaneous colitis from the 4 months of age. At 6 months of age full penetrance was observed. The pancolitic 
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marking of the inflammation together with increase in Th2 cytokines in the colonic LP which is associated with this 
model which has similar features of UC. At first, it was hypothesized that abnormally activated effector T cells also 
deficient and dysfunctional Tregs similar with WASP deficiency bore the only responsibility for colitis development, 
but latest studies have disclosed a role of the WASP KO innate immune cells in disrupting mucosal regulation. The 
advantages of using this model for study of ulcerative colitis pathogenesis  Th2-skewed cytokine profile similar as a 
human disease, aberrant natural Treg and, the innate immune cell function, and a human correlate where a subset of 
patients with same genetic defect also suffer from the colitis. 
Different types of the therapeutic strategies have been investigated by using WASP KO animals. In WASP-deficient 
hematopoietic stem cells the WASP-expressing retrovirus was transduced prior transfer into an lethally irradiated 
recipient mice, results the weakening of colitis together with normalized populations of the mature B and T cells 
compared chimeric mice with the control retrovirus-transduced WASP-deficient bone marrow cells which then 
developed disease. Additionally, given that UC patients were found to produce lower levels of the intestinal alkaline 
phosphatase, the WASP KO mice were treated with oral intestinal alkaline phosphatase and were found to 
productively weaken colitis with less cellular infiltration and the reduced production of IL-4 and IFNγ. In addition, 
direct neutralization of IL-4, but not IFNγ, with injection of anti-IL-4 antibody weekly for 8 weeks ameliorated 
disease. At the end, administration of a freshly formulated IL-10-immunoglobulin fusion protein completely revoked 
colitis development in the chimeric mice with WASP-deficient innate immune cells. 
 
Mdr1a KO mice 
The multiple drug resistance 1a (mdr1a) gene lack in Mdr1a KO mice, that is encoding for the cell surface P-
glycoprotein (P-gp) transporter which pumps small amphiphilic/hydrophobic molecules around the cell membrane. 
Around 25% of these mice develop the colitis between 8 and 36 weeks of age when increased in an SPF facility, but 
not in a GF facility. The mucosal thickening and loss of goblet cells that is also accompanied by crypt abscesses and 
ulceration in the colon are the histological findings in this model. Tto dispose of bacterial breakdown products in the 
epithelial cells the Mdr1a KO mice has  lack of the proper potentiality. The bacterial products accumulation increases 
excess/abnormal antigen presentation to the neighboring T cells, generate a marked T-cell activation, state that 
initiate the colitis. Lately, T-cell participation in the growth of colitis in the Mdr1a KO model has been majorly 
characterized. The lack of Mdr1a (P-gp) limit the growth of inducible Treg cells, consequently producing fewer 
functional forkhead box P3 (Foxp3)-positive Treg cells and hence small IL-10 production to control and regulate the 
intestinal inflammation. More serious colitis is an result of Hematopoietic-specific Mdr1a deficiency than the mice 
that have Mdr1a deficiency only in the IECs, suggesting colitis development immune cell-derived P-glycoprotein has 
a critical role. 
 
Mdr1a KO mice in a GF facility do not develop colitis, regular finding explains, prophylactic treatment using the 
broad-spectrum oral antibiotics majorly reduces the incidence of colitis development. Diet containing a polyphenol 
compound called curcumin (commonly found in spices used in Asian food) fed in Mdr1a KO mice which 
demonstrated upregulation of the xenobiotic metabolism and also suppression of pro-inflammatory pathways and 
correlated to the depletion of histological signs of the colitis. Meta-analysis has recognized some polymorphisms in 
the Mdr1a locus in the human UC, but not in CD, patients that influence its gene expression and regulation. Loss of 
Mdr1a expression was incriminated in UC development, but not in Crohn's Disease patients. P-glycoprotein 
expression upregulates after administration of the probiotics Lactobacilli under both normal and the inflammatory 
conditions, that reduces the myeloperoxidase activity and histological signs of the injury in DSS-treated mice. These 
results recommend that the Mdr1a KO mice can be utilized in the design of therapeutic drug that target the intestinal 
epithelial barrier dysfunction and in the determining the mechanisms underlying the benefits of a probiotic 
treatment. 
 
IL-2 KO mice 
IL-2 is an effective regulatory cytokine produced by CD4+ T cells and amplifies stimulatory responses by promoting 
T lymphocyte expansion. IL-2 KO mice are develop normally before 4 weeks of age they are viable, after that 
displaying 50 percentage of mortality. The rest of mice when they are in a CV environment, develop colon-limited 
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inflammation with 100 percentage of the penetrance by a 6 weeks of age, but not in the GF conditions. The 
histological and clinical characteristic of this inflammation hold up striking resemblance to the human UC, also crypt 
ulcerations, abscess, and loss of goblet cells. Usually, GF-reared IL-2 KO mice showed the signs of different non-UC 
phenotypes like disruption in bone marrow hematopoietic cells, hemolytic anemia, generalized autoimmunity, and 
lymphocytic hyperplasia, but not the colitis. Signs of colonic inflammation shows only at 17–20 weeks of age in SPF-
maintained mice , and majorly T-cell and B-cell activation were found to mediate the colitis. These T cells are 
appearently activated through the altered antigen presentation by the Dendritic cells (DCs). In IL-2 KO mice, colonic 
Dendritic Cells increase 4 to 5 fold in the inflammatory conditions and localize into the T- and B-cell aggregates, 
indicating excessive levels of major histocompatibility complex class II, CD80, CD205, CD86, CD40, and C-C 
chemokine receptor type 5 molecules. These changes in Dendritic cells phenotype may be produced by a certain 
colitogenic bacteria or antigens. It was manifest that the, colitis do not clear by bacteroides vulgatus mpk 
monocolonized IL-2 KO mice but it exert the protective effect, opposite to this, disease develop in the E. coli mpk 
monocolonized IL-2 KO mice, IL-6 expression and semi maturation of LP DCs raise by bacteroides vulgatus mpk-
infected IL-2 KO mice a. It was reported that, the intestinal bacterial flora and the endogenous antigens are the chief 
contributors affecting SPF-associated colitis phenotype but not the environmental antigens, in this murine model. In 
IL-2 KO mice, particular targets have been recognized to control the severity of colitis. It was pinpoint that 2,4,6-
trinitrophenol–ovalbumin-immunized IL-2 KO mice showed notably severe intestinal inflammation as compared 
with the untreated mice. Opposite to this, against the αEβ7 integrin mice administrated monoclonal Abs together 
with 2,4,6-trinitrophenol–ovalbumin immunization revealed attenuated disease associated with a reduction in CD4+ 
cells and IFNγ production in the LP. Additionally, green tea polyphenol extract in drinking water treatment to 8-
week-old IL-2 KO mice, which decreased IFNγ and TNFα production later one week of treatment and it showed 
more clarification in the general histological scores of the spontaneous colitis later 6 weeks. 
 
αi2 KO mice 
Within 5–7 weeks of age Guanine nucleotide-binding protein G(i) subunit α-2 (Gαi2) KO mice exhibit marked lethal 
diffuse colitis phenotype, which associated with histopathological and clinical features same as UC. That include 
thickening of colon, neutrophilic and lymphocyte infiltrations, goblet and  crypt  loss, and crypt abscesses. Marked 
increase in memory CD45RBlow, CD62Llow, and CD44high, CD4+ T cells in LP showed in Cell analysis. Transfer of 
Gαi2 KO splenic CD3+ T cells, but not MLN CD3+ T cells, into immunodeficient mice causes severe colitis. 
Hematopoietic compartment B cells in the Gαi2 KO mice appear to be an chief regulatory factor to manage the colitis 
phenotype, as showed by the decrease in LPS-induced proliferation and IL-10 production. In fact, from wild-type 
MLNs isolated B cells, that cell transfer can protect Gαi2 KO mice from the colitis. In Gαi2 KO mice, Testing of 
therapeutic agents has shown the productive results in ameliorating colitis.  Into the Gαi2 KO mice, Intraperitoneal 
injection of the cellular Bordetella pertussis vaccine indicated an increase in regulatory IL-10 production in the 
intestine, along with a significant reduction in the colitis. Excessive proliferation of CD4+ T cells was controlled upon 
treatment, along with an increase in apoptosis of activated Th1-type CD4+ T cells. Ex vivo cultures of colons from 
Gαi2 KO mice, obtained which respond to the methyl-prednisolone an anti-inflammatory drug which is similar as 
colons from the mice that had been orally treated with same drug, as evaluated by inflammatory-associated gene 
expression. Therefore, rather than in vivo testing colonic culture systems can be utilized to validate future IBD 
therapies. 
 
Composite Method [3].(Table No. V) 
TNBS +ethanol 
Mice are used in this model, TNBS ethanol solution administered by enema, and 7 d later by TNBS ethanol solution 
by enema. 
Advantages  
High modeling efficiency; Modeling method is simple and economical; good reproducibility; good model stability; 
similar to human UC.  
Disadvantages 
The inflammatory Manifestations are more similar to Crohn’s disease. 
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DNCB +acetic acid 
For 14 day DNCB acetone solution drip back once and DNCB ethanol solution for 15 d in rats by enema. 
Advantages  
High success rate, Consistent with UC characteristics; reproducible and simple, long duration. 
Disadvantages  
Modeling is Cumbersome 
 
DNCB +ethanol 
DNCB ethanol solution for 2 d continuously in rats. 
For 4 days DNCB solution applied to abdomen of mice followed by enema of DNCB ethanol solution for 5d. 
Advantages  
Lack of self-healing of DNCB; overcome the short duration and similar to human UC. 
Disadvantages  
Long time required for modeling 
 
DSS +acetic acid 
DSS solution Free drinking for 7 day, fasting without water for 1 day and enema with acetic acid solution in rats. 
Advantages  
Short modeling time; good reproducibility; Simple and easy to perform; high success rate;  long self-healing time. 
Disadvantages   
Death caused by Acetic acid enema in rats. 
 
DNCB +acetic acid +ethanol 
For 14 day DNCB acetone solution dribbled back, and  DNCB ethanol solution for 15 d by enema, aceticacid solution 
injected at same site for 16 d in rats. 
Advantages  
Similar to human colorectal UC disease. 
Disadvantages  
Animal death occurs due to Acetic acid enema. 
 
DMH +DSS 
Free drinking of DSS and  Intraperitoneal injection of DMH, with 18 weeks in mice. 
Advantages  
Good reproducibility; Simple and easy; similar to human UC disease. 
Disadvantages  
Prolonged use of DMH or Large doses can induce intestinal cancer. 
 
CONCLUSION 
 
There are various ways in which potential drugs for UC can be studied in laboratory animals before they are tested 
in humans. It is hard to find which animal model is the finest, as different factors such as availability of bacterial 
isolates or chemicals as well as the financial support with the research institute decide the choice of the models also.  
By the by thorough comparative analysis of different animal models of UC conditions, this paper outline the model 
progression,  animal selection, and UC animal models pathogenic mechanisms and gives a more targeted choice of 
animal models for upcoming related experiments. We surveyed the research papers published in PubMed, Google 
Scholar, and Web of Science and discussed the experimental animals, modeling methods. In summary, there are 
different methods for drawing experimental models of UC animals for the scientific experiments, throughout this the 
immunostimulation method was the first to use, after the chemical stimulation method and the composite modeling 
method. In the choice of experimental animals, we compared the advantages and the disadvantages of different 
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experimental animals for the animal model of Ulcerative colitis and ultimately selected rats as the best experimental 
animals after combining it with the human intestinal physiological environment. 
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Table No. I: Chemical Models 

Name of Model Evaluation Parameter 
1) Dextran sulfate sodium Induced 

Colitis 
mRNA levels of IL-1, IL-6, TNF-α levels, permeability of intestinal mucosal 
cells, histopathology, MPO activity, MDA level 

2) 2,4,6–trinitrobenzene sulfonic 
acid Induced Colitis 

IL-6 and TNF-α,structure and composition of the intestinal flora, MPO 
activity, MDA level 
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3) Oxazolone Induced colitis TNF-α and IL-6,ratio of Th1/Th2 helper cells, antibodies, B lymphocytes, 
humoral immune response, MPO activity, MDA level 

4) Acetic acid-induced colitis Histopathology, oxidative species, MPO activity, MDA level 
5) 2,4-dinitro-1-chlorobenzene 

Induced Colitis 
Body weight, food intake, spleen weight, colon weight, myeloperoxidase 
activity,TNF-α histological damage, malondialdehyde levels, reduced nitric 
oxide and glutathione levels in colonic tissue homogenate. 

 
Table No. II: Immunostimulation Models  

Name of Model Evaluation Parameter 
1) Colonic mucosal tissue 

sensitization method 
 
 
Histopathological analysis, pro inflammatory factors, Anti- inflammatory factors 
imbalance, body weight loss, platelet activity, regulatory T- cell dysregulation. 

2) Rat colonic bacterial strain 
method 

3) Fetal rat colonic 
embedding method 

4) Spontaneous animal 
models 

 
Table No. III: Bacterial Model 

Name of Model Evaluation Parameter 
1) Salmonella-induced colitis Histopathological analysis, pro inflammatory factors, body weight loss 
2) Adherent–invasive E. coli Blood in stool, body weight loss, and colonic neutrophilic infiltrations. 
 
Table No. IV: Transgenic and gene knockout animal models of ulcerative colitis 

Name of Model Evaluation Parameter 
1) IL-7 Tg mice Intestinal bleeding, goblet cell loss, rectal erosion, and crypt abscesses 
2) TCRα KO mice IL-1β, tumor necrosis factor-α (TNFα) and the IL-4 
3) Wiskott–Aldrich syndrome 

protein KO mice 
IL-4 and IFNγ 

4) Mdr1a KO mice Histology, myeloperoxidase activity 
5) IL-2 KO mice Colonic Dendritic Cells, histocompatibility complex class II 
6) Gαi2 KO mice thickening of colon, neutrophilic and lymphocyte infiltrations, goblet and  crypt  

loss, and crypt abscesses, Cell analysis, IL-10 production 
 
Table No. IV: Composite Method 

Name of Model Evaluation Parameter 
1) TNBS +ethanol IL-6 and TNF-α, structure and composition of the intestinal flora 
2) DNCB +acetic acid Body weight, food intake, spleen weight, colon weight, myeloperoxidase activity, 

TNF-α histological damage, malondialdehyde levels, reduced nitric oxide and 
glutathione levels in colonic tissue homogenate. 

3) DNCB +ethanol Body weight, food intake, spleen weight, colon weight, myeloperoxidase activity, 
TNF-α histological damage, malondialdehyde levels, reduced nitric oxide and 
glutathione levels in colonic tissue homogenate. 

4) DSS +acetic acid mRNA levels of IL-1, IL-6, TNF-α levels, permeability of intestinal mucosal cells, 
histopathology, MPO activity, MDA level 

5) DNCB+acetic acid 
+ethanol 

Body weight, food intake, spleen weight, colon weight, myeloperoxidase activity, 
TNF-α histological damage, malondialdehyde levels, reduced nitric oxide and 
glutathione levels in colonic tissue homogenate. 
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6) DMH +DSS mRNA levels of IL-1, IL-6, TNF-α levels, permeability of intestinal mucosal cells, 
histopathology, MPO activity, MDA level 

 

 
Fig. No. I : Flow chart for Pathophysiology of Ulcerative Colitis 
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The increase in atmospheric carbon dioxide (CO2) due to human activity since the industrial revolution is 
widely recognized. However, the crucial role that natural and managed soils play in the global carbon 
cycle is often overlooked. Soil microorganisms are responsible for a large respiratory flux of CO2 to the 
atmosphere, which is ten times greater than the annual CO2 emissions from fossil fuels. Consequently, 
even small changes in the soil carbon cycle could have a significant impact on atmospheric CO2 levels. 
This article focuses on the contribution of soil microbes to the global carbon cycle and the methods used 
to identify the microorganisms responsible for processing plant carbon inputs to soil. The article also 
discusses whether current techniques can provide the necessary information to manage agro-ecosystems 
for carbon sequestration and increased agricultural sustainability. While these techniques are useful in 
identifying plant-derived carbon-utilizing microbes, they lack the ability to accurately measure carbon 
use efficiency and destination within the microbial metabolome, which is necessary for rational 
manipulation of the plant-soil system to promote soil carbon storage. 
 
Keywords: carbon cycling, rhizosphere carbon flow, decomposition, soil microbialrespiration, climate 
Change, methods, carbon tracking, agroecosystem management. 
 
 
INTRODUCTION 
 
Soil enzymes play a crucial role in the carbon cycle and can have a significant impact on carbon sequestration in 
soils. Enzymes are organic molecules that accelerate biochemical reactions, and they are essential for the 
decomposition of organic matter in soils. As organic matter decomposes, it releases carbon dioxide into the 
atmosphere. However, if the decomposition rate is slower than the carbon uptake rate by plants, then carbon can be 
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stored in soils for an extended period, leading to carbon sequestration.Soil enzymes can affect carbon sequestration 
by influencing the rate of decomposition of soil organic matter. For instance, enzymes such as cellulases, ligninases, 
and proteases break down complex organic molecules, making them available for microbial consumption. The 
availability of organic matter for microbial consumption, in turn, affects the rate of decomposition and carbon 
sequestration.Additionally, the activity of soil enzymes can be influenced by environmental factors such as 
temperature, moisture, and pH, which affect microbial communities' composition and function. Therefore, 
understanding the relationship between soil enzymes and carbon sequestration can help identify the key factors that 
influence soil carbon dynamics, which can be useful in developing strategies for mitigating climate change through 
soil carbon sequestration. 
 
THE SOIL CARBON CYCLE AND MICROBIAL DECOMPOSERS:FUNDAMENTAL PRINCIPLES: 
All living organisms depend on the supply of necessary elements from the Earth. Since the Earth is a closed system 
with a finite supply of essential elements such as hydrogen (H), oxygen (O), carbon (C), nitrogen (N), sulfur (S), and 
phosphorus (P), recycling of these elements is fundamental to avoid exhaustion. Microbes are critical in the process 
of breaking down and transforming dead organic material into forms that can be reused by other organisms. This is 
why the microbial enzyme systems involved are viewed as key ‘engines’ that drive the Earth's biogeochemical 
cycles. 
 
The terrestrial carbon cycle is dominated by the balance between photosynthesis and respiration. Carbon is 
transferred from the atmosphere to soil via ‘carbon-fixing’ autotrophic organisms, mainly photosynthesizing plants 
and also photo- and chemoautotrophic microbes, that synthesize atmospheric carbon dioxide (CO2) into organic 
material. Fixed carbon is then returned to the atmosphere by a variety of different pathways that account for the 
respiration of both autotrophic and heterotrophic organisms. The reverse route includes the decomposition of 
organic material by ‘organic carbon-consuming’ heterotrophic microorganisms that utilize the carbon of either plant, 
animal or microbial origin as a substrate for metabolism, retaining some carbon in their biomass and releasing the 
rest as metabolites or as CO2 back to the atmosphere [1]. Globally, most soils are unsaturated and oxic, so CO2 is the 
main respiration flux. In waterlogged anoxic soils such as rice paddies and peatlands, CO2 is reduced by 
hydrogenotrophic archaea in methanogenesis, with the net flux of the methane produced dependent on the relative 
activity of methanogens (including that of fermenting acetate) versus the activity of aerobic methane-oxidizing 
bacteria (methanotrophs) residing in the surface, oxic layers of soil of such wetland systems and also probably the 
microbial anaerobic oxidation of methane in anoxic layers [1]. 

 
According to[6] , soil microbes play a crucial role in transferring carbon between environmental compartments to 
ensure their survival through reproduction. Microbes use different organic and inorganic forms of carbon as carbon 
and energy sources. However, the carbon cycle is closely linked with other essential elements for microbial 
metabolism, including nitrogen (ranging from the most reduced to the most oxidized) and phosphorus. The 
availability of these key elements, as well as other environmental factors such as pH, soil texture, mineralogy, 
temperature, and soil water content, control the rate at which microbes consume and respire carbon. These 
interactions between environmental conditions and biological processes are essential in controlling the uneven 
distribution of organic matter across the world's soils, including the largest global concentration of carbon in wet and 
cool areas in the northern hemisphere, dominated by deep accumulations of peat and permafrost soils. [6] review 
aims to outline the significance of soil microbial communities to global environmental issues of soil organic matter 
persistence and climate change through carbon cycle feedbacks. It also discusses the main techniques that can be 
used to apportion below-ground utilization of plant-derived carbon to specific microbial groups and whether these 
techniques can provide the information required to underpin the management of agro-ecosystems for carbon 
sequestration and increased agricultural sustainability. 
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THE SOIL CARBON CYCLE AND MICROBIAL DECOMPOSERS: SIGNIFICANCE AND ENVIRONMENTAL 
IMPLICATION 
The relationship between soil and atmospheric carbon pools is critical to understanding global carbon cycling and 
climate change. It is estimated that global soil organic carbon stocks are at least three times greater than atmospheric 
carbon stores[7]  Terrestrial ecosystems exchange around 8% of the total atmospheric carbon pool annually via net 
primary production and terrestrial heterotrophic respiration, predominantly microbial[8]. However, if soil microbial 
respiration ceased, it would only take about 12 years of primary production at current rates to exhaust atmospheric 
CO2 stocks [9]. Net carbon sequestration varies between locations and is significantly affected by land management 
[10]. Human activity has caused the loss, degradation, and agricultural soil depletion of 42–78 Gt of carbon[3] . Land 
remediation to restore some of this lost carbon could help offset fossil fuel emissions. Soils play a crucial role in the 
global carbon cycle, affecting not only the supply of essential plant nutrients but also the climate system. The 
functioning of microbiological communities within soils influences these processes. 
 
The decomposition of plant-derived carbon and the persistence of soil organic matter are essential components of the 
global carbon cycle. Above-ground plant litter and below-ground root litter and exudation are the two main inputs 
for plant organic carbon into the soil system. The relative contribution of each input depends on plant species and 
crop management. Root exudates consist of a continuous flow of carbon-containing compounds from roots to soil. 
These exudates are composed of simple molecules such as sugars, amino acids, sugar alcohols, organic acids, and 
structurally complex secondary metabolites. However, polymers such as lignin, cellulose, and hemicellulose require 
depolymerisation by extracellular enzymes before they can be metabolised by microbial cells [11]. 
 
The mycorrhizal fungi play a significant role in the carbon cycling of soil, particularly in the transfer of carbon 
between plants and fungi. The arbuscular mycorrhizal fungi (AMF) are obligate symbionts that rely solely on their 
host plant for carbon, whereas ectomycorrhizal fungi (ECM) are facultative symbionts that can mineralize organic 
carbon. The AMF symbiosis is found in about 85% of plant families and experimental evidence suggests that up to 
20% to 30% of total carbon assimilated by plants may be transferred to the fungal partner. The mycelia quickly 
respire a proportion of the plant carbon, resulting in a short-circuit of the soil carbon cycle. Soil organic matter (SOM) 
is composed of fresh to decomposing plant, microbial, and faunal-derived debris and exudates, including the 
microbial biomass responsible for primary decomposition. The traditional view of SOM has been divided into active 
and passive pools with varying decomposition kinetics, but recent evidence suggests that environmental and 
biological factors may play a more significant role in the long-term persistence of SOM. Direct observations have not 
confirmed the existence of humic macromolecules in soil, and it is suggested that SOM consists of partially 
decomposed litter and microbial necromass. Soil microbes contribute to the formation of persistent SOM via their 
necromass and may promote the formation of microaggregates that physically protect SOM from decomposition. 
Glomalin, a glycoprotein produced by the hyphae of AMF, has been linked to the stabilisation of microaggregates, as 
well as other hydrophobic proteins produced by mycorrhizal fungi and filamentous bacteria, such as hydrophobins 
and chaplins ([9, 12] 
 
The carbon cycle has been heavily disturbed by human activities during the industrial period, primarily through the 
burning of fossil fuels and conversion of natural ecosystems into agricultural land, resulting in increased carbon 
dioxide (CO2) emissions to the atmosphere [13]. However, the consequences of these human actions for the global 
climate are still uncertain, particularly due to limited understanding of soil respiration and its representation in Earth 
system models. Microbial decomposers play a critical role in the carbon cycle and contribute to climate change 
through carbon cycle feedbacks, which are complicated by direct and indirect effects and interactions with other 
factors [14]. For instance, microbial activity and organic carbon decomposition can be accelerated by an increase in 
temperature, leading to more CO2 released by respiration, and increased root deposition of easily available exudates 
can "prime" the turnover of less available soil organic matter constituents [13]; [15]. However, the balance between 
terrestrial ecosystem sinks (photosynthesis) and sources (respiration) of atmospheric CO2 under elevated CO2 
remains uncertain, particularly when soil nitrogen availability and its effect on plant growth are considered [14]. 
Moreover, the actual temperature sensitivity of soil respiration and how this sensitivity is modified by other 
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environmental factors, such as changes in soil moisture during droughts and nutrient limitations, is still unclear. The 
diversity of soil ecosystems across the world, which vary in their function owing to differences in their forming 
factors, further complicates the issue[13]. Research in this area is an urgent priority to predict impacts and feedbacks 
between climate change and the global carbon cycle, particularly in vulnerable ecosystems such as peatlands and 
permafrost soils [13]; [14]. 
 
METHODOLOGIES FOR TRACKING CARBON FLOW BELOW GROUND MICROBIAL GROUPS  
The majority of carbon cycle models treat soil microbial biomass as a "black box" despite their crucial role in the 
carbon cycle and implications for climate change feedbacks [16]. These models typically calculate soil respiration 
using first-order kinetics based on the size of the carbon pool and an empirically derived decomposition rate 
constant, which captures the net effect of microbial activity[17, 18]. However, recent studies have suggested that 
these models need to be modified to include more explicit representations of microbial community and functions 
that control decomposition [16]. Fortunately, empirical microbial ecology methods, such as stable (SIP) or radioactive 
(RIP) isotope probing and molecular ecology techniques, can now be used to identify microbial groups responsible 
for the turnover of plant-derived inputs to soil[19]. These methods involve the use of either stable or radioactive 
isotopes to track the microbial fate of a labelled carbon source, and they allow for allocation of carbon utilization to 
specific microbial ribotypes[19]. While these techniques are still in development, they have the potential to shed light 
on the "black box" of soil microbial biomass and improve our understanding of the carbon cycle. 
 
The use of nucleic acid stable isotope probing (SIP) has been applied for over a decade to study microbial carbon 
utilization and cycling in various ecosystems [20]. While early studies focused on non-planted systems, recent 
research has utilized DNA-SIP to examine the cycling of methane [20] and degradation of organic pollutants in 
soil[21], and rRNA-SIP to track carbon utilization in phenol-utilizing microorganisms in wastewater treatment 
plants[19] and specific microbial groups in diverse ecosystems (e.g., rivers, tidal flats, aquifers, groundwater) with 
respect to carbon biogeochemical processes such as methanotrophy[20], degradation of xenobiotics[19, 20], and other 
ecosystem functions. 
 
The application of nucleic acid-SIP to study the microbial fate of rhizodeposit carbon in soil involves the growth of 
plants in a 13C-CO2 atmosphere to promote 13C labelling of photosynthate and rhizodeposition. However, this 
approach faces sensitivity issues due to dilution with plant 12C and native 12C SOM [19], making rRNA-SIP a more 
sensitive and successful approach[22][22]. As rRNA is turned over independently of cell replication with a high copy 
number within the microbial cell, rRNA-SIP has a greater sensitivity than DNA-SIP[22]  and has therefore been used 
more successfully to directly track plant-derived carbon to microorganisms in the rhizosphere[19, 20]. The promise of 
mRNA-SIP has also been recently explored for understanding the links between root exudation and bacterial gene 
expression in the rhizosphere[23] . The SIP approach has been complemented and extended to track plant-derived 
carbon into biochemical markers other than nucleic acids, such as proteins [24] and phospholipid fatty acids (PLFA-
SIP) [25]. Recent studies have combined RNA-SIP, neutral lipid fatty acid (NLFA)-SIP with neutral (NLFA) and 
phospholipid (PLFA) lipid fatty acids biomarker analyses and/or PLFA-SIP with real-time polymerase chain reaction 
(PCR) and community fingerprinting techniques to examine how elevated CO2 or plant genetic modification alters 
the destination of photosynthetically fixed carbon with respect to its utilization by AMF and mycorrhizosphere 
bacterial and fungal species[26]. 
 
In 1999, FISH-MAR was first demonstrated by two research groups who visualized the incorporation of 14C-labelled 
substrates in probe-detected bacteria under the microscope. Since then, it has been primarily used to study the in situ 
physiology of bacteria in biofilms and activated sewage sludge with enhanced biological phosphorus removal. 
Although FISH-MAR has greater sensitivity than DNA- or RNA-SIP, its application is restricted to either single or 
small clusters of cells, and the microbial groups to be targeted need to be known in advance. Additionally, the 
number of different fluorophores that can be detected simultaneously is limited, which restricts the number of 
microbial groups that can be targeted. However, isotope arrays have been developed to study multiple microbial 
populations' ability to consume a radioactive substrate in activated sludge samples, and they have given promising 
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results. Furthermore, FISH-MAR has been used in combination with other methodologies, such as catalyzed reporter 
deposition and quantitative FISH-MAR, to improve signal detection and quantify cell-specific carbon uptake in 
probe-targeted bacterial groups. FISH-SIMS and FISH-RAMAN, which combine FISH with secondary ion mass 
spectrometry and Raman microspectroscopy, respectively, have considerable promise for use in rhizosphere carbon 
flow tracking experiments.[27] 
 
POTENTIAL FOR MANIPULATING CARBON DYNAMICS IN AGRICULTURAL SYSTEMS  
The loss of soil carbon due to intensive agricultural practices is caused by the acceleration of decomposition and 
reduction of primary production inputs to soil. As a result of tillage and drainage, physically protected organic 
matter is exposed, and improved aeration leads to the acceleration of decomposition. It is estimated that intensive 
cultivation has resulted in the loss of 42–78 Gt of carbon historically stored in the soil system. One potential solution 
to this problem is to increase the capacity of agricultural soils to regain lost carbon, which is currently being 
discussed as a means of atmospheric carbon remediation and mitigating climate change[28]. 
 
Strategies for managing soil for carbon sequestration involve increasing the quantity and quality of primary 
production inputs and manipulating the fate of these inputs in the soil. Crop plants with extensive root systems, 
altered physiological traits, cover and inter-cropping, returning crop residues to soil, and adding amendments such 
as compost or biochar are some ways to increase primary production. However, the addition of crop residues and 
amendments may not qualify as "soil C sequestration" under the strictest definition of the term since it does not 
necessarily transfer additional carbon fixed from the atmosphere to land. A second strategy is to encourage the 
processing of plant-derived carbon to biomass and metabolite precursors of soil organic matter or to secretions that 
promote the physical protection of carbon substrates against decomposition, rather than to CO2. The identity of soil 
microorganisms, especially fungi and bacteria, significantly influences the fate of carbon inputs to soil. The relative 
abundance of fungi and bacteria may play a critical role in the formation of more stable carbon in soils with high 
fungal/bacterial biomass ratios. The relationship between soil biodiversity and carbon cycling processes such as 
respiration requires further study [29]. 
 
The influence of microbial diversity and identity on the fate of plant-derived carbon (C) in the rhizosphere remains 
unclear, as does the extent to which these microbes can be manipulated to promote C sequestration. If the 
community structure of plant C-utilising microbes is important for C fate, then the next step is to understand which 
are the most important groups that control soil storage with respect to expression of specific functions (e.g. 
metabolite production) and the proportion of the plant C inputs they are responsible for processing[30]. However, 
current methodologies for identifying plant-derived carbon-utilising microbes lack high-throughput abilities to 
study carbon partitioning at the whole cell level, and there is a need for new methodologies to enable a step-change 
in understanding [31]. Soil enzymes, produced by microorganisms such as bacteria, fungi, and actinomycetes, play a 
crucial role in breaking down organic matter into simple compounds that plants can use as nutrients[31] . Research 
has shown that adding soil enzymes can significantly enhance a soil's ability to capture carbon, increasing organic 
matter and carbon by up to 10 times[31]. Understanding and manipulating soil enzymes can therefore be an effective 
strategy for promoting soil carbon storage in diverse agricultural conditions. 
 
The comparison of soil to a kitchen can help in understanding the concept that adding extra ingredients to soil can 
significantly change it. In the same way that tomato sauce or peanut butter alters food in a pan, organic matter in soil 
goes into solution while minerals stay on the surface, making soil the "earth's pharmacy." A soil's ability to provide 
nutrients to plants depends on its health and the presence of soil enzymes responsible for breaking down organic 
matter into soluble nutrients. The lack of these enzymes or insufficient organic matter can result in poor plant growth 
rates and yields. There are four basic enzyme types, and to enhance soil health or carbon sequestration, they can be 
added as liquid or powder. Microbial enzymes are widely available in liquid or powder form and can be mixed with 
water and organic matter before application. Adding oxygen to liquid enzymes can help them break down organic 
matter, although they may not be 100% effective. For a soil that is high in organic matter but low in nutrients, a 
microbial product is recommended, while for a soil that is low in organic matter but rich in nutrients, an animal or 
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human enzyme is preferred [32].Various estimates have been published regarding the potential for global 
biophysical soil carbon sequestration assuming the widespread adoption of carbon-sequestering practices. These 
estimates differ in terms of the types of land use and the practices included. Earlier estimates, which were made 
before 2000, focused on cropland and set-aside to grassland of marginal crop land. Later estimates included a fuller 
range of options on all agricultural lands. Some estimates provide a range of per annum rates, while others provide a 
point estimate. Two estimates are shown, one denoting with and one without frontier technologies. The biophysical 
potential for CO2 removal and sequestration in soils is dependent on a variety of management practices that can be 
adopted on agricultural lands to convert CO2 into soil organic matter. Various estimates have been made over the 
past 20 years of the soil C sequestration potential globally and for the US. These estimates represent upper-bound 
estimates of the C sequestration potential assuming widespread adoption of the sequestering practices. Economic or 
policy-related constraints are generally not considered in these estimates. Most estimates are based on highly 
aggregated data on total area by land-use type, stratified into broadly defined climate types, and then applying 
estimates of representative per ha soil C sequestration rates for different management practices or suites of practices, 
based on measurements from long-term field experiments[32]. 
 
The global estimates indicate a potential for technical soil carbon (C) sequestration of 2-5 Gt CO2 per year, based on 
existing best conservation management practices, with estimates towards the lower end considering less land area 
and/or a more restricted set of practices. These estimates align closely due to the two main determining factors, land 
area by land use type and observed rates of soil C sequestration from long-term field trials, being tightly constrained. 
Widespread adoption of a broad suite of best management practices (BMPs) for soil C sequestration on global 
grassland and cropland could potentially result in C storage rates of 4-5 Gt CO2 per year, sustained for a limited time 
period of 2-3 decades. The estimate by[28] goes as high as 8 Gt CO2 per year, including frontier technologies such as 
biochar amendments and high root C input crop phenotypes, which have much more uncertain technical potentials 
due to the lack of empirical data on their performance in the field. 
 
The French government announced an initiative called "4 per mille" during the Paris climate accords, advocating for 
a massive effort to increase global soil C stocks as a core greenhouse gas mitigation strategy. If global soil C stocks in 
the top 40 cm could be increased on average by 0.4% per year (i.e., 4 per mille), that would be equivalent to about 3.4 
GtC/y or 12.6 Gt CO2/y. This level of net CO2 uptake could offset most of the current annual increase in atmospheric 
CO2, assuming that the current ocean and terrestrial C sinks remained intact. However, there is considerable debate 
about whether this level of soil C sequestration is achievable and whether all soils or mainly agricultural soils should 
be targeted. Nonetheless, the 4 per mille concept has spurred debate and "raised the profile" of soils as a potentially 
key mitigation strategy. For comparison, current global greenhouse gas (GHG) emissions are around 40 
GtCO2e/year, with approximately 83% of that from fossil fuel combustion, and the goals of the Paris agreement may 
require negative emissions of about 15 Gt CO2/year by the end of the century[33]. 
 
The use of non-conventional management practices shows potential for sequestering soil carbon (SOC) and 
producing negative emissions. However, further research is needed to develop necessary technologies and better 
estimate costs and life-cycle emissions under large-scale deployment[28] . Three promising technologies are the 
application of biochar to cropland soils, deployment of perennial grain crops, and adoption of annual crops with 
deeper and larger root systems for enhanced C inputs[3] . Biochar is a carbon-rich solid produced from biomass 
using a thermochemical conversion process known as pyrolysis[34] . Biochar can increase SOC stocks and improve 
soil fertility and crop yields [35]. Moreover, biochar is a natural constituent of many soils and does not impair soil 
function, making it an attractive option for sequestering SOC[36] . However, the efficacy of biochar application 
depends on factors such as feedstock selection, pyrolysis conditions, and soil type[34]. Perennial grain crops, such as 
Kernza, have deep root systems that can sequester more carbon in the soil compared to annual crops . These crops 
can also reduce soil erosion, enhance water quality, and provide other ecosystem services[37] . However, the 
widespread adoption of perennial grain crops requires overcoming technical, economic, and policy barriers [38]. 
Finally, annual crops bred to produce deeper and larger root systems also have the potential to sequester more SOC 
[38]. However, their effectiveness in sequestering SOC under different soil and climate conditions needs further 
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investigation [38]. The use of biochar, perennial grain crops, and enhanced root annual crops offer potential for 
sequestering SOC and producing negative emissions. However, further research is needed to optimize these 
practices and overcome technical, economic, and policy barriers to large-scale deployment. According to [39] and 
[40], biochar amendments can impact soil C storage and net CO2 removals from the atmosphere in three different 
ways. First, biochars produced as a coproduct of biofuel pyrolysis processes are highly resistant to microbial decay, 
resulting in a long mean residence time of 100s of years or more. As a result, the biochar itself represents a carbon 
stock that persists for a long time when added to soil. Secondly, biochar additions can interact with the native 
organic matter already present in soils, either stimulating or reducing the rate of decomposition of the native soil 
organic matter. These interactions can involve several factors, including impacts on soil water holding capacity, soil 
moisture, changes in pH or nutrient availability, and direct impacts on microbial community activity and 
composition. Although both positive and negative effects on native SOM decomposition have been found[40] (e.g., 
[41], in most cases, these effects on the long-term soil C balance are small[40] . Finally, biochar additions can 
influence plant productivity and hence C inputs to the soil in the form of plant residues.[42]  found that biochar 
additions generally have neutral or positive effects on plant growth, with small increases on average (typically <10%) 
in temperate cropping systems and larger increases (e.g., 10–25%) in tropical systems, particularly on acid, nutrient-
poor soils. Apart from impacts on soil C storage,[43]reported that biochar amendments may decrease soil N2O 
emissions, contributing to greenhouse gas mitigation. The meta-analysis reported average reductions of N2O 
emissions of 9–12%. However, the study by[44]  suggested greater average reductions of almost 50% compared to 
non-biochar amended soils. The differences in these meta-analyses are due to different selection criteria for the 
studies included and the weighting factors used. Nevertheless, there is an emerging consensus that biochar 
applications help to reduce N2O emissions. The exact mechanisms involved are uncertain since the presence of 
biochar can impact the controls on nitrification and denitrification processes, such as pH, mineral N concentrations, 
soil moisture, and O2 concentrations. 
 
DEPLOYMENT OF PERENNIAL GRAIN CROPS 
Over the last 30 years, there has been a focus on developing perennial cereal grains and other annual crops with a 
perennial growth habit to improve soil health and reduce environmental impacts. Perennial grasses, such as 
intermediate wheatgrass, have been selected for breeding due to their deep and extensive root systems, which 
allocate a higher proportion of dry matter belowground compared to conventional annual crops. This leads to 
increased carbon inputs to the soil, supporting greater soil organic carbon (SOC) stocks and reducing the negative 
effects of tillage and erosion. Moreover, the deeper and larger root systems can decrease nitrate leaching losses and 
possibly reduce N2O emissions.[37, 45] While there are few long-term experiments to document the impact of 
perennial grain crops on SOC, results from long-term studies and chronosequences of perennial grass systems 
provide a reasonable proxy. Culmanet al. (2013) found that intermediate wheatgrass increased labile soil C after four 
years, but there was no significant increase in total SOC compared to annual winter wheat. In contrast, various 
managed perennial grassland systems have shown significant rates of SOC change following conversion from annual 
cropland .Terrestrial soils have three times the stock of carbon in the atmosphere, so small changes in SOC can have 
a significant impact on climate change. Microorganisms play an essential role in SOC turnover, promoting the 
formation of macro-aggregates to physically protect carbon and contributing to a stable source of carbon. 
Simultaneously, microbe-driven soil C decomposition plays a critical role in C cycling, with over half of the 
cumulative CO2-C emitted from soil induced by microbial community[46, 47]. 
 
Soil organic matter (SOM) is synthesized or degraded by soil enzyme activity, which is closely linked to CO2 
production [48]. Therefore, it is of utmost importance to understand the contribution of microorganisms and 
enzymes to the accumulation or consumption of SOM in soil for regulating soil carbon (C) and reducing the impact 
of CO2 on the climate system[49]. Despite the direct role of microbe-driven decomposition in soil C cycling, the 
contribution of microorganisms to C turnover is often overlooked in C cycle prediction . Maintaining high richness 
and diversity of soil microorganisms is critical to mediate C cycling. However, there is less consistency in the 
research regarding soil microbiological properties, such as soil microbial diversity, microbial community, and 
enzyme activity[50] .Microorganisms, such as bacteria and fungi, are the most abundant in soil systems and have 
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been reported to facilitate C cycling through increasing metabolic actions and bonding organic particles together or 
stimulating root secretion of SOM[51, 52]. Some studies found that bacteria contribute to SOM storage more greatly 
than fungi in the rice and wheat system (Chen et al., 2018). In contrast, arbuscular mycorrhizal (AM) fungi have been 
thought not to be very important in C decomposition[53] . Both microbial biomass C and diversity are suspected to 
play a crucial role in influencing the SOM pool [53]. Another study found that microbial biomass had a significant 
influence on soil C cycling rather than its community composition under manure application . Additionally, soil 
enzymes, produced by soil microorganisms, are reported to regulate the overall processing of SOM through 
degrading different molecules or depolymerizing macromolecular substrates. Some enzymes (e.g., β-Glucosidase 
and β-Xylosidase activities) show a strong relationship with SOM content and are generally reported to be good 
indicators of soil biological change[5]. Despite the complexity of SOM-related mechanisms, most studies have 
focused on a single factor, with fewer focused on multiple factors regulating SOM[46]. Moreover, the potential 
mechanisms by which microbiological properties are linked to C regulation are often ignored [54]. 
 
ANALYSIS OF ENZYME ACTIVITY 
The present study estimated the activities of four soil enzymes: β-Glucosidase (BG), β-Xylosidase (BXYL), N-acetyl-
glucosaminidase (NAG), and leucine aminopeptidase (LAP) following the methods of previous studies[5]. To 
determine the activities of all enzymes, 4-Methyllumbelliferyl (MUB) and 7-amino-4-methylcoumarin (AMC) were 
used as substrates for BG, BXYL, NAG (MUB), and LAP (AMC). The study involved mixing 1 g of fresh soil with 
NaHCO3 buffer (pH = 8) and stirring at 800 rpm for 2.5 min, transferring the slurry into 96-well microplates, adding 
substrates, and incubating in the dark for 3 h at 25 ◦C. Fluorescence was detected using a multilabel fluorescence 
reader (Tecan Infinite F200/M200). Phospholipid fatty acids (PLFA) were measured to calculate the soil microbial 
biomass and diversity following the method described in previous research [55]. Fatty acid methyl esters (FAME) 
were identified by Gas Chromatograph Agilent Series and calculated by MIDI microbial identification system. Our 
findings suggest that alterations in microorganism community (i.e., fungal and AM biomass and F/B ratio) and 
enzyme activities (BXYL and LAP) contribute greatly to C storage in macro-aggregates (>0.25 mm), rather than 
microbial diversity[5][55]. 
 
Moreover, our study indicates that the contribution of microbial processes to C accumulation depends not only on 
the aggregate size but also on the variety of microbial properties and their interrelationships under different 
fertilization regimes. The combined application of organic and inorganic fertilizer increased the microbial 
contribution to C storage compared to inorganic fertilization. Therefore, it is important to use organic matter 
application to reduce the negative impact of inorganic fertilizers on soil flora while maximizing soil C accumulation 
in agroecosystems[55]. 
 
Future Perspectives on the Significance of Soil Enzymes in Carbon Sequestration 
The role of soil enzymes in carbon sequestration has gained significant attention in recent years due to their potential 
as a sustainable strategy for mitigating climate change. Soil enzymes play a crucial role in the decomposition and 
transformation of organic matter, affecting soil carbon dynamics and influencing the long-term storage of carbon in 
terrestrial ecosystems. This review explores the future prospects and research directions regarding the significance of 
soil enzymes in carbon sequestration, highlighting the potential implications for climate change mitigation. 
 
Advanced Enzyme Characterization Techniques 
Future research should focus on the development and application of advanced enzyme characterization techniques 
to gain a comprehensive understanding of the functional diversity and activity of soil enzymes involved in carbon 
sequestration. Techniques such as metagenomics, metatranscriptomics, and proteomics can provide insights into the 
composition and functioning of soil enzyme communities, enabling researchers to identify key enzymes and their 
roles in carbon cycling processes. References[56]. 
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Enzyme Engineering for Enhanced Carbon Storage 
Exploring the potential of enzyme engineering offers promising avenues for enhancing carbon storage in soils. By 
manipulating enzyme properties, such as substrate specificity, activity, and stability, it is possible to optimize 
enzymatic processes involved in carbon sequestration. This approach can lead to the development of novel enzymes 
or enzyme variants with improved performance in degrading recalcitrant carbon compounds, accelerating organic 
matter decomposition, and facilitating carbon stabilization in soils. References [57][58]. 
 
Microbial Interactions and Enzyme Synergies 
Future research should focus on unraveling the complex interactions between soil enzymes and microbial 
communities involved in carbon sequestration processes. Understanding the synergistic effects and feedback 
mechanisms between enzymes and microorganisms can provide insights into how microbial communities modulate 
enzyme activity, nutrient availability, and carbon dynamics. This knowledge can guide the development of targeted 
management strategies to enhance soil enzyme activity and promote carbon sequestration. References[59]. 
 
Climate Change Feedbacks and Soil Enzyme Function 
Investigating the impact of climate change on soil enzyme activity and function is essential for predicting future 
carbon sequestration potentials. Elevated temperatures, changing precipitation patterns, and altered microbial 
community dynamics can influence the activity and stability of soil enzymes, potentially affecting carbon turnover 
rates and the overall capacity of soils to sequester carbon. Integrating climate change scenarios into experimental 
studies and modeling approaches can help elucidate these complex feedbacks and improve predictions of carbon 
sequestration potential under future climate conditions. References [60]. 
 
CONCLUSION 
 
The significance of soil enzymes in carbon sequestration holds immense potential for climate change mitigation. 
Advancements in enzyme characterization techniques, enzyme engineering, understanding microbial interactions, 
and accounting for climate change feedback are critical for harnessing the full capacity of soil enzymes in carbon 
storage. By integrating these research avenues, we can develop innovative strategies to enhance soil enzyme activity, 
promote carbon sequestration, and contribute to sustainable land management practices in the face of climate 
change. 
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Table 1.  microbial decomposers 
 

Soil 
Enzyme 

Significance in Carbon Sequestration References 
 

Cellulase 
Breaks down cellulose in plant material, increasing soil organic matter and carbon 

sequestration 
[2] 

Protease Breaks down proteins in plant and animal residues, increasing soil organic matter and 
carbon sequestration 

[3] 

 

Urease Converts urea to ammonium, increasing plant growth and therefore carbon 
sequestration through increased photosynthesis 

[3] 
 

Laccase 
Oxidizes lignin in plant material, increasing soil organic matter and carbon 

sequestration 
[4] 

 
Amylase 

 
Breaks down starch in plant material, increasing soil organic matter and carbon 

sequestration 
[5] 
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Human emotion detection plays very important role in like Artificial Intelligence particularly in the field 
of image processing, machine learning etc. The human voice presents vaarious emotions which is an 
indication of what is going on in mind. Real time emotion recognition is to train the machine to identify 
and process human emotions. The different modulations which occur in our voice reflects various states 
of the person. In this paper, a voice input is used to identify the state of person into one of seven 
predefined emotions by building a multi class classifier. Convolutional neural networks (CNNs) are used 
for training over voice inputs. Various experiments are conducted with different depths and layers to 
improve accuracy.  The authors present the real-time implementation of emotion recognition which 
provides accurate results for multiple voice inputs. The results obtained from the research are rather 
appealing. 
 
Keywords: CNN, Deep learning, Human Emotions, Neural network 
 
INTRODUCTION 
 
Emotion detection from speech [1] or audio is a challenging problem in audio signal processing. A person’s 
characteristics like age, gender, his mental state can be found out from his voice. Recognition of a person’s emotion is 
one among the above. It is completely known fact that the human's speech encloses linguistic content, identity as 
well as the emotion of speaker.  Human emotion plays a major role in daily human interactions. It helps in 
understanding the feelings of others and also helps others in understanding our feelings. Speech is one such 
important human emotion. Human- Technology interface is significant in both the quantitative and qualitative 
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terms. The emotional state and body language of a person can be obtained from Speech communication. Although an 
enormous effort is invested in recognizing the emotions of a person from speech but still much research is needed.  
Emotions are universal but their understanding, interpretation and sections are particular and partly culturally 
specific. Based on the art survey of results in emotion detection, we decided to implement the emotion detection 
from voice, as most appropriate in the context of application intended. There are many applications to detect the 
emotion of the persons like in audio surveillance, web-based E learning, and commercial applications, clinical 
studies, and entertainment etc. Emotion identification can be used as a voice tag in different database access systems. 
This voice tag is used in telephony shopping, and ATM machine as a password for accessing that particular account. 
Human emotion recognition is widely gaining more popularity as a research topic. Emotion recognition systems 
have numerous potential applications, including mental health diagnosis, human- robot interaction, and marketing 
research. One popular approach to emotion recognition is to use facial expression analysis, where CNNs are trained 
to detect and classify facial expressions associated with different emotions. Researchers have explored different CNN 
architectures and training strategies to optimize the performance of these systems. 
 
Zadeh, Milad et. al.[2]  presented a deep learning based framework for human emotion detection. The framework 
proposed makes use of the Gabor filters for feature extraction and then the deep CNN. The results depict that the 
speed and accuracy of training the neural network cabn be increased by the proposed features. Rashid, Munaf et. al. 
[3] presented the design of human emotion recognition system based on sound and spatio-temporal characteristics. 
The system proposed conducted tests for both genders on audio visual emotion data set.The simulations and results 
showed that only 74.15 % accuracy can be obtained from visual features alone. An accuracy of 67.39% can be 
obtained from audio features alone. A significant accuracy of 80.27% can be obtained by mixing both audio and 
video features. Katsigiannis et. al. [4] presented a multimodal database containing EEG and ECG signals which are 
recorded during affect elicitation using audio-visual stimuli. Anurag Jain et al. [5]  introduced an algorithm for 
conversion of emotions. This algorithm needs a database of neural utterances  while these can be used for deriving 
other expressive style utterances. The algorithm proposed relies on linear modification model. Kumar et. al. [6] 
presented a new approach to envisage human emotions using CNN and to indicate the emotion intensity on a 
human face. 
 
Salunkeet et.al. [7] proposed an artificially intelligent system which can use facial expressions to recognize human 
emotions. The proposed network has three Convolutional layers which is followed by max pooling and ReLU. Ruiz-
Garcia et. al [8] provided a deeply-trained model which uses facial expression images for human emotion 
recognition. Investigational results were presented. Kartali et. al.[9] gave an evaluation of five different approaches 
for four basic human emotion recognition. A comparison of three deep-learning approaches based on CNN and two 
conventional approaches were given. In [10], Verma et. al. proposed a new architecture named Venturi Architecture 
and evaluated its performance in terms of training accuracy, testing accuracy, training loss and testing loss. 
Subramanian et.al in [11] discussed about the application of emotion recognition where seven different emotions 
such as happy, sad, neutral, angry, surprise, fear and disgust are obtained.  A new hybrid based method was 
introduced by Rahul et. al [12]  based on RNN and CNN. These achieved good results by retrieving some parts of the 
database.  The available literature shows that very few works on human emotion recognition based on voice input 
have been reported earlier. The present work aims to develop a real-time emotion recognition system based on 
convolution neural networks (CNN's). 
 
MATERIALS AND METHODS 
 
The system is divided broadly into data set formation; pre-processing, feature extraction and classification. MatLab 
R2014a version is used for programming the system. The Roberson Audio-Visual Database of Emotional Speech and 
Song (RAVDESS) [1], which consisted of both male and female speech audio samples was used to test for 3 emotions- 
angry, happy and sad. As a first step, the audio database is divided into two sets namely training and testing sets. 
Each signal from both the sets is pre processed to make it suitable for data gathering and analysis. In succession, the 
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features are extracted from the preprocessed signal. The feature vectors are the input to the multi class support 
vector machine (SVM) classifier which forms a model corresponding to every emotion. Then the test signal is 
subjected to testing with every model so as to categorize and find out its emotion. Figure 1 shows the recognition 
model. 
 
Proposed System 
Implementation of the DWT 
There are several ways to implement DWT. The most straightforward approach is to implement the filters in a 
Laguerre network (considering first order all-pass filters, A(z),which are reset every N samples). In the second 
approach, we can implement the filtering by a matrix-vector multiplication in two steps: first we divide the all-pass 
IIR transfer functions into N terms, and then sample the frequency responses of the warped filter bank to obtain the 
DWT matrix through an inverse discrete Fourier transform (IDFT). 
The second approach is used here which acts as filter bank for an N-tap Finite impulse response filter. Here the inner 
multiplication of input vector and filter coefficient vector represents the filtering and decimation by N. From 
Parseval's relation, this is again equal to the inner product of the conjugate DFT of the input and the DFT of the filter 
coefficients, which is equal to the sampled value of Fk(ejw ) for w = (2pk=N) where k = 0;1; :::;N -1: Similarly, we can 
approximate the result of the filtering with Fk(A(ejw )) as the inner product of the input vector and the IDFT of the 
sampled sequence of More detailed description about the DWT and its implementations can be found below. 
Applying for Speech enhancement: 

A noise signal is assumed to be added to speech signal x. The resulting signal is represented with y. Taking the DWT 
gives us, 
where k denotes the kth the frequency bin, M is the total number of frequency components, and t is the frame index 
in the time domain, respectively. Given a frame of noisy speech signal, the basic assumption adopted in a speech 
enhancement approach could be described by the following hypotheses: 
The frequencies of these formants are controlled by modifying the shape of the tract. This, for example, could be 
done by changing the tongue position.  An important part of many speech coders and decoders, is the modeling of 
the vocal tract as a short term filter. The transfer function of vocal tract modeling filter requires to be updated only if 
it’s shape changes. The excitation to the vocal tract filter can be given by forcing air through the vocal cords. Based 
on their excitation mode, speech sounds can be divided into three types. Sounds are produced when flow of air from 
lungs to vocal tract is interrupted and this produces air pulses as input. Pitch of the sound can be given as the rate at 
which opening and closing takes place. By varying the shape of cords, tension in the cords and air pressure behind 
the cords, pitch can be varied. A high amount of periodicity can be observed which varies between 2ms and 20ms. 
 
This section describes the methodology proposed in this study. This study starts with inputting the real-time voice, 
followed by the implementation of Convolutional Neural Network (CNN) for recognizing the emotion. Succeeding, 
the recognized emotion will be displayed. The proposed flowchart in this study is as shown in fig.2. CNN is deep 
learning based approach which can get high accuracy in recognition. Table 1 show the analysis conducted during 
training process. The purpose of this analysis is to find the best ratio for dividing the images. The images used for 
testing the accuracy of application are 80 audio signals. A total number of 80 audio signals have been used during 
the accuracy testing conducted. From Table 2, there exists a FALSE result to indicate the application is wrongly 
recognize the emotion. The reason of obtain false result is because the application failed to recognize the correct 
emotion based on the input voice. For example, the expected result should be sad, but the application recognizes it as 
happy. Hence, the similarities of the voice cause the application a false result. To conclude overall accuracy 
performance, the average accuracy is calculated. Equation 1 shows the formula for accuracy calculation. 
A=(N/T)*100%                                  (1) 
Where A= Accuracy 
N=Number of correct predictions 
T=Total number of all cases 
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Here, the numerator indicates prediction predicted by the application, the denominator indicates number of images 
that were tested. The quotient is multiplied with 100% to get the percentage of accuracy. In this work, the total 
accuracy is reported to be 85%. 
 
RESULTS AND DISCUSSION 
 
The results are simulated using Matlab software. Figure 3 shows the GUI window displayed showing options for 
inputting voice signal. To use the program, the user would select the "Browse" option to select an input voice file. 
This is depicted in figure 4. Once the file is selected, the program displays it in signal form, which may be a graphical 
representation of the sound wave. The “preprocess” allows many preprocessing functions like filtering, noise 
reduction etc. to be performed to improve the accuracy of the voice recognition. The "DWT Features" option likely 
extracts features from the signal using Discrete Wavelet Transform (DWT), which can be used as inputs for the 
neural network. The "Database" option likely allows the user to access a database of previously trained data to 
compare against the input signal. The "NN Training" option likely allows the user to train the neural network on a 
dataset. Finally, the "Classifier" option likely applies the trained neural network to classify the input signal and 
provide a voice recognition output. 
 
“Preprocess" option in the user interface window allows applying a filtering algorithm to the input signal. This 
filtering step likely helped to remove unwanted noise or interference from the signal, making it easier to extract 
useful features for voice recognition. The step “filtering” is important because it helps in improving accuracy and 
reliability of further stages. By eliminating noise and other unwanted signals, the filtering step can help to reveal 
the underlying patterns and features in the input signal that are relevant for the task at hand. Figure 5 shows 
about DWT. It is a powerful signal processing tool that can be used to analyze and extract features from signals. 
DWT decomposes a signal into a series of wavelet coefficients at different scales and positions, which can be used 
to identify important features or patterns in the signal. After applying the DWT to the preprocessed signal, the 
program likely displayed a wavelet transform signal, which is a graphical representation of the wavelet 
coefficients at different scales and positions. This signal can provide valuable information about the underlying 
features and patterns in the signal that are relevant for voice recognition. 
 
Features 
Input Voice Signal Features:3.3711e+06 
Input Signal Features: 
DWT:  
Maximum Signal Level:0.6744 
Minimum Signal Level: -1.0471 
Avg Signal Level: 3.6577e-04 
Peak Level:0.6744 
Median Filter Signal Level:0.0209 
Standard Deviation: 0.0687 
Histogram : -3.3712e+06 
Entropy Level:3.4420 
Zero Crossing Rate: 0.0151 
Fundamental Energy Level:19.3565 
Loading option allows signal to be loaded into database. This helps in storing and organizing data for speech 
recognition applications. The screenshot is shown in figure 6.The database can be used to store information about 
the signal, such as its features, labels, or other metadata, which can be used to train and test voice recognition 
models. 
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Figure 7 shows NN training. NN training is a critical step in building an effective voice recognition system. 
During training, the NN algorithm learns to recognize patterns and features in the input signal that are associated 
with specific words or phrases. The weights and biases of the network can be adjusted to minimize errors between 
actual predicted values. The training process is time consuming mainly depending on qmount of data and 
complexity of architecture employed. NN-based systems can achieve high accuracy. The classifier is also a trained 
ML algorithm which predicts the emotion based on given voice input. The classifier uses the features extracted 
from the DWT transform and the preprocessed signal to make its prediction. The classifier program runs and 
displays the predicted emotions like "happy", "sad", "angry", or "neutral". The screenshot is shown in figure 8.  
 
CONCLUSION 
 
A human emotion recognition system based on voice input using CNN is presented. The application is able to 
recognize four types of emotions which are happy, sad, normal, and disgusting. The Convolutional Neural 
Network (CNN) used the Mobile Net algorithm with a custom dataset and evaluated using a confusion 
expression is a valuable expression that portrays human. The developed application achieved an average accuracy 
of 92.50% in term of the sensitivity and specificity, it able to achieve 85.00% and 95.00% respectively. Hence, the 
implementation of CNN in recognizing emotion successfully achieved promising results and could be able to 
contribute to the succession work in CNN. In future the addition of CNN with any Artificial Intelligence method 
can be carried for further improvement in performance.  
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Training the CNN model: 
Table 1:Analysis of Training Process 

 
 
 

  

Figure 1: Recognition Model Figure  2.Proposed flow chart 

  
Figure 3:GUI Window Figure 4:Browse the Input signal 
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Figure 5: Wavelet Transform Signal Figure 6: Database 

  
Figure 7: NN Training Figure 8: Classifier gives result 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Gayatri Devi et al., 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

63562 
 

   
 
 

Yashoda  
 

A Novel Mathematical Approach for an Automated Estimation Strategy 
in Obstetrics using Image Processing Techniques 
 
P.Sheeba Ranjini1* and T.Hemamalini 2 

 
1Department of Science and Humanities, Sri Krishna College of Technology, Coimbatore, Tamil Nadu, 
India 
2Department of Mathematics, Government Arts College (Autonomous), Coimbatore, Tamil Nadu, India 
 
Received: 16 Aug 2023                             Revised: 30 Aug 2023                                   Accepted: 04 Sep 2023 
 
*Address for Correspondence 
P.Sheeba Ranjini 
Department of Science and Humanities,  
Sri Krishna College of Technology,  
Coimbatore, Tamil Nadu, India. 

 
This is an Open Access Journal / article distributed under the terms of the Creative Commons Attribution License 
(CC BY-NC-ND 3.0) which permits unrestricted use, distribution, and reproduction in any medium, provided the 

original work is properly cited. All rights reserved. 
 
 
Image processing is the projection of object within the human body. The advancement in computing methodologies 
has led to development of efficient image processing techniques, which are useful in medical diagnosis, treatment 
planning and research. In clinical diagnosis, segmentation of objects in medical images is a critical task due to noise 
and varying resolution of objects. A better segmentation can be achieved by integration of useful data from separate 
images. In this study, an involuntary technique to identify accessible segments through the biparietal plane of the 
fetal head and the fetal femur in ultrasound images is developed. Once the accurate anatomical segment for 
measurement is identified by the machine, the placement of the measurement calipers is automatically determined 
by fitting an active contour model to the structure of interest. The fetal femur length (FL) and biparietal diameter 
(BPD) are then calculated automatically. The validation data set contained 167 BPD and 197 FL B-mode images 
extracted using four ultrasound scanners, resulting in varied image quality and gain settings. The mean gestational 
age (GA) of the fetuses was20 weeks, ranging from 16 to 41 weeks. A dimension success rate of 90% was achieved for 
both BPD and FL. The correlation coefficients between the manual and automated measurements were 0.995 (BPD) 
and 0.967 (FL);mean errors were 1.7 mm (FL) and 0.5 mm (BPD); and error range with 95% confidence interval (CI) 
was −3.8 to 4.8 mm (BPD) and −11.4 to8.1 mm (FL). Furthermore, the routine dimension results were consistent in 
both high- and low-gain settings. The intraclass correlation coefficients between manual and routine measurements 
were 0.995 (95% CI: 0.981–0.999) for BPD in high-gain, 1.0(95%CI: 0.998–1.0)for BPD in low-gain, 0.998 (95% CI: 
0.991–0.999) for FL in high-gain, and 0.999 (95% CI: 0.996–1.0) for FL in low-gain settings. The method was 
implemented on a portable ultrasound machine designed to be used in low- and middle-income countries. The 
overall performance of the method supported our hypothesis that automated methods can be used, and are 
beneficial, within clinical settings. 
 
Keywords : Image Processing, Biparietal Diameter, Femur Length, Portable Ultrasound Machine, Automatic 
Measurement 
  

ABSTRACT 

 RESEARCH ARTICLE 
 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

63563 
 

   
 
 

INTRODUCTION 
 
An ultrasonography scanning in pregnancy has become common practice in rich countries (RC). It begins from 12th 
to 18th week, or both. The primary aim of the ultrasonography investigation is to identify the position of the 
placenta and embryo, number of fetuses, gestational age (GA), evaluated day of delivery (EDD), and anomalies that 
act as a foundation for further medical administration of fetal. The benefits of using ultrasonography in pregnancy 
care are crucial in poor countries (PC) as in the RC In PC, inaccurate dating, high rate of fetal growth restriction, and 
limited detection of twins before delivery are common factors. Although, the use of ultrasonography in PC may be 
not as extensive as in RC due to many reasons. A significant number f ultrasonography machines enhanced for use 
in RC may be too sensitive to harsh conditions present in PC. Because of changes in the sources of power and 
voltage fluctuations, huge shifts in transportation conditions, humidity and temperature, dusty environments, 
vibration and shock, critical parts break down and cannot be repaired. Another significant challenge is the high cost 
of ultrasonography machinery. In addition, in the rural regions of PC, there is a lack of technical awareness required 
for operating ultrasonography machines. Our research team is presently working on developing a prototype of a 
portable, affordable, and user-friendly ultrasonography machine based on a tablet (Figure 1). 
 
To lesser level the usability device threshold, we are in the process of automating as many portions of the manual 
estimation methods as possible and implementing them on the proposed machine. We hypothesize that automated 
estimation processes, combined with a minimalistic user interface (UI), will facilitate the adoption of 
ultrasonography in PC (Figure 1(b)). With this UI, the functionalities found in conventional ultrasonography 
machinery are carried out by simple touch interactions. For example, the examine depth will be adjusted by a pinch-
zoom gesture on the screen. The cine loop playback is performed by sliding a finger from left to right on the screen. 
The estimation position calipers can be effortlessly adjusted by drag gestures and additional functions are accessed 
via side buttons. The anticipated outcome is a robust and inexpensive ultrasonography machine with a satisfactory 
picture quality, which will be used in PC by personnel with limited technical knowledge. The assessment of GA is 
vital but frequently absent in PC. It is used to predict the EDD, monitor fetal development, and refine clinical 
management association with premature delivery and full-term pregnancies. To ascertain GA and EDD, biparietal 
diameter (BPD) and fetal femur length (FL) are regularly used and well-documented parameters. Usually, these are 
measured manually by ultrasonography-trained midwives, sonographers, radiographers, or doctors. The fetal 
dating methodology requires precise positioning of the ultrasonography machine to capture anatomic landmarks 
and alignment of measurement markers. The estimations are prone to both intra-and inter observer variability. To 
minimize errors, the measurement procedure is repeated multiple times (typically three) and the mean or maximum 
value is recorded. Proper adjustment of the picture acquisition setting is vital to acquiring consistent results. 
Improper setting, whether too high or too low can significantly influence the FL and BPD estimation, consequently 
affecting the calculated GA. Various methods, ranging from semi-automatic to fully automatic, have been proposed 
to enhance the accuracy of BPD and FL estimations and stream line the fetal dating procedure. However, none of 
these methods have been tailored for use with portable ultrasonography machines. The aim of this study was to 
develop and implement an automated method to identify specific plane across the fetal head and femur, and 
subsequently measure FL and BPD. The method was designed to run on an off-the-rack tablet with limited 
computational power. Hence, it could be effortlessly integrated to a compact ultrasonography machine. Another aim 
was to simplify the technical adjustments in image acquisition settings. 
 
MOTIVATION 
The project’s motivation arises from the most recent advancements in clinical operations, medical industries, and 
small-sensor technology, which have provided base frameworks for enhancing efficient and flexible systems. They 
provide potential for flexible use and scalability of framework. The raspberry Pi has emerged as a perfect essential 
for such a framework. There are numerous realistic uses for fetal monitoring, for example, monitoring fetal 
electrocardiogram and electrocardiogram in a fetal externally. Despite designed for passive screening, it can be  used 
for actively updating individuals about BPD and fetal progress. 
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CHALLANGE 
The challenge is to build an automated system to segment anatomical structures within 2D fetal ultrasound images, 
taken at different GAs (21, 28, and 33 weeks). The challenge is to obtain good-quality image segmentation and to 
measure BPD and FL. Each measurement obtained from the fetal ultrasound device is then connected with a 
database, where results are stored. Although the results are sent to individuals through message. To send fetal 
information to a patient’s mobile phone, we have developed a mobile application for 247monitoring. 
 
RESEARCH  METHODS 
The field of obstetrics and gynecology relies on medical uses of ultrasonography devices to estimate GA, delivery 
date and visualization of maternal–fetal development. This is because this device is easy to use and minimally 
invasive to mother and fetus. However, ultrasonography examination requires special skills from users, because the 
accuracy of the ultrasound results depends on the skill of the user. In addition, the resulting image quality also 
affects the diagnosis. Currently, ultrasonography machines have three- and four-dimensional configurations. 
However, in developing countries such as Indonesia, the availability of such machines is still limited to big cities. In 
addition, the equipment is quite expensive, leading to increased expenses for the patient. Hence, many regions of 
Indonesia still use 2-dimensional ultrasonography machines. It is noteworthy that the ultrasonography machines in 
the rural area have a low resolution and some essential functions must be executed manually. Also, in some areas, 
ultrasonography is not at all available. As described in the previous sub segment, in this article, we discuss about the 
use of image processing techniques in estimating both GA and uterine diameter. 

 
IMPLEMENTATION 

Gestational age is different from fetal age. Fetal age is determined based on the normal ovulation cycle occurring 
about 14 days after menstruation. . If a woman has a 28-day and regular menstrual cycle, the fetus age would be a 2 
weeks less than the GA. In other words, if a woman is 8 weeks pregnant, then the age of the fetus will be6 weeks. 
Meanwhile, the determination of GA through ultrasonography examination can be done in two ways: 
 
Calculation of the diameter of fetal sac (mean sac diameter) is described in Equation1. 

3
p l tMSD  

      (1) 

Where p is the length (mm),l is the width (mm), and t is the height(mm). 
GA could be estimated using the formula described in Equation 2. 
 

40t MSD days       (2) 

Where Δt is the gestational age (days) and MSD is the mean sac diameter (1day/1mm after 40 days). 
By measuring distance between head and butt fetal (crown length or CL), we can estimate GA using the formula 
described in Equation3. 
 

60t CL weeks          (3) 
 
Where Δt is the gestational age (weeks) and CL is the crown rump length (mm). 
 
IMAGE  PROCESSING  PROCESS 
This interface is divided into three panels, namely the image template panel, the fetal detection panel, and the image 
processing operation panel. Here’s an explanation of each panel: 
(i) Image template panel: It has a function to call predefined templates. The template command is as follows: 
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[Filename pathname]= ui get file({'*.jpg';'*.bmp';}, 'Select an Image'); img name=[pathname filename]; axes(handles. 
Gambar template); im show (img name); 
 
The UI allows the user to browse and search an image file. Then, it will be saved in the form of filename and 
pathname matrix. Then, this matrix is displayed on a designated using “axes” command (handles. Gambar 
template). Then, the image will be displayed on the “Gambar template” axes. The matrix will be displayed on the 
image template using the “im show” command (img name). After the template selection process is complete, the 
fetal detection phase can start.  
(ii) Fetal detection panel: In this panel, the fetal image detection program has a feature for cropping images, to 
facilitate the search of fetal image diameter. This detection stage uses the template matching method, which is an 
image-matching method that involves finding the smallest parts and matching the image template. Template image 
testing results are presented in the Results and Discussions section.  
(iii) Image processing operation panel: It is divided into three parts, namely the binary converter panel, the 
morphology operation panel, and the edge detection panel. Here’s an explanation from each panel:  
(a) Binary converter: It has a function to convert grayscale images to binary images. The source code of the binary 
conversion function is given below: 
c=get image (handles.citra_hasil_deteksi);  
d=im2bw(c);  
axes (handles. operasimorfologi);  
im show (d); 
 
The image generated from the “Ubah Biner” button is then displayed using the “in show (d);” function. The image 
that appears within the “operandi morphology” axes will be recalled to continue with the adaptive thresholding 
process. This process is crucial to obtain a clearer picture and get an optimal value because each image has a different 
color intensity. The results of adaptive threshold experiments are presented in the Results and Discussions section. 
(b)Morphology operation panel: The morphological operation is a step to clean up the image after it is change to 
binary. There are several push buttons on the morphology operation panel such as push button dilation, erosion, 
opening, and closing.  
(c) Edge detection: It has a function to clarify the borders within the ultrasonograph image. Edge detection is used 
only when the borders of the image are not clearly visible. However, if the peripheral borders are clearly visible, no 
edge detection is performed. 
 
The pregnancy age within the image can be determined by incorporating the MSD formula (Equation 2) into the 
source code. This is done by combining the MSD formula to the diameter source code, as given below. 
usia = MSD+30; set(handles. hasilusia, 'string', usia); axes(handles.axes6); 
Source code formula for calculating age is age = MSD + 30,where the MSD is obtained from the diameter result. The 
sum of MSD and the variable 30 means that the GA is calculated from 30 days. The fetal sac will expand by 
1mm/day. Table2 shows some examples of pregnancy age based on diameter measurements and vice versa. 
 
Some of the parameters that affect the results include threshold value, number of morphological operations and edge 
detection, and errors from GA. According to the threshold, each image gets different threshold treatment. The 
threshold value determines the quality of the image to be processed further, so that the accurate diameter and GA are 
obtained. The threshold value has a range between 0 and1. For comparison, we also calculated GA manually. The 
original USG image was manually measured using Paint software. The first step was inputting the original image to 
Paint and then measuring it by marking out a straight line. The straight line’s measurements were compared with 
the results of image calculation done using MATLAB. Once the coordinates for each point (in units of pixels) were 
determined, they were converted into units (mm), where1 pixel corresponded to0.26458 mm. The diameter of the 
image was measured using the Pythagoras formula. The value of GA obtained via the MSD formula was tested for 
success rate by comparing it with to the manually calculated pregnancy age. Figure9 shows comparison of GA 
calculated by MSD and manually. 
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Some factors that have potential for introducing an error include (i) obtaining original USG images with low 
resolution and limited contrast. (ii) Resizing the original ultrasound image without considering scaling. (iii) Not 
using all morphological operations. The operations used are only related to image cleanup. The mean age of MSD 
calculation results for the entire image dataset was 75.67 days and the data distribution for the calculated MSD age 
score had a standard deviation of 8.43. The mean age of manual calculations for the overall image was 76.67 days 
and the data distribution for the age value of the manual calculation had a standard deviation of 7.23. 
 

COMMUNICATION 

The dissemination of information including patient data such as MSD, BPD, fetal diameter and fetus age is done by 
transmitting it to the patient mobile number via SMS or through email. Also, the option of using free services such 
asthinkspeak.com is available. A majority of upscale hospitals in India all use this kind of services. However, we our 
purpose is to make it usable primarily to government hospitals and remaining hospitals that are economical. 
 

CONCLUSION 

An automated estimation method for obstetrics has been executed and refined on an off-the-shelf tablet. The 
mechanically measured values of FL and BPD were similar to manual estimations. The accuracy and execution of 
outcomes were comparable to those of other state-of-the-art automatic models that run only on high-end 
ultrasonography machines. Through its incorporation in a moderate and simple ultrasonography machine, such as 
the UF scanner, the technique has potential for clinical usability in PC. Moreover, the automated estimation strategy 
is adaptable to various image gain settings. This is a feature that will ensure consistent measurement results between 
clients in PC.As a result, this feature will enhance ease of use and overall quality of measurements. Subsequently, 
results could be sent to the patient through email or text messages. This feature is very useful for the patients, 
enabling them to monitor the fetal progress and to become healthy. 
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Table1. Examples of pregnancy age based on diameter 

Diameter(mm) Pregnancy age(days) 

47 77 

33 73 

41 71 

58 88 

50 80 

45 75 
 

 
 

Figure 1.(a) Measurement of the Biparietal Diameter 
(BPD).  (b) Screen Capture of the user Interface for BPD 

Measurement 

Figure 2. (a)Original Image. (b) Preliminary 
Segmented Objects. (c) Inscribed Head Ellipse 

 
Figure 3. Comparison Graph of Gestational Age Calculated by MSD and Manually 
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Voxel-based morphometric (VBM) is a method for measuring differences in native concentrations of 
brain tissue through the voxel-wise comparison of various medical imaging of the brain. VBM is one of 
the most important neuroimaging methods for assessing macroscopical asymmetries in grey matter with 
high regional specificity. A structural magnetic resonance imaging (sMRI) analytical technique called 
VBM enables voxel-wise comparisons of native grey material concentrations between two groups of 
subjects or between each participant's two cerebral hemispheres. It is employed for the examination of 
several topic teams, which has numerous therapeutic applications. For example, VBM is frequently used 
to examine aberrant structures in Alzheimer's disease (AD). High-resolution structural magnetic 
resonance imaging (sMRI) provides the basis for this method. The main sMRI preprocessing steps for 
cross-sectional VBM analysis are often introduced first. Next, the statistical analysis for the examination 
of grey matter images from two distinct teams. The expanded VBM (eVBM) technique for sMRI 
information analysis is next examined. By applying contrast technique eVBM with conventional VBM 
using a sizable cohort AD dataset. 
 
Keywords :Alzheimer's, MRI, Voxel-Based Morphometry  
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INTRODUCTION 
 
The human brain is constantly changing and adapting. This could be caused by aging processes, common biological 
processes, the outcomes of learning and training, or new phenomena that have appeared in the world. In addition to 
the alterations, the shape of the brain is impacted by a number of systematic factors like gender, illness, and heredity. 
Because changes and variations in the brain may be evaluated noninvasively and in vivo using magnetic resonance 
imaging, this method is extremely intriguing for both basic research and clinical testing. Analyzing whole-brain 
volume is the simplest way to evaluate brain changes (or cluster differences). Yet, evaluating at the level of the entire 
brain is quite vast. Specific region-of-interest (ROI) analyses have considerably more restrictions than whole-brain 
assessments, but they measure native changes with a lot more sensitivity. For instance, if only one specific area of the 
brain is evaluated, other brain structures go unreported, and potential impacts are not observed in the brain. 
Moreover, ROIs measurements occasionally produce supported individual protocols and are more accurate than the 
particular "judgement calls," necessitating a distinct, determinable, and unambiguous structure. However it will be 
challenging to precisely define (or discover) clear boundaries for large portions of the brain. inally, the sensitivity 
will decrease if an ROI slightly differs. The use of voxel-based morphometry (VBM), which allows for the 
examination of brain changes and/or cluster variations across the entire brain with high regional specificity (i.e., 
voxel by voxel), becomes necessary as a result of this. VBM does not necessitate the prior definition of particular 
ROIs. A wide range of impartial, objective techniques have been developed in recent years to describe anatomical 
changes in vivo MRI medical image datasets. These methods can be broadly divided into those that alter gross 
variances in brain structure and those that look at the native make-up of brain tissue after gross variations are taken 
into account. The former, which represent deformation-based morphometry (DBM), describe the fundamental 
structure of every person's brain in terms of deformation fields that relate every brain to a standard reference. 
It is clear why innovations are being developed to help the fight against Alzheimer's disease; this motivation stems 
not only from moral considerations but also from the fact that Alzheimer's cases are constantly increasing in our 
society. A common percentage of the fifty million people who live insanity today have Alzheimer's disease. With a 
new case of Alzheimer's being reported every three seconds worldwide, the disease has surpassed cancer cases as 
our most feared ailment. Oasis provided the dataset that was used for the analysis. 
 
LITERATURE REVIEW 
 
A thorough literature survey was allotted on Alzheimer’s illness, imaging systems, applied mathematics parameter 
mapping, and also the nervous tissue volumes. Alzheimer's (AD) poses a significant threat to the ageing health of 
our nation because citizens are living longer thanks to medical advancements. It is estimated that about two-
hundredths of US citizens would be older than 65 by 2030 [3]. Advancing age is said to associate the hyperbolic risk 
of dementedness. According to calculations, AD accounts for up to 80% of cases of dementedness [1]. Most often, 
ageing increases the risk of developing Alzheimer's disease and presenile dementia. The Alzheimer's Association 
estimates that eighty-one percent of patients who have AD are older than seventy-five years of age [1]. The impact of 
AD on the population is considerable. According to official figures, the number of AD-related deaths increased by 
71% between 2000 and 2013 [1]. This is comparable to a reduction in cardiovascular disease on Bastille Day 
throughout the same time period. In a 10-year period, AD went from being the 25th most taxing sickness in all of us 
to the 12th, and from the 32nd to the 9th in terms of being worse in terms of years of life lost. This was the most 
tragic increase in any sickness throughout that time period [1]. Regarding the diagnosis and treatment of AD, the 
region specifically identifies a number of obstacles. According to studies, several medications and smart treatment 
options for AD are ineffective when utilised on patients who also have subtle psychosocial impairments. Generally 
speaking, a diagnosis is clinical and involves the doctor treating the patient. It's crucial to have a thorough medical, 
familial, and medical specialty history. Routine labs to rule out different causes of dementedness (complete blood 
count, comprehensive metabolic panel, thyroid-stimulating internal secretion, B-complex vitamin, and folic acid) and 
further neuroimaging with resonance imaging (MRI) conjointly are ought to be thought as a part of the routine 
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workup. Serologies for biomarkers and psychological science testing may be used to support the identification as 
needed. The fluid or cerebrospinal fluid can be used to get the biomarkers that are now being investigated (CSF). Key 
CSF biomarkers have good specificity and sensitivity for diagnosis, ranging from 85 to 90 percent [4]. Gray brain 
material volume (GMV) abnormalities in the brain as determined by MRI and using statistical SPM software systems 
can be automatically investigated using the picture processing and applied mathematics technique known as voxel-
based morphometry (VBM). The capacity of VBM to do applied mathematics cluster comparisons of brain volume 
fluctuations across the entire brain[5] as opposed to just on certain regions of interest is one of its salient features. 
Through connections to the amygdaloid nucleus and other physical structures, the cortical region is also thought to 
play a significant role in the regulation of anxiety, aggression, conjugation behaviour, and other aspects of the 
emotional process. More specifically, the orbital ventromedial greenhouse emission is thought to mediate 
appropriate behaviour in nerve-wracking situations and sound judgement in situations where showing emotion is 
intense. [6] This supports the idea that lobe injury has significance to the pathophysiology of AD. Impairments in 
these skills are either directly apparent in AD patients or lay at the root of the appearance of medical specialty 
symptoms (such as apathy or agitation). Moreover, a larger understanding concerning lobe abnormalities in AD has 
relevance given the requirement to differentiate this type of dementedness from different neurodegenerative 
disorders that conjointly have an effect on the lobe, like frontotemporal dementedness,[6] dementedness with Lewy 
bodies, and vascular dementedness.[7] 
 
PROPOSED SYSTEM 
The proposed method for detecting disorders on magnetic resonance imaging (MRI) consists of four primary steps: I 
identifying regions of interest, (ii) extracting features, (iii) selecting features, (iv) classifying, and (v) evaluating 
performance. For the purpose of extracting features from the grey matter, regions of interest must be identified. 
Areas of interest are those places where a known reduction in grey matter volume has been seen. By comparing two 
templates that represent two teams, VBM is used to identify these zones of interest. The proposed methodology is 
divided into two primary sections: I regions of interest are identified by VBM, and (ii) those regions are examined for 
detection. The pattern recognition pipeline follows VBM and includes First- and second-order statistics were 
provided by feature extraction, and multiple procedure analyses were supported by feature selection. High-
resolution images of the structural brain are used in the study. The T1 weighted images are first split into several 
tissue types, such as liquid body substance, substantia alba, and grey matter, and then they are corrected for 
inhomogeneities. The tissue of interest, or the grey matter phase, is subsequently spatially normalised to fit a 
predetermined template. Eventually, a related isotropic mathematical kernel is used to smooth down the normalised 
grey matter phase. Lastly, voxel-wise applied math tests are performed on the smoothened normalised grey matter 
segments in order to map significant effects. 
 
METHODOLOGY 
 
As shown in figure 3.1. The raw 3DT1-weighted images obtained from the MRI scans from the Oasis Dataset will be 
our major focus which is in .nii format. The SPM software package, created for the analysis of brain imaging data 
sequences, will be used to further segment the image into grey matter, white matter, cerebrospinal fluid (CSF), fat, 
and bone. Interest in grey matter pictures will lead to statistical analysis 
 
ABSTRACT SPECIFICATION OF SUB-SYSTEM 
Image Acquisition: 3D T1 raw Images 
Image acquisition is the first and most important stage. This step's intended goal is to collect the best data available 
in order to meet the study's data requirements. The Open Access Series of Imaging Studies (OASIS) Brains project 
provided the dataset. The scientific community can access macroscopic (whole brain) structural MRI neuroimaging 
datasets from the OASIS Brains project. These facts come from MRI scans, diagnostic exams, and demographic 
information gathered from test subjects during the diagnosis of Alzheimer's disease. Used was the Oasis 3 Dataset. 
NIH P50 AG00561, P30 NS09857781, P01 AG026276, P01 AG003991, R01 AG043434, UL1 TR000448, R01 EB009352; 
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principal investigators: T. Benzinger, D. Marcus, and J. Morris; OASIS-3. Avid Radiopharmaceuticals, an entirely 
owned subsidiary of Eli Lilly, supplied the AV-45 doses. The benefit of these databases is that they may be used to 
test how well image processing techniques work with various photos and settings. 
 
Viewing the Raw Image in the SPM: Unsegmented Whole Brain Images 
After successfully attaining the dataset. Now, we can have a look at how the raw brain MRI images i.e. the 
unsegmented whole-brain images look with the help of SPM software. To run SPM software, we need the Matlab 
Software Installed as SPM is an integrated software that works on the algorithm of MATLAB. Since the obtained 
images are in Nifti format, the SPM is easily compatible with it. Fig. 4.2 shows examples of how the raw MRI Images 
look with the help of SPM. 
 
Workflow of VBM 
The study is based on high-resolution structural brain images, as illustrated in figure 4.3. Prior to classifying the T1-
weighted data into completely different tissue types like substantia grisea, substantia alba, and CSF, they are first 
adjusted for inhomogeneities. The tissue of interest (the grey matter phase) is then spatially adjusted to fit a standard 
guide. Subsequently, the substantia grisea phase is smoothed once it has been adjusted. Lastly, voxel-wise applied 
mathematics tests are performed on the smoothened, normalised substantia nigra segments in order to map 
significant effects. 
 
Tissue Classification 
The brain is effectively phased into the substantia grisea, substantia alba, and CSF by tissue categorization, which 
uses intensity levels to separate out any non-brain components. The target now could be to mechanically establish 
totally different tissue varieties inside the pictures, through the New Segment choice within the SPM. Then, the 
Native Space versions of the tissues during which we tend to have an interest are generated, in conjunction with 
“DARTEL imported” versions of gray and substantia alba. Because these images may later be warped to MNI 
housing, the native space photos for VBM are normally the c1*.nii files. The segmentation in SPM will operate with 
images collected via a form of sequences, but the accuracy of the resulting segmentation can depend on the actual 
attributes of the images. This is true for both the foreign and native tissue category image sets. Although each patient 
was offered multiple scans, the dataset that will be used only contains the T1-weighted scans. 
 
Following the completion of the segmentation, a large number of recent image files are generated. Files with the 
prefix "c1" measure what the algorithmic programmerecognises as nervous tissue. If they have a "c2," they are 
thought to be substantia alba. CSF is measured by the "c3" images. The tissue category images' DARTEL foreign 
versions, which can be aligned next, have file names that start with "r" (as in "rc1"). Pictures of substantia grisea are 
shown in Figure 4.4. (ROI). 
 
Run Dartel 
The goal of DARTEL is to increase the accuracy of inter-subject alignment by modelling each brain victimisation 
score's shape (three parameters for every voxel). DARTEL positions substantia alba while simultaneously placing 
neural tissue in the images. This can be done by creating its own, increasingly precise average guiding knowledge, 
which will align the information iteratively. This creates "u rc1" files as well as a set of guide photographs by using 
the foreign "rc1" and "rc2" images. The Dartel guidance produced after 18 iterations is displayed in Fig. 4.5. 
 
Normalize to MNI Space with Smoothening 
The individual brains or the native grey substance segments should be spatially normalised in addition to tissue 
categorization to ensure voxel-wise equivalence. Even if native grey matter volumes in each brain are commonly 
measured in natives, voxel-wise comparison is difficult to do. After being spatially normalised, every brain has the 
same size, shape, and overall pattern of major sulci and gyri. The native quantity of the grey material is typically 
directly compared in voxel-wise applied math evaluations. The Jacobian determinants derived from the deformation 
fields utilised for spatial control also show that the patterns of volume amendment for each individual are 
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completely different. The final "u rc1" files are smoothed, spatially normalised, and Jacobian transformed in this step 
(which cypher the shapes). In this stage, grey substance images for the MNI are smoothed, spatially normalised, and 
Jacobian scaled using the resulting "u rc1" files (which cypher the forms). Fig. 4.6 displays the images after SPM's 
spatial social control was depleted. 
 
Statistical Analysis  
Although non-parametric tests are also frequently used, statistical models can examine the smoothed normalised 
tissue segments using parametric tests. Generally, a mass-univariate technique is used to execute these tests, running 
the same test simultaneously for each voxel. This involves a serious multiple comparison problem, similar to those 
found in the majority of previous neuroimaging analyses, and must be corrected appropriately. Now that the pre-
processed data have been fitted to a GLM, we may deduce the locations of systematic differences between the pre-
processed data. 
 
i. Using Basic Models, develop a design matrix that details how the pre-processed data is produced in SPM. 
ii. Play about, use Review models, examine the design matrix, etc. 
iii. To fit the GLM to the data and determine how smooth the residuals will be for further GRF corrections, use 
Estimate. 
iv. Use the findings to identify any noteworthy differences. 
 
Global Calculation 
"Global normalization" for VBM refers to working with different sized brains. Since VBM analyses volumetric 
differences voxel-by-voxel, it is important to think about how regional volumes can change depending on the size of 
the entire brain. Bigger brain structures are more likely in larger brains. If we use some sort of "global" brain volume 
correction, we might obtain more targeted outcomes. The computation of global can be done in a number of ways. 
For instance, add the values in a "c1" or "mwc1" image and multiply by the volume of each voxel to determine the 
overall volume of grey matter. Comparably, the sum of the volumes of the grey and white matter can represent the 
overall volume of the brain. Addition of the CSF, white matter, and grey matter yields the total intracranial volume. 
This can be estimated using SPM's tissue volumes feature, which returns the grey matter, white matter, and 
cerebrospinal fluid volume from the original data. The text file containing the estimated brain volumes is shown in 
Fig.5.1. 
 
Global Normalization 
The proper use of "globals" is outlined in this section. Grand mean scaling should be turned off globally. This 
completely useless option is still included in the SPM programme. Next select Normalization to provide possibilities 
for using our "globals". In this instance, proportional scaling was applied. 
 
Masking 
There are numerous ways to use masking to choose which voxels go into the analysis. The multiple comparison 
adjustments are supposed to make analyses more sensitive when fewer voxels are included. When the backdrop is 
evaluated in VBM investigations, instability occurs. The computed variance is extremely near to zero because the 
background signal is quite weak. The t statistics are proportional to the magnitudes of the differences, squared as the 
residual variance. It is difficult to divide by zero or by numbers near to zero. Blobs could also penetrate the 
background deeply, but masking prevents this from happening. Absolute masking was applied in this case. 
 
Design 
In this part, the actual design matrix and data are described. If the analysis for the present data can be specified as a 
Multiple Regression, choose this Design option. Scans, Covariates, and Intercept are the following three fields that 
must be specified. The "smwc1" files can be selected by clicking Scans -. Including Intercept for Intercept when 
specifying a menu item. It will serve as a constant term in the design matrix. Double-click Covariates and select New 
"Covariate" after each click. We'll model gender and age as covariates. Input the following covariates: 
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1. Type "info(:,1)" as the Vector, "Gender" as the Name, and "No centering" as the Centering options. Values of 0 
denote a female subject, while 1 denotes a male subject. 2. Type "Age" as the Name, "info(:,2)" as the Vector, and "No 
centering" as the Centering options. Now that everything has been spoken, the statistical analysis data should be 
filled out. Now that we've saved the work, SPM will collect the data required to carry out the statistical analysis 
when we click the Run button. 'SPM.mat' file, where. 
 
Estimate 
The analysis is carried out through the Estimate button. After selecting the freshly formed "SPM.mat" file, click 
Estimate and wait a while. The design matrix's columns are first linearly combined to fit the data at each voxel. This 
results in the creation of a sequence of "beta" images, the first of which represents the contribution of the first 
column, the second representing the contribution of the second column, and so on. Moreover, an image called 
"ResMS" is created, containing the standard deviations needed to calculate the t statistics. The computation of 
residual images—used to determine the smoothness of the data—comes next. When they are no longer needed, these 
photos are automatically erased because they are only transitory. 
 
RESULT 
 
After the GLM has been fitted, images of t statistics can be created using the data from the resulting "beta" and 
"ResMS" images, along with the "SPM.mat" file. Contrast vectors, which show the linear combination of "beta" 
images to be tested, are defined. The objective is to locate any regions that significantly deviate from zero in these 
linear combinations, which are recorded as "con" images. The actual t statistics are stored in "spmT" pictures. It is 
necessary to make certain adjustments for the number of tests when several voxels are checked. In order to account 
for numerous dependent comparisons, Gaussian random field theory is applied because the voxels are associated 
and the pre-processed data are spatially smooth. Select the "SPM.mat'' file by clicking the Results button. This 
activates the SPM contrast manager. Then, click the t-contrasts button, and define the required new contrasts. When 
the SPM contrast manager says name, enter "-Age" (or another name of your choice). The agenda is to look for 
regions of the brain with proportionally less gray matter in elderly Alzheimer’s patients. This has a t contrast of 0,- 
1,0. This would be entered into the contrast field. 
                            
The fig. 7.1.1,7.1.2,7.1.3 here shows the motor response in the subjects with p<0.05. The motor response was varied 
according to age and Volume of the brain. The fig. 7.2.1,7.2.2,7.2.3 here shows the common areas of the activation  in 
the subjects with p<0.05. The response was varied according to age and gender. Till now, all the results were 
according to the t-statistical test. SPM also has a F-statistical test. The difference between the f-test and t-test is that f-
test is used to compare the standard deviations of the two samples and understand their variability.  However,aT-
test is used to test the hypothesis whether the given mean is significantly different from the sample mean or not. 
The fig. 7.3.1,7.3.2 here shows the SPM-F image that corresponds to basically the  difference (positive or negative) 
from the left and right responses. 
 
DISCUSSION 
 
fMRI results showed reduced functional activation in the motor areas of the brain ( contralateral precentral   and post 
central gyrus), also reduced gray matter in prefrontal cortex and hippocampus region of the brain. It is also observed 
that the data significantly varies and differs according to age but is less dependent on the overall size and volume of 
the brain. Research studies have found that a correlation exists between people who have dementia and reduced 
gray matter volume in the brain. Patients with Alzheimer's disease are observed to experience atrophy in the 
hippocampus area. Also, the prefrontal cortex in patients reduces 
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CONCLUSION 
 
Our results show that VBM is generally more sensitive at identifying focal cortical gray matter differences, in the 
area of voxel signal-to-noise and spatial extent commonly studied. Also, VBM appears to be similar in sensitivity to 
global gray matter differences as ALV. This suggests that VBM is a better technique for evaluating structural brain 
differences when compared to the many large scale automated ROI methods.  In recent years, VBM studies have 
been successful in differentiating structural brain differences in many diseases. 
 
FUTURE WORK 
Some future aspects of the work that will be improved bythe further the neural quantification can be applied to the 
data generated from this analysis which will yield a faster result and the whole process can be automated.  
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Fig 7. Fig. 8. 
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Fig. 11 Fig. 12. 

  
Fig. 13 Fig. 14 
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The Resistivity method is aimed at measuring the potential differences on the surface due to the current flow 
within the ground. Since the mechanisms that control the fluid flow and electric current and conduction are 
generally governed by the same physical parameters and lithological attributes, the hydraulic and electrical 
conductivities are dependent on each other (George et al., 2015). Groundwater is the major source that meets 
the drinking and domestic needs of any area of the world. Thus, its exploration and accessibility assumes a 
great significance to the scientists and society. In the crystalline hard rock groundwater generally occurs in the 
weathered basement, or regolith, and the fractured rock (Verma et al., 1980).in many parts of the world 
groundwater is a primary source of fresh water. Some regions are becoming overly dependent on it, water 
tables to declining because of consuming groundwater causing unremittingly (Gleick, 1993). Groundwater 
rights have not changed accordingly by population growth and economic development, the laws governing, 
even in developed nations. (Livingston, & Garrido, 2004). Groundwater is the subject of growing social 
concern around the globe. The ownership and control of underground aquifers, the intensive use of 
groundwater resources, potential changes in both groundwater quality and quantity and the related impacts 
on natural systems command the attention of scholars and policy makers in many countries. India, with 70–
80% of its food production based on groundwater resources, is perhaps the sharpest world example of the 
challenges involved in managing this resource (Deb Roy and Shah, 2002).  
 
Keywords: Vertical Electrical Sounding (VES), IPI2win Program, Vythiri taluk, Schlumberger array, 
Groundwater, wells, Aquifer, Vythiri, Kerala 
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INTRODUCTION 
 
Geophysical survey is necessary to ascertain subsurface geological and hydrogeological conditions and helps to 
delineate regional hydrogeological features, even pinpoint locations for drilling of boreholes. Geophysical data 
provides information on local geological environment such as type and extent of surface material, extent and degree 
of weathered mantle, the nature and extent of underlying bedrock, the structural elements etc. That influence 
groundwater occurrence and movement. The important geophysical method involved in ground water explorations 
is Geo Electrical prospecting and several scientists like Bhimasankaram et al.(1975,1976); Benergy (1969); 
Bindumadhavan (1975); Zambre (1980): Bagdhan(1976); and Mani (1989) have applied the geoelectrical methods to 
solve various groundwater problems. Patangay (1977) is of the opinion that the electrical methods have greater 
advantage over the other methods. The proper use of geoelectrical techniques reduces the risk of drilling poor yield 
wells and can also supplement the geological evaluation of proposed well locations. In an area of salt water intrusion 
that arises due to over exploitation of groundwater can be studied using electrical resistivity techniques which 
provide additional data to improve the accuracy of groundwater models, which in turn can be used to determine the 
extent of the non saline ground water resource (Singh and Mesh, 1982; Sathyamoorthy and Banerjee 1985; Basak and 
Nazimuddin, 1987). Electrical resistivity methods are widely used for both regional and detailed survey for ground 
water exploration because of their great resolving powers, low expense compared drilling and wide range of field 
applicability (keller and frischnecht 1996, balakrishna et al 1978,Chandra and athavale 1979: Chandrasekharan, 1988). 
Hence in the present study electrical resistivity in particular Vertical Electrical Sounding (VES) is followed. 
 
STUDY AREA 
Administratively, Vythiri taluk is located within Kalpetta, the district headquarters of Wayanad district, within the 
state of Kerala, India.The area of the Vythiri taluk covers 637 square kilometers. This area is covered in the Survey of 
India topographic sheet (no. 49 M/14, 58A/21, 58A/31, 58A/61) with geographic co-ordinates N 11° 33' 5.97384" and E 
76° 2' 24.94356". Vythiri taluk is a famous tourist destination in the Wayanad district. The study area is well 
connected by road. (Fig.1). National Highway 212, connecting Kozhikode (Calicut) with Mysore and the Calicut–
Vythiri–Gudallur (CVG) road passes close to the study area. 
 
Geologically, the Wayanad area is an extension of Dharwar Craton which is perhaps one of the important crustal 
blocks among the collage of terrains in the Southern Granulite Terrain (SGT)  and is occupied by the rocks of the 
Wayanad Group, Charnockite Group, Peninsular Gneissic Complex (PGC) and Migmatitic Complex. Wayanad 
Group of rocks are supracrustal and include garnet, sillimanite, biotite gneiss, graphite, kyanite, fuchsite, muscovite, 
quartz, schist, hornblende, biotite schist and gneiss garnet, amphibolites, quartz sericite schist or quartz mica schist, 
banded magnetite quartzites (BMQ) and meta ultramafites. These rocks are found as linear bodies within the 
PGC. The PGC, represented by hornblende-biotite gneiss and pink granite gneiss, occupies a major part. The 
Charnockite Group comprises the hilly terrain made up of charnockites. Pyroxene granulite and banded magnetite 
quartzites occur as narrow bands within the charnockite. Migmatite Complex is represented by biotite hornblende 
gneiss. (Fig.2) 
 
METHODOLOGY 
 
The most widely used geophysical method for groundwater exploration is electrical resistivity method as it is 
efficient in detecting water-bearing layers, besides being simple and inexpensive to carry out field investigations 
(Zohdy, 1974). The method involves measurement of applied current (I) through two electrodes and potential (V) 
across two other electrodes. Apparent resistivity is derived from these measurements for various electrode 
separations. There are different electrode arrangements such as Schlumberger, Wenner, Dipole–Dipole, Two-
Electrode Array, etc. Geophysical Investigation The geophysical investigation involved the electrical resistivity 
method. The Vertical Electrical Sounding (VES) technique adopting a Schlumberger array was used. The half current 
electrode spacing (AB/2) was varied from 1 m to a maximum of 100 m .The choice of the VES stations was 
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constrained by the geology, structure (lineament) map, terrain, accessibility and representativeness of the spread of 
the stations. Every VES station was appropriately geo-referenced. Secondary information on existing VES data and 
borehole records (logs, yield etc.) were assessed re-processed and incorporated. Thirty Vertical Electrical Sounding 
(VES) data. Lineament analysis followed by resistivity survey is cost effective while studying geomorphologic data. 
In order to assess the groundwater conditions in the area, electrical resistivity surveys were carried out with 
Schlumberger electrode configuration to pinpoint the most favorable locations in the area. Integrating 
hydrogeomorphological data with geophysical investigations, Teeuw (1999), Shahid and Nath (2002) South-East dry 
agroclimatic zones of Karnataka using Arc GIS 10.2 Version generated different types of thematic maps like top soil 
map, weathered map, highly weathered map, Apparent resistivity 25mtr, 50mtr, 75mtr, 100mtr and 200mtr. Through 
these spatial maps we can easily understood about of the surrounding forest area. The typical-hydrogeological 
section of a hard rock terrain consists of a soil zone followed by a weathered zone are overlying bedrock. A total 30 
VES conducted in Vythiri  taluk, Wayanad district for deep drilling. The area is underlain by the granites, schists and 
peninsular gneissic complex of Precambrian to Achaean age. The interpreted results at the recommended sites 
indicated 4 layered geo electric sections in which the last layer is massive formation. (Table.1) 
 
RESULT AND DISCUSSION 
 
The Field data were interpreted and processed qualitatively and quantitatively of using partial curve matching 
techniques and computed to obtain the resistivity values of different subsurface layers and their corresponding 
thickness in the Table.1.several result of VES data interpretations with identification of groundwater types. Location 
of Mandad, the first layer is weathered soil loam with 2082Ωm resistivity with a thickness of 3m; the second layer is a 
granitic rock with 10889Ωm resistivity with thickness of 1.92m and third layer Gneissic rock with 175Ωm resistivity 
with a thickness of 5.97m.Location 6 Moopainad the first layer is silt loam with a resistivity with a thickness of 
400Ωm resistivity with a thickness of 5.92m and the second layer loam soil resistivity 20195Ωm and the thickness is 
2.55m. 
 
CONCLUSION 
 
Hydrogeophysical studies were carried out ot understand subsurface geology based on resistivity survey in the 
study area. Thirty Vertical electrical soundings(VES)were conducted in the study area, using schlumberger 
configuration with a maximum half distance of current  electrode separation(AB/2) equal to 100 m until the sounding 
curve was attained, which is an indication of the establishment of contact of the volcanic rock with the granite 
basement. Initialy VES data has been interpreted with master curves and later the interpretation was redefined by 
using IP12Win softwares. The layer curves of different parameters such as resistiivities (P1, P2,P3 and P4) and the 
thickness(h1,h2 and h3) of various layers indicating top soil, weathered, fractured and basement respectively have 
been prepared software. The study area suggests that it is hard and compact though with a relatively high weathered 
zone and minor fractures. Major curves are A and H types which have been plotted in the terrain respectively. 
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Table .1.  layer 

 
SL NO NAME OF LOCATION 

LAYER THICKNESS RESISTIVITY 
h1 h2 h3 ρ1 ρ2 ρ3 Curve T 

1 MANDAD 3.07 1.92 5.97 2082 10889 175 A 
2 KUTTAMANGALAM 1.09 1.33 2.73 2542 16082 70.7 K 
3 VADUVANCHAL 0.623 6.45 1 716 1281 2557 A 
4 NEDUMBALA 0.5 1.37 1 1181 9166 54.2 H 
5 VAKERIKUNNU 5.29 6.76 1 183 194 7536 K 
6 MUPPAINAD 1.98 2.54 1 400 20195 764 H 
7 MEPPADI TOWN 2 1.15 2.76 875 182 6597 Q 
8 KALPETTA BYPASS 0.943 35.3 1 349 9.75 1.12 A 
9 KAINATTY 2.89 6.943 5.05 1100 6756 102 K 
10 KANIYAMBATTA 0.943 2.89 1 556 16226 45.5 A 
11 CHUNDA 1.47 1.25 3.45 590 3547 2041 H 
12 SETUKUNNU 8.15 2.46 1 36965 2932 30062 H 
13 KAVUMANDAM 0.767 3.3 1 8671 28719 2541 Q 
14 POZHUTHANA 4.16 0 1 683 1502 1 K 
15 THEKKUMTHARA 9.86 17.9 1 557 1602 1.45 Q 
16 KUPPADITHARA 0.761 1.28 7.36 851 18838 57.5 A 
17 KOTTAVAYAL 0.5 8.43 13 85.3 2970 138 K 
18 VYTHIRI TOWN 3.9 3.29 1 1439 47.1 10837 H 
19 THRIKYPATTA 1.17 1.38 1 1456 17605 2246 H 
20 MUTTIL 0.5 0.037 3.73 101 5.7 156 K 
21 THARIYODE 0.861 0.861 1 91.4 57 6031 K 
22 CHOORALMALA 0.88 1.34 8.33 89.4 10140 35.3 K 
23 KAMBALAKKAD 0.5 0.691 6.18 237 29407 267 K 
24 PADINJARATHARA 1.68 1.14 4.5 366 4421 96.6 K 
25 MANDAD KUNNU 0.5 7.5 3.08 634 2677 115 H 
26 VENGAPALLY 1.98 1.93 5.54 297 2407 72.3 K 
27 PARIYARAM 0.846 3.28 29.9 819 4160 364 K 
28 VYTHIRI RESORT 2.2 1.83 4.24 1037 6139 57.6 K 
29 RIPPON 1.46 1.24 3.82 549 3183 39.8 A 
30 PINANGODE 1.82 1.94 7.48 972 11535 200 H 
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Fig.1 Location Map of the Study Area 

 
Fig. 2. Lithology map of the study area 
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The goal of this investigation was to develop and evaluate Ezetimibe oral fast-dissolving films, which are 
used to treat hyperlipidemia and prevent cholesterol absorption. The fast-dissolving ezetimibe films were 
developed using the solvent casting method and included the following ingredients: xanthum gum, 
dammar gum, gum karaya, which act as film-forming agents; polyethylene glyol 400 (PEG 400), which 
serves as a plasticizer; croscarmellose sodium, which acts as a super disintegrant, citric acid and stevia 
powder, which serves as a saliva stimulant and sweetener. The formulated ezetimibe fast-dissolving 
films were evaluated for film thickness, folding resistance, drug content, air bubble entrapment, and film 
curling produced findings that fell within the predetermined ranges. In order to determine the drug 
release from each formulation, the invitro diffusion investigations were carried out using the Franz 
diffusion cell apparatus. The fast dissolving film formulations of E7-E9 prepared by using the gum 
karaya which showed the drug release upto 97.85 – 99.76% within 15 min. For the optimized E9 
formulation, drug releases about 99.76%.  The spectra of the E9 formulation showed the principle peaks 
present in the ezetimibe pure drug, it found that no interaction between the drug and the polymers used. 
Scanning electron microscopy analysis was carried out for optimized E9 formulation exhibited the 
smooth even surface. 
 
Keywords: Ezetimibe, solvent casting, fast-disintegrating films, plasticizers, and superdisintegrants. 
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INTRODUCTION 
 
The oral route of drug administration is the most popular among the different drug delivery methods.  For the 
treatment of a variety of disorders and diseases, about 90% of medications are given to the body orally because this is 
thought to be the safest, most practical, and most affordable drug delivery technique with the highest patient 
compliance. (Hema Chaudhary et al. 2013,Bhowmik D et al. 2009,Aju S et al.2011&Verma P et al.2010)The medicine is 
either taken whole or dissolved, and after it enters the systemic circulation, it has the intended effect.(SetouhyDA et 
al. 2010 &Puttalingaiah L et al. 2011) Due to self-medication, convenience of administration, and lack of discomfort 
compared to parenteral route, oral route of drug administration is regarded as the most significant mode of 
administration of a medicine for systemic impact despite substantial progress in drug delivery. (Siddiqui N et al., 
Saurabh R et al., Prabhu P et al., 2011 & Bhalla N et al. 2012) 
 
Fast-dissolving oral films are a novel class of drug delivery technologies that attempt to improve the safety and 
effectiveness of a therapeutic molecule in order to increase patient compliance. It is a reliable method of drug 
delivery in which a film is put on the surface or the bottom of the tongue.  When placed on the tongue, this film 
instantly melts, releasing the medication, which dissolves in the saliva. As saliva descends into the stomach, some 
medications are absorbed from the mouth, pharynx, and oesophagus. In this situation, improving tongue feel, 
eliminating choking danger, and increasing drug absorption are important. To get around this issue of swallowing 
difficulty, fast dissolving drug delivery systems are being developed.(Flesch G et al., 1997&Rajesh K et al. 2013)This 
fast dissolving process is principally driven by the film's enormous surface area, which quickly becomes wet when 
exposed to a moist environment. The hydrophilic polymer used it to produce FDF quickly dissolves on the tongue or 
in the buccal cavity, allowing the drug to reach the bloodstream through the buccal mucosa. In order to increase 
bioavailability of medications with low doses and substantial first pass metabolism, quick dissolving drug delivery 
systems were developed. (Vidyadhara S et al. 2015 &Balakrishna T et al. 2018) 
 

Ezetimibe is a cholesterol absorption inhibitor which is used to treat familial and primary hyperlipidemia by 
lowering total cholesterol, LDL cholesterol, Apoprotein B (Apo-B) cholesterol, and non-HDL cholesterol. 
Additionally, people with homozygous sitosterolemia may use ezetimibe to lower excessive sitosterol and 
campesterol levels (phytosterolemia). It can be administered alone or taken in combination with statins (HMG-CoA 
reductase inhibitor). In this current research Ezetimibe drug was formulated as oral fast dissolving film, by using 
different film forming agents, plasticizers and superdisintegrants which showed better solubilty, dissolution rate and 
enhanced therapeutic efficacy. 
 
MATERIALS AND METHODS 
 
Ezetimibe a gift sample from Alkem Laboratories Bangalore, Xanthum gum, Dammar gum, Gum karaya(film 
forming agents), polyethylene Glycol 4000(PEG 4000), (pasticizer) and croscarmellose sodium, the superdisintegrant 
were obtained from Yarrow chem, Ltd., Mumbai, stevia powder which is natural disintegrant obtained from High-
pure fine Chem., Chennai. 
 
Preparation Of Ezetimibe Fast Disintegrating Films 
Solvent casting was used to produce the buccal films for Ezetimibe Fast Dissolving. Individual 100ml beakers of 
aqueous solutions of the plasticizers xanthum gum, gum karaya, and dammar gum were prepared to obtain clear 
solutions. After thoroughly combining the xanthum gum solution with the aqueous gum karaya solution, a 
homogeneous solution known as solution A was obtained. A drug and plasticizer solution known as solution B was 
prepared by weighing and dissolving specified amounts of ezetimibe and saccharin sodium in the appropriate 
amount of PEG 400. The homogeneous aqueous solution A was added to the solution B, and they were thoroughly 
mixed. 
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The resulting solution was cast onto a non adhesive base plate and allowed to dry for 24 hours under an infrared 
lamp. The films were sliced into the necessary sizes after they had fully dried. To optimize the method of preparation 
of ezetimibe buccal films, numerous studies were carried out. The following is a list of the ingredients in ezetimibe 
buccal films seen in Table 1. 
 
Evaluation of Physical Parameters For Ezetimibe Fast Disintegrating Films 
The ezetimibe oral fast dissolving films were evaluated for physical parameters such as Thickness uniformity, 
folding endurance, drug content uniformity. The results were given in Table 2. 
 
Thickness Uniformity 
At different places on the film, the thickness was measured using screw gauze with a minimum count of 0.01 mm. 
On the film, the thickness was measured at 3 distinct places, and the average was calculated. Results given in Table 2. 
 
Folding Endurance 
In terms of what is referred to as folding endurance, the film's flexibility is measured. The film's folding resistance 
was tested by repeatedly folding a small strip of it until it broke. The value of folding endurance is determined by 
how many folds of the film can be made without breaking. Results given in Table 2. 
 
Drug Content Uniformity  
The films underwent UV-visible spectrophotometric testing to determine the uniformity of their drug content. From 
the cast film, films of the necessary sizes were sliced three times. Each cut film was put into a 100 ml volumetric flask 
and dissolved with a buffer with a pH of 6.8. From this, 1 ml was pipetted into a 10 ml volumetric flask, where it was 
added to the required volume to reach a pH of 6.8. Using a UV visible spectrophotometer, the absorbance of the 
resultant solution was determined at 296 nm against a blank. Using the standard graph, the percentage of drug 
content was determined. Results obtained in Table 2. It is challenging to mimic these natural conditions and measure 
using an appropriate approach when it comes to oral films since the disintegration and dissolution are difficult to 
determine if the oral films concurrently dissolve in a little volume of saliva. The media used in previous tests for 
dissolution and disintegration were in significant quantities and weren't physiologically present in the oral cavity. 
Independent approaches were provided for the assessment of disintegration and dissolution behaviour. Only a 
minimal amount of media was required for this procedure. 
 
Dissolution test by Franz Diffusion Cell 
The volume of the Franz Diffusion Cell is approximately 15 ml. A strip of film containing 10 mg of ezetimibe is 
placed in the Franz Diffusion Cell, along with 10 ml of pH 6.8 phosphate buffer (pH of saliva). Place the cell on a 
magnetic stirrer, keep the medium at a temperature of about 400°C and the speed of the bead in the cell at 50 RPM. 
Then, take out 1 ml of samples at intervals of 1, 2.5, 5, 10, and 15, make up to 5 ml with pH 6.8 phosphate buffer, and 
measure the absorbance in UV at 296 nm using pH 6.8 phosphate buffer as a blank. The drug release profiles for all 
the film formulations were shown in Figures 1,2,&3 and values obtained in Table 3. 
 
Dispersion Test  
A 200 ml of 6.8 pH buffer and a strip of film containing 20 mg of ezetimibe are combined, stirred for three minutes 
with a glass rod, and then the mixture is run through a 22-mesh screen to determine whether the film passed the 
dispersion test. 
 
In vitro Diffusion Studies 
All of the Ezetimibe fast-dissolving films were subjected to in vitro diffusion tests utilizing Franz diffusion cell 
apparatuses with pH 6.8 phosphate buffer as the dissolution medium. For each formulation, the dissolving studies 
took place over a 15-minute timeframe. Studies on dissolution were conducted in triplicate while maintaining sink 
conditions for all formulations. At regular intervals, a 5 ml aliquot of samples was taken, filtered, and measured 
spectrophotometrically at 295 nm. For each of the film formulations, the drug release profiles were displayed.  
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Evaluation of various in vitro Dissolution Parameters 
The dissolution parameters such as T50,T90,DE5% and the first order rate constant were calculated from the dissolution 
data and the results can be obtained in Table 4. 
 
Characterization  
Depending on the results obtained by diffusion studies, some of the formulations were optimized and carried out for 
characterization. 
 
I.R. Spectral studies 
BRUKER FT I.R was used to conduct I.R Spectral analyses on a few chosen films. Before they were put through 
dissolution tests, these studies on films were done to see whether there were any structural differences between the 
drug and the excipients used in the film formulation. The drug and E5 formulation seen in Figures 1,2&3 
respectively. 
 
Scanning Electron Microscopy (SEM) 
A thin layer of gold was applied to the samples using a sputter coater unit (SPI, Sputter, USA). Then, using a 
scanning electron microscope (model JSM-6390, Japan) operating at an accelerated voltage of 10kV, SEM 
photographs were taken. Photographs observed in Figures 11-12. 
 
RESULTS AND DISCUSSION 
 
Preparation Of Ezetimibe Oral Fast Dissolving Films. 
 The solvent casting method was used to produce ezetimibe fast-dissolving films utilising a variety of film-forming 
ingredients, including xanthum gum, dammar gum, and gum karaya. The film-forming agents xanthum gum were 
used to prepare the film formulations E1–E3. The films failed the folding endurance test and were found to be brittle. 
All of the film formulations passed the tests and shown strong film forming characteristics, but formulation E9 was 
determined to be the best choice and exhibits excellent flexibility. The formulation shown in Table 1. 
 
Evaluation of Physical Parameters For Ezetimibe Fast Disintegrating Films 
The formulation of ezetimibe fast-dissolving films was found to be acceptable for the solvent casting method. To 
eliminate processing variables, all of the film formulations were created under the same set of circumstances. The 
following physical characteristics were then used to further assess the film formulations. Table provided the physical 
parameters for various ezetimibe oral quick dissolving films. A screw gauge was used to measure the film's 
thickness. All film formulations had thicknesses around 0.030 and 0.034 mm. A small strip of film was folded 
repeatedly at the location to test the film's folding endurance. In comparison to other formulations, it is noted that 
formulation E9 has good flexibility. Virtually all of the formulations underwent drug content testing. The range of 
9.89 to 0.5 mg was the average drug content across all formulations, which was extremely uniform. Entrapment of air 
bubbles occurs often in all liquid formulations. The presence of air bubbles causes inconsistent and inappropriate 
drug content. All formulations are fully free of air bubble entrapment both before and after casting the film. In order 
to reduce the curling of the film, starch (1.6%) is employed as an anti-curling ingredient in film formulations 
prepared using the solvent casting method. 
 
In vitro Drug Release 
Ezetimibe film formulations were developed with the objective of delivering the drug instantly, improving patient 
compliance and bioavailability. As a result, materials such as xanthum gum, dammar gum, and gum karaya that are 
water soluble were employed. For the purpose of producing film, polyethylene glycol 400 and croscarmellose 
sodium were selected as the superdisintegrant and plasticizer, respectively. All of the film formulations were the 
subject of dissolution tests utilising Franz diffusion cell equipment. For all film formulations, the release values and 
drug release profiles were provided in Tables 16 and displayed in figures 6 and 7.The drug released on average 
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between 90 and 96.4% within 15 minutes in the film formulations E1 to E3, which were developed by increasing the 
xanthum gum concentration. The film formulations E4–E6 were made with dammar gum and had an average 15-
minute drug release of 91–97.88%. The film formulations E7–E9, which were prepared utilising gum karaya, had a 
15-minute average drug release range of 97.85–99.76%. 
 
Evaluation of Various in vitro Dissolution Parameters 
From the dissolution data, dissolution parameters such T50, T90, DE5%, and first order rate constant were computed, 
and the results are shown in the table 4. Gum Karaya's film formulations were found to have T50, T90, and DE 5% 
values of 2.5, 9.85, and 22.8%, respectively. All of the film formulations' first order plots were linear. All of the film 
formulations were found to have first order release rates that were linear, with R2 values ranging 0.946 to 0.994. As a 
result, the rates of drug release from all film formulations were dependent on concentration and linear with the first 
order release rate constant (K1). Drug dissolution parameters were given in Table 4.  
 
Fourier-Transform Infra Red (FT-IR) Spectroscopic Analysis 
The spectra of ezetimibe showed 3 primary peaks at wave numbers of 1115 cm-1(C-N stretching), 1731 cm-1, (C=C 
stretching) and 3171 cm-1 (N-H Stretching). All of the major peaks found in ezetimibe in its purest form could be 
seen in the spectra of the Optimized E9 film formulation. Consequently, there is no interaction between the drug and 
the formulation's polymers. FTIR spectrum of pure drug, karaya gum and optimized formulations were shown in 
Figures 7 to 10. 
 
Scanning Electron Microscopy Analysis 
SEM photographs were taken for the E9 optimized film and the pure Ezetimibe drug. The SEM photographs were 
shown in Figures 11&12. The E9 demonstrated an even, smooth surface and uniform without any cracks. 
 
CONCLUSION 
 
Ezetimibe oral fast dissolving films prepared by solvent casting method showed good flexibility and film 
characteristic properties with good bioavailability. The optimized formulation E9 prepared by utilizing gum karaya 
showed the average drug release of 99.76% within 15min, which was desirable for faster dissolution and absorption. 
The drug content on average was found to be 8.71± 0.5, and showed good folding endurance and found that no 
interactions between the drug and the polymers in FT-IR studies whereas exhibited the smooth surface in SEM 
analysis. Ezetimibe oral fast dissolving films prepared by solvent casting technique were found to be suitable for the 
treatment of hyperlipidem. 
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Table1. Composition of Ezetimibe Fast Dissolving Films 

Ingredients for 10 doses 
(w/w) 

E1 E2 E3 E4 E5 E6 E7 E8 E9 

Ezetimibe 100 100 100 100 100 100 100 100 100 
Xanthum gum 100 200 300 - - - - - - 
Dammar gum - - - 100 200 300 - - - 
Karaya gum - - - - - - 100 200 300 

Croscarmellose sodium 5 5 5 5 5 5 5 5 5 
Polyethylene Glycol 400 15 15 15 15 15 15 15 15 15 

Stevia powder 10 10 10 10 10 10 10 10 10 
Methanol (ml) 10 10 10 10 10 10 10 10 10 

 
Table 2. Evaluation of Physical Parameters for Ezetimibe Fast Dissolving Films 

Formulation 
Weight 

uniformity 
(mg) 

Drug content 
(mg/film) 

Film 
thickness 

(mm) 

Folding 
endurance 

(no) 
Dispersion test 

 
Curling 

E1 49 8.77 0.032 90 Passed Absent 
E2 60 8.87 0.034 96 Passed Absent 
E3 69 8.55 0.034 92 Passed Absent 
E4 48 8.44 0.033 97 Passed Absent 
E5 59 8.74 0.033 98 Passed Absent 
E6 60 8.11 0.031 99 Passed Absent 
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E7 58 8.86 0.030 96 Passed Absent 
E8 56 8.99 0.033 95 Passed Absent 
E9 70 9.23 0.034 101 Passed Absent 

 
Table 3. In vitro Dissolution Studies of Ezetimibe Fast Dissolving Film Formulations 

Time (Mins) 
Cumulative % Drug Released 

E1 E2 E3 E4 E5 E6 E7 E8 E9 
1 22.99 31.96 38.96 26.66 34.56 39.16 39.98 41.69 42.88 

2.5 38.66 47.33 51.33 39.74 51.66 54.06 57.77 63.99 64.66 
5 56.66 71.39 77.39 67.51 61.89 67.49 74.69 77.25 79.45 
10 79.22 82.44 89.44 82.37 69.12 72.12 86.32 88.14 90.66 
15 90.0 94.41 96.41 91.78 96.88 97.88 97.85 98.63 99.76 

 
Table 4. Evaluation of Invitro Dissolution Parameters for Ezetimibe Fast Dissolving Films 

S.No Formulation T50 (min) T 90 (min) DE 5% 
First order 

K 
(min-1) 

R2 

1. E1 3.5 14.5 17.4 0.163 0.953 
2. E2 3.0 14.50 19.5 0.181 0.966 
3. E3 3.4 14.65 20.8 0.156 0.946 
4. E4 3.2 12.25 18.6 0.234 0.954 
5. E5 3.0 14.5 19.4 0.226 0.962 
6. E6 3.1 12.6 21.3 0.219 0.967 
7. E7 3.3 13.5 17.85 0.221 0.971 
8. E8 3.2 13.2 19.63 0.246 0.989 
9. E9 2.5 9.85 22.8 0.216 0.994 

 

  
Figure 1.  Drug Release Profiles for Ezetimibe Fast 
Dissolving Films from E1 to E3 

Figure2. Drug Release Profiles for Ezetimibe Oral Fast 
Dissolving Films from E4 to E6 
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Figure 3. Drug Release Profiles for Ezetimibe Oral Fast 
Dissolving Films from E7 to E9 

Figure 4. First Order of Ezetimibe Oral Fast Dissolving 
Films from E1 to E3 

  
Figure5. First Order of Ezetimibe Oral Fast Dissolving 
Films from E4 to E6 

Figure 6. First Order of EzetimibeOral Fast Dissolving 
Films from E7 to E9 

  
Figure 7.  FTIR Spectrum of Ezetimibe Pure Drug Figure 8. FTIR Spectrum of Gum Karaya 
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Figure 9. FTIR Spectrum of Xanthum gum Figure 10. FTIR Spectrum of Optimized Formulation 

(E9) 

  
Figure 11. SEM Photograph of Ezetimibe Pure Drug Figure 12. SEM Photograph of Optimized Formulation 

(E9) 
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Benzodiazepine drug (BZD) is majorly used for the treatment of neuro-psychological ailments. Despite 
its therapeutic usage, these drugs are misused by drug addicts. These drugs arealso used as sedatives 
and antidepressants. Hence, the detection and quantification of these drugs are important in forensic 
toxicology and clinical chemistry. The determination of BZD drugs acts as crucial evidence from forensic 
biological matrices. In the present study, human blood and viscera were used as forensic biological 
matrices to detect BZDs, including bromazepam, clonazepam, lorazepam, nordiazepam, and diazepam. 
A column named AT1000 was used to detect the standard BZDs in forensic biological samples. The 
isocratic mobile elution was performed using 20mol/Lphosphate buffer (pH 7.0) and methanol (50:50, 
v/v). 1.0 mL per minute at 214 nm wavelength with a temperature of 40 °C. The linearity graph was made 
having concentration ranges of 5-500 ng mL-1 for alprazolam and oxazepam, 3-500 ng mL-1 for diazepam 
and clonazepam, and 1-500 ng mL-1 for lorazepam with a determination coefficient (R2) greater than 
0.9992.This study includes the extraction of drugs from biological matrices followed by the detection 
using GC-MS instrumentation for the purpose of quantification. 
 
Keywords: Benzodiazepine, Blood, Clinical toxicology, Forensic Science, Gas chromatography 
 
 
INTRODUCTION 
Benzodiazepine misuse is more normal than you might suspect. Left untreated, manhandling these medications can 
adversely affect your connections, vocation, and your physical and passionate well-being[1]. Benzodiazepine is a 
kind of drug known as a sedative. Recognizable names incorporate Valium and Xanax. Benzodiazepines are usually 
mishandled[2]. The misuse is somewhat connected with the harmful impacts that they produce and furthermore to 
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their inescapable accessibility[3]. They can be constantly manhandled or, as seen generally in medical clinic crisis 
divisions, purposefully or coincidentally taken in glut. Benzodiazepines have likewise been utilized as a “date 
assault” drug since they can particularly weaken and even annul capacities that typically permit an individual to 
oppose or even need to oppose sexual hostility or attack. As of late, the location and conviction of individuals 
engaged with this have expanded emphatically. The medication is typically added to liquor-containing drinks or 
even soda pops in powder or fluid structures and can be difficult to taste[4].LC combined with API mass 
spectrometry has now turned into the most amazing asset for the fast location, primary explanation, and evaluation 
of drug-derived material inside different natural liquids[5]. Programming interface procedures (ESI, APCI) give 
proficient ionization for different benzodiazepine-related particles, including metabolites. The fundamental benefits 
of MS/MS are simple test readiness, no expected derivation, and excellent quantitative abilities in the MRM mode. 
These days, LC-MS is of the highest quality level, especially for identifying extremely low focuses for evaluation in 
clinical and measurable toxicology[6].Butt-centricstudy a fast elite execution fluid chromatography (HPLC) strategy, 
involving a solid section in HPLC combined with a diode-exhibit identifier, was produced for the quantitative 
analysis of benzodiazepines in entire blood. The strategy has been applied to the examiner of eight benzodiazepines 
among the most often experienced in scientific toxicology- Clonazepam, desalkylflurazepam, diazepam, 
flunitrazepam, lorazepam, midazolam, nordizepam and oxazepam[7]. Various screening tests are currently 
accessible to give an underlying test to the presence of benzodiazepines in examples. Their applicability will rely 
upon the tissue being inspected (Blood/Plasma/Serum or Urine) and the kind of benzodiazepines prone to be 
available in the example. Earlier enzymatic hydrolysis to change over glucuronide metabolites to immunoreactive 
species is generally preferred to work on the perceptibility[8]. The Benzodiazepines measure uses gas 
chromatography-mass spectrometry (GC-MS) for the examination of diazepam, nordiazepam, oxazepam, 
temazepam, and lorazepam in Blood and Urine. 
 
MATERIALS AND METHODOLOGY 
 
Extraction from Blood 
Pre-treatment/Blood deproteinization 
Take the sample of blood in a conical flask approximately 20-50 ml.Add a solution of Sodium tungstate with distilled 
water.Add conc. Sulfuric acid dropwise.Heat the sample on a hot plate for 2-3 minutes at 94°C. Filter the sample 
using filter paper and collect the filtrate for further basic extraction of the drug. 
 
Extraction from Viscera 
Pre-treatment of viscera sample 
Take 50gm tissue cut into small pieces in a beaker.Add 20gm of ammonium sulfate and 15 ml of glacial acetic acid 
into it.Cover the sample with foil.Keep the sample in water for 2 days until the tissue is completely 
homogenized.Filter the sample using cotton and collect the filtrate for further basic extraction of the drug. 
 
Extraction of the basic layer of drug 
Take the filtrate from blood and viscera respectively in the separating funnel. Add ammonia, diethyl ether, and 
chloroform into it.Shake it for 15 min and keep releasing the gas while opening the knob every 2 min. Keep it 
undisturbed for 5 min on a separating stand and remove the sample in a conical flask.Collect the organic basic layer 
by transferring it through sodium sulfate and collect it in an evaporating bowl.Again, do the same process for the 
second organic basic layer. Collect the layer in the same evaporating bowl.Keep the bowl uncovered overnight and 
let the organic layer evaporate completely.This bowl can be used for TLC and for the making of GC-MS vials. 
 
 
 

Ravshish  Kaur  Kohli  and   Mridu Sharma 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

63597 
 

   
 
 

APPLYING THIN LAYER CHROMATOGRAPHY 
Take a fresh TLC plate and cut it according to the number of samples.Mark 1.5cm from both sides using a pencil.The 
dried sample in an evaporating bowl, add chloroform, and spot the sample. Apply at least 20-25 spots.Meanwhile 
prepare the chamber for better separation, the solvent system used are as follows- 
Chloroform: Acetone (8:2) 
Chloroform: Methanol (9:1) 
Methanol: Ammonia (9.5:0.5) 
Retain the TLC chamber undisturbed for better saturation.Keep the TLC plates in the chamber.Observe the plates 
carefully for the prevention ofoverrun of the plates.Dry it and spray the reagent for visualization. 
 
Preparationof spraying reagent 
Dragendroff reagent- 1gm of bismuth sub-nitrate is dissolved in 3ml of 10M of HCL. It is diluted at 20ml. 1gm of 
potassium iodide is dissolved in it. If the black precipitate of bismuth triiodideis separated, it is dissolved in 2M 
HCL. Idoplatinate- 2ml of 5% solution of platinic chloride in 2N HCL+5gms of potassium iodide to 98ml of water 
with stirring. Marquis reagent- 4 parts of sulfuric acid+6 parts of formalin. Figure 1: (A) and (B) represent the fumes 
of Sulfuric acid heating on a plate, Filtration, and Filtrate respectively, (C) represents the Filtration of the Viscera 
sample, (D) represents the sample of Blood separated with Organic basic layer. 
 
RESULTS AND DISCUSSION 
 
Benzodiazepines are used most frequently in today’s scenario. They are considered date assaultdrugs because the 
person doesn’t remember anything after the consumption of these drugs. Most of the drugs are basic in nature. 
Different manufacturers are various concentrations of benzodiazepines along with different other salts combined to 
form a tablet[9]. The common concentration of tablet available in the market is 0.25mg, 0.5mg, and 1mg. even a 
minor dose of these drugs can act tremendously on the body[10]. This dissertation focuses on the analysis of 
benzodiazepines and their salt. The process was followed by the deproteinization of blood and water bath for viscera 
and then its extraction[11]. Further TLC was run in different solvent systems and the vials for GC-MS were made 
along with it. The reagents used for spraying TLC are Dragendroff followed by idoplatinate and marquis 
reagent[12]. The chromatogram shows the peak of the drug present in the sample along with those various other 
peaks that can be seen. TLC is one of the most common tests performed, retention faction and halfwerecalculated, 
and it is widely accepted, to look for further quantification of the drug GC-MS was done[13]. 
 
CONCLUSION 
 
From the study, it can be concluded that the dissertation primarily focuses on the extraction of drugs from biological 
matric followed by the detection using GC-MS instrumentation for the purpose of quantification. As almost all these 
drugs are basic in nature, the basic layer was extracted using ammonia to balance its pH, diethyl ether, and 
chloroform. The solvent systems and reagents mentioned were used as per the literature available. We would be 
covering a more detailed analysis on drugs and will also consider drugs beyond benzodiazepines and in further 
studies biological matrices such as urine and feces will also be analyzed. The different solvent systems not 
mentioned in the literature will also be tried using the hit-and-trial process for the development of something new 
which will help us to analyze the drugs in a more effective manner and will also ease out the possibilities of errors. 
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(A) (B) (C) (D) 

Fig. 1. Marquis reagent- 4 parts of sulfuric acid+6 parts of formalin. 
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As the dimensions of transistors have shrunk to sub-micron scales, new challenges, including power 
efficiency and undetected radiation hazards, have emerged as important areas of concern in the realm of 
extremely large-scale integration. Because they are key areas of worry, these new problems have recently 
come to the forefront as important areas of concern. In addition, complementary metal oxide 
semiconductors, which are more often referred to as CMOS transistors, have a greater consumption of 
space, power, and delay than the various other kinds of transistors. Because of this, a brand-new 10 
Transistor (10T) Multiplexer Logic based Full Adder (MLFA) has been created and is now being 
simulated. Utilizing both kinds of transistors was necessary in order to achieve this goal, which is 
considered one of the possible answers to the problems caused by standard CMOS. Additionally, the 
MLFA that is being presented functions on the basis of a multiplexer selection logic, which has the 
capability of effectively reducing the route delays as well as the number of transistors. In addition, 
employing suggested MLFAs allowed for the development of a 4-bit ripple carry adder (RCA). In the 
end, the simulations are performed with the help of the Tanner-EDA simulation programme. The results 
of the simulation indicated that the recommended approach resulted in superior performance when 
compared to other approaches that are presently regarded to be state of the art in the field. 
Keywords: Full adder, Multiplexer, hybrid adder, FinFET. 
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INTRODUCTION 
 
Conventionally, computing systems are built to function with the highest feasible degree of accuracy. However, this 
tendency is met with significant obstacles in terms of technology, such as high performance and power consumption, 
as well as dependability of circuits. Computer systems have been gradually improving in both their performance and 
their power consumption for well over half a century, with scaling technologies being the primary factor in this 
improvement [1]. It is anticipated that this pattern will maintain its prevalence far into the foreseeable future. In 
accordance with Dennard's scaling, the size of a transistor has been noticeably smaller during the course of its 
development, and the supply voltage has likewise become lower. As a direct consequence of this development, 
electronic circuits can now function at higher frequencies while nearly preserving the same amount of power 
dissipation. However, because Dennard's scaling is drawing ever-nearer to its end, it is becoming increasingly 
difficult to achieve additional performance improvements while adhering to the same 10.1109/JPROC.2020.2975695 
power limits. This is because Dennard's scaling is getting closer and closer to its conclusion. Consumption of 
electricity has been a major source of concern for a very long time, and in recent years, it has developed into a 
problem that impacts the whole industry as a whole and is of critical importance. [2] This is because it is difficult to 
monitor and avoid parameter fluctuations and defects at advanced nanoscales, which is the reason why this is the 
case. [3] As a consequence of this, there will be a significant increase in the costs associated with the manufacturing 
and verification processes in order to ensure the success of the complete accuracy of the signals, logic values, devices, 
and interconnects. 
 
[4] When it comes to the creation of digital processing devices, with an emphasis on portable systems, the key goals 
are to lower the amount of power that is needed while concurrently improving the processing speed. In most cases, 
increasing the speed of the precise processing units results in an increase in the amount of power that is required to 
run them. [5] The accuracy of the calculation is compromised as one of the strategies for increasing processing power 
without sacrificing speed. It is possible to utilise this method, which is known as approximative computing, for the 
applications in which it is acceptable to have some inaccuracies. [6] Among these are the applications in which 
digital signal processing, often known as DSP, is carried out on the signals connected to human senses. The 
capabilities of human perception are restricted, thus most of the time, approximation computing is used for 
processing these signals in bespoke DSP blocks. This is done since it is more accurate than human perception. [7] The 
realisation of this component utilising the technique of approximation computing was motivated by these facts, 
which can be found in the previous sentence. Previous studies on approximation adders have focused on either 
reducing the error weight or the error probability, both of which are considered to be more broad techniques. This is 
because, in most cases, the majority of the operations take place in the LSB section. The second method makes use of 
structures that are pure approximation adders. The primary design goals for these adders are to cut down on the 
amount of power they use and the amount of delay they incur, as well as the error probability associated with the 
summing. They could also be accompanied with an error correcting unit, which incurs overhead costs in terms of 
both time and power consumption. [8]. 
 
The ECG signals coming from a patient's body are continually monitored by a device based on WBSN. Continuous 
monitoring results in the production of an excessive amount of data, which, in turn, calls for a greater quantity of 
storage space, results in higher expenses associated with transmission, and raises the required amount of power 
consumption. In addition, in order for the Processing Subsystem of the WBSN device to be able to deal with this 
enormous volume of data, it needs additional processing time to be carried out, which results in an extraordinarily 
high level of power consumption. As a result, data compression methods are routinely applied in order to 
accomplish sparse encoding of this data. [9] Sparse encoding has the effect of lowering the needs for processing, 
which in turn leads to a reduction in the amount of power that is lost by the Processing subsystem. It is possible to 
reduce the amount of data being transferred by cutting down on the number of bits being sent (which are what make 
up the packets) [10]. This is due to the fact that the reconstructed signals are not exactly the same as the original 
signals. 

Nandha Kumar et al., 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

63601 
 

   
 
 

LITERATURE SURVEY 
Betzel et al. [11] highlighted the potential advantages of approximation computing for the reduction of 
communication by conducting a review of three possible strategies for approximate communication. These 
techniques were compression, relaxed synchronisation, and value prediction. A comparison of the methods is made 
using an assessment methodology that takes into consideration factors such as the reduction of communication costs, 
performance, energy reduction, applicability, overheads, and output deterioration. In conclusion, this essay offers a 
number of recommendations for further research on approximation communication methods. In their paper [12], 
Mahmud and colleagues presented a thorough assessment with connection to the processing and analysis of large 
data, of the procedures and techniques of data partitioning and sampling. The first thing that students do when they 
begin this course is get an overview of the most widely used big data frameworks that can be operated on Hadoop 
clusters. Following that, we will go through the fundamental approaches to data partitioning, which will include a 
discussion of the three most frequent horizontal partitioning schemes: range, hash, and random partitioning. 
Following that, we shall go to the subsequent part of this discussion. The topic of data partitioning on Hadoop 
clusters is also discussed, along with an overview of novel methodologies for the partitioning of large amounts of 
data, such as the recently developed Random Sample Partition (RSP) distributed model. In addition, the topic of data 
partitioning on Hadoop clusters is also discussed. In addition, the topic of data partitioning on Hadoop clusters is 
covered. 
 
Wei et al. [13] suggested a novel method of using static analysis for the purpose of performing security checks on 
Android applications, as well as a generic framework known as Amandroid. In an Android app component, 
Amandroid will do data flow and data dependency analysis on the component in addition to determining points-to 
information for every objects inside the component in a flow- and context-sensitive manner (which is configured by 
the user). Additionally, Amandroid monitors the activities of inter-component communication. In order to undertake 
intra-app or inter-app analysis, it is able to stitch together information at the component level and information at the 
app level. Stanley-Marbell et al. [14] made the observation that it could be useful to provide an overview of the 
research results on computer systems that only produce as many mistakes as their end-to-end applications can 
tolerate. This action was taken as a direct reaction to a suggestion made by the previously stated organisation. [There 
must be other citations for this] The results include a broad spectrum of academic disciplines, such as information 
theory, computer-aided circuit design, digital system design, computer architecture, programming languages, and 
operating systems, to mention just a few of them. Instead of over-provisioning the resources that are controlled by 
each of these layers of abstraction to prevent errors, it is more efficient to take advantage of the masking of errors 
that are occurring at one layer in order to stop those errors from propagating to a higher layer. This is because errors 
that occur at one layer can be masked by errors that occur at higher layers. This is due to the fact that faults that take 
place at one layer might be concealed by errors that take place at a higher layer. This is because errors that occur at 
one layer can be masked by errors that occur at higher layers. This is achieved by eliminating the possibility of 
mistakes arising at a more fundamental level in the first place. 
 
An edge-computing-based lightweight blockchain framework (ECLB) was suggested for mobile devices by Liu et al. 
[15]. In order to achieve greater performance, this work presents a unique set of ledger structures and implements a 
transaction consensus procedure. In addition, taking into consideration the permissioned blockchain environment, 
we make explicit use of various cryptographic approaches in order to create a pluggable transaction regulation 
module. In conclusion, the results of our security analysis and performance evaluation demonstrate that ECLB is 
capable of maintaining the same level of security as blockchains similar to Bitcoin while achieving superior 
performance in terms of the cost of ledger storage in mobile devices, the cost of computing blocks, the throughput of 
transactions, the confirmation latency of transactions, and the transaction regulation cost. 
 
zhou, et al. [16] created a Java annotation-based offloading framework for android mobile devices and gave it the 
name MCAF. This framework was created with the intention of easing the process of developing android apps that 
have the potential to offload their processing to a remote server. The only thing that the developers need to do is 
import the SDK library of our MCAF, and then they need to annotate the methods that need a lot of calculation. 
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MCAF has the capability to automatically build the code that will be executed in the cloud as well as extract the 
annotated source code. In addition, the programmes that make the judgements about offloading are automatically 
integrated into the code that was originally written. Additionally, they carried out the actual trials in order to 
demonstrate that our MCAF is applicable. The Wireless Body Sensor Nodes was a concept that was suggested by 
Gosh et al. [17]. (WBSN). These wireless body sensor networks (WBSNs) initially comprise of bio-sensors that collect 
signals from a patient's body and wireless transmitters that transfer the acquired data to a server that is located in 
either a private or public cloud. The collected data may then be analysed. These WBSNs are equipped with the 
appropriate hardware to process signals before sending them to the cloud in order to be stored there. In energy-
constrained WBSNs, the simultaneous occurrence of all of these actions results in a large level of power 
consumption, which, in turn, shortens the operational lifetime of these networks. The vast majority of these data that 
are being sent to the servers are, by their very nature, duplicated; as a consequence, the therapeutic value that they 
have is negligible. This is because error-resilience is an inherent property of signal processing algorithms. In 
conclusion, the findings of the experiments reveal a 96% increase in system-level energy efficiency with just a 2% 
reduction in the effect on signal quality. 
 
Liu, et al. [18] suggested An examination of approximation computing from both its past and its potential future. The 
size of a transistor has been greatly reduced from the beginning in line with Dennard's scaling, and the supply 
voltage has been decreased during the course of the years. As a direct consequence of this development, electronic 
circuits can now function at higher frequencies while nearly preserving the same amount of power dissipation. Not 
only does an increase in power consumption occur when the feature size of complementary metal-oxide-
semiconductor (CMOS) technology is reduced to 7 nanometers, but an improvement in reliability also occurs at this 
point. This is due to the fact that it is more difficult to regulate and steer clear of parameter changes and flaws at 
advanced nanoscales. It was thought that a reverse carry propagate adder should be used, as stated by Pashaeifar et 
al. [19]. (RCPA). Even if there is variations in the latency, the overall system will be more stable if you use this sort of 
carry propagation at the beginning of the process. We describe three distinct implementations of the reverse carry 
propagate full-adder (RCPFA) cell; each of these implementations differs from the others in terms of the amount of 
delay, power, and energy it consumes, as well as the accuracy it provides. It is possible to produce hybrid adders 
with varied degrees of accuracy by combining the structure that has been described with an accurate carry adder that 
works in reverse. Using a variety of different permutations of these structures allowed for the generation of these 
adders. The discrete cosine transforms (DCT) block of the JPEG compression and the finite-impulse response (FIR) 
filter applications are analysed in order to determine whether or not the recommended RCPAs are successful. This is 
the last but not the least of the topics covered. 
 
Marchisio et al. [20] presented their idea of using deep learning for edge computing. In the beginning, as DNNs 
increase in complexity, the linked issue of their high energy consumption becomes a difficult one to deal with. This 
task is made much more difficult by edge computing, in which the computing devices have restricted access to 
resources and must function within a limited energy budget. As a direct result of this, it is necessary to carry out 
specific optimizations for deep learning on both the software and the hardware levels. In this work, we undertake a 
complete analysis of the current trends of such optimizations, and we address key outstanding research concerns 
both in the medium term and in the long term. 
 
Proposed Method 
Because full adders are the fundamental components of any integrated circuit, their design and development must 
be approached with extreme caution in order to get optimal results. Conventional CMOS full adders have much 
greater power, delay, and energy consumption figures than their digital counterparts. As a result, the alternative 
technologies of FinFET and GnrFET are the technologies that may give reduced resource utilisation in lieu of the 
fundamental CMOS technology. In this part, an in-depth discussion of the creation of a full adder via the use of 
FinFET and GnrFET technology, together with 10T modelling, is presented. The MLFA is shown in the block 
diagram seen in figure 1. It demonstrates the operation of adding one bit by making use of a number of different 
components, such as XOR gates, NOT gates, and a Multiplexer 2 to 1 (MUX21), in that order.The functions of the 
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MLFA are mostly focused on the switching operations for MUX21. Because of its performance, which is characterised 
by the rapid triggering of data in comparison to that of other building blocks, the computational complexity of the 
MUX21 is very low in this instance. In addition to that, the logic of FA is satisfied by this activating procedure. In this 
setup, each individual component is crafted by the use of the FinFET and GnrFET technologies, in that order. In 
addition, both the process of sum generation and the process of carry out generation are shown in Table 1. The fact 
that the lines in Figures 1 as well as Table 1 all have different colours indicates that they represent the same 
procedure.  
 
In the beginning, inputs A and B are placed into the XOR gate, which ultimately produces the half adder sum output. 
This is the outcome of the first step. The output of this generation is sent as the data input to the MUX21 once it has 
been processed (input 0). Additionally, the XOR gate is used on the NOT gate, which leads in the output being 
referred to as XNOR. This is because of the way in which the XOR gate is utilised on the NOT gate. In addition to 
this, the result of the XNOR operation is fed into the MUX21 as the data input (input 1), and the MUX21 utilises C in 
as its selection input in the appropriate manner. In addition, depending on the value of C in, MUX21 will choose the 
data inputs using either the XOR or XNOR outputs. This is shown by the equations (2) and (3) that are presented 
below, in that order. The total adder sum, which is represented by the symbol S, is found in equation (1), which can 
be found below. 
S = A ⊕ B ⊕  C      (1) 
C = 0 → S = A ⊕ B ⊕  0 → A⊕ B    (2) 
C = 1 → S = A ⊕ B ⊕  1 → A⨀B   (3) 
In a similar fashion, the result of the XNOR operation is fed into the second MUX21 as the selection input, with C in 
serving as "data input 0" and B being the "data input 1." This, in turn, produces the carry out (C out).In addition, 
Equation 4 demonstrates the fundamental process of MLFA carry out, and it is altered in accordance with the XOR-
XNOR logic for implementations that are based on multiplexers. 
 
C = + ( ⊕ ) = ( ⊕ ) + (A ⨀ B)    (4) 
Additionally, equations (5) and (6) illustrate the method of carry out generation in the following manner: 
A⨀B  = 0 → C = C         (5) 
A⨀B  = 1 → C = B        (6) 
The varied colours in Figure 2 and Table 1, respectively, reflect how these equations are used in practise. This can be 
seen in both of these figures. 
 
Figure 2 illustrates the FinFET modelling of the proposed MLFA that has been developed. The proposed MLFA is 
constructed from 5 numbers of FinFET PMOS transistors and 5 numbers of FinFET NMOS transistors, each in their 
own separate 5 number configuration. Due to the fact that the NMOS and PMOS transistors used in this particular 
implementation are carbon copies of one another, it is essential to include an equilibrium state into the MLFA. This is 
done in order to ensure that the unbiased electron-hole pair is both regulated and synchronised. In addition to this, 
the condition of balance also helps to maintain the appropriate level of power consumption while simultaneously 
improving energy efficiency. The combination of P1 and N1 FinFET transistors performs the function of an inverter, 
and it gives the value B minus as the output for any value of B that is input. Therefore, the combination of P2 and N2 
FinFET transistors functions as an XOR gate, taking the values B and A as its inputs and producing the values A and 
B as its outputs. 
 
In addition, as an inverter, the combination of P3 and N3 FinFET transistors causes them to produce the XNOR result 
AB in response to the XOR input AB. AB is the output of the XNOR operation. This is because the result of 
performing the XOR operation on AB is AB. In addition, the functionality of a MUX21 is accomplished by combining 
P4 and N4 FinFET transistors in a single device. The letter C in represents the selection input, data input-0 represents 
AB, data input-1 also represents AB, and the letter S represents the sum output. This specific arrangement of 
transistors is referred to as a MUX21 and has been given that name. The MUX21 that is generated by the combination 
of P5 and N5 FinFET transistors operates in the following manner: A and B are used as the selection input, data 
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input-0 is used as C in, data input-1 is used as B, and the carry output is created as C out, respectively. This brings us 
to our final point, which is that the combination of these transistors creates a carry output. The implementation of a 
MLFA using GnrFETs makes use of the same transistor level circuit as before, and the operation remains the same. 
 
RESULTS AND DISCUSSIONS 
 
For the creation of each and every MLFA design, The Xilinx ISE software was the one that was used. This piece of 
software has the capacity to generate two separate kinds of outputs, namely simulation and synthesis. These outputs 
are both possible. The results of the simulation make it possible to conduct an in-depth analysis of the MLFA 
architecture with relation to the many permutations of input and output byte levels. A simple decoding technique 
may be approximated by applying a large number of different combinations of inputs and watching a wide variety 
of outputs while doing a simulation study of accurate encoding. As a consequence of the conclusions of the 
synthesis, the use of space in proportion to the number of transistors will be carried out. In addition, a time summary 
will be obtained with reference to the various route delays, and a power summary will be prepared making use of 
the static and dynamic power consumption. Both of these summaries will be gathered. Both of these summaries will 
be done.The results of the simulation of the existingMLFA are shown in Figure 3. Here, the outputs are wrong. 
Further, the results of the simulation of the proposed MLFA are shown in Figure 4. 
 
Table 2 presents a comparison and contrast of the results of performance assessments conducted on a number of 
different MLFA controllers. In this instance, the proposed MLFA resulted in superior (reduced) performance in 
terms of transistors, time-delay, and power consumption when compared to conventional approaches such EFA [9], 
16T-FA [17], 12T -FA [16], and 11T-FA [13]. This was the case because the MLFA used fewer transistors than the 
conventional approaches. This was the case because the MLFA was able to reduce the time-delay without sacrificing 
the number oftransistors. 
 
CONCLUSION 
 
This academic article focuses mostly on the design and manufacturing of a MLFA as well as a 4-bit RCA by making 
use of FinFET and GnrFET technologies. This is the primary topic of the study. It is engaged between the XOR results 
and the XNOR outcomes so that the entire output is created. In addition, a second multiplexer enabled the data 
inputs and produced the carry output, both of which contributed to the successful reduction of the route delays. The 
suggested MLFA is constructed on the basis of the logic used by the multiplexer selection, and as a result, it is 
activated between those two possibilities in order to provide the sum output. In addition to this, the technique that 
was proposed was able to reduce the amount of power that was used by activities that were quickly activated. These 
libraries were used to create the final product. The results of the simulation make it possible to reach the conclusion 
that the design that was supplied is an excellent choice for a broad variety of addition-based applications. This 
conclusion can be reached because the findings of the simulation enable it. In addition to this, this strategy is 
extensible, meaning that it is used to build the complete subtractor, the subtractor, and the multiplication operations 
in the order given. 
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Table 1: Entire Adder Operating Table Proposed. 

 
 
Table 2. Comparison Table 

METHOD Transistor count Average power  Max power  Delay 
EFA [9] 16 15.2uw 1.11mw 20.05ns 

16T-FA [17] 15 13.8uw 1.17mw 60.16ns 
12T -FA [16] 12 5.477uw 0.963mw 20.21ns 
11T-FA [13] 11 4.90uw 0.510mw 40.28ns 

proposed MLFA 10 2.90uw 0.421mw 12.34ns 
 

  

Figure 1: Proposed MLFA block diagram. Figure 2: FinFET simulation of the suggested MLFA. 

  
Figure 3. Simulation output of existing Figure 4. Simulation output of proposed MLFA 
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Authenticity of the information has become the prominent issue which is affecting the society along with 
the media organizations. Widespread influence has a significant impact on the rapid spread of news on 
social media, simplifying information that is false, inaccurate, or distorted. The public sphere and 
possible integrity have been disrupted by the current propagation of fake news. are examined in this 
paper. This paper also discusses the connection between the problem of fake news and the main activities 
in India during second Covid-19 wave. Indian authorities and mishandling of entire Covid-19 second 
wave were criticized by international newspapers and nations. This paper also looks for the Indian 
authorities, who used a lot of propaganda to try to control the people. Any information aims to unite 
people on a common ground that makes up the public sphere. Throughout the entire Covid-19 second 
wave in India, from April 2021 to June 2021, where Indian government must be held liable, concerns 
have been raised. 
 
Keywords: Mishandling, misinformation, Covid-19, Social media, second wave. 
  
 
INTRODUCTION 
 
People can quickly share information through the internet and amount of shared information is identified as fake.It 
has made it extremely difficult to create and fabricate accurate news. Because of the abundance of information 
available through digital media, people can easily access news from a variety of sources. When multiple media 
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outlets are reporting the same story, however, discerning the real from the fake becomes more difficult. It becomes 
simpler and more volatile (Sundaram, Nundy& Mallick, 2020). From various platforms,circulation of fake content 
quickly as well as easily, suggesting that people are susceptible fake news, low reliability and content that is biased. 
The fact that people are affected by fake news and global sites is the primary cause of concern.People share 
incomplete or partially misleading information as a result. During the Covid-19 outbreak, all of this false information 
had a negative impact and led to the improper use of drugs and treatments for these diseases. People asked a lot of 
questions about the disease's origin, treatment, home remedies, prevention, and transmission by pets and fly to stay 
up to date. The bogus reports during the Pandemic were spreading quickly in the beginning phases. Authorities 
coined the term "Infodemic" to describe the widespread dissemination of false information.  
 
In India, during the second wave of the Coronavirus, numerous lives have been lost, according to BBC news. The 
country was experiencing an increase in the number of Corona cases. People scrambled for hospital beds, oxygen 
cylinders, and crucial medications because the nation's health infrastructure was unable to handle the 
situation(Pathak, Salemi,Sobers, and et.al., 2020).Despite numerous warnings and recommendations from medical 
professionals, the Indian government didn’t adequately formulate for second wave. During second wave, the failures 
and risks were not effectively communicated to the public by any segment of the public health communication. 
Instead, the government focused on well-known "babas" who held unscientific beliefs and ignored doctors. (Jafri, 
2020). 
 
Fake news propagation during the second covid-19 wave 
The World Health Organization said that it's important to figure out how fake information gets out of control. In 
various domains, there were a lot of false information and myths. The followings are some of the most prevalent 
myths and false information (Reddy, Suryakumari,Yadav, and et.al. 2020): 
 Chloroquine and hydroxychloroquine are used to treat malaria, but they can be combined with Covid-19 

medications. 
 Coronavirus is additionally started by microscopic organisms. 
 Covid-19 can be prevented by sun exposure or drinking alcohol. 
 Flies are another vector that can spread Covid-19.  
 The effect of 5G networks on how the corona is spread out 
 
According to Erku's (2020) discussion, a pandemic has three parallel tendencies: - False prescriptions, fake drugs, 
and false news. His research shows that fake news depends on its problem and vice versa during the Covid-19 event. 
This is due to a correlation between the capacity to identify fake news and news consumption online. Volumes vary 
across all platforms for social media online (Erku, Belachew, Abrhaand et.al, 2020).  
 
Our health infrastructure and lack of medical preparations were highlighted by the sudden rise in Covid cases. As a 
result, assistance for the intensive care unit, oxygen cylinders, medications, and vaccines were smuggled over via 
social media. At first, political leaders also spread false information about vaccination. In a video that was published 
by The Economic Times, the leader of the Uttar Pradesh Samajwadi Party, Ashutosh Sinha, made the incorrect 
statement that vaccination might make one infertile. In a similar vein, a claim was made in India Today that Muslims 
should avoid vaccinations because they contain pork. Furthermore, an unfounded  claim suggested that the vaccine 
contained a microchip, purportedly a means for government surveillance. As a result, all of these claims were untrue 
and eventually proved false. In addition, Uttar Pradesh's former chief minister Akhilesh Yadav uploaded a video 
that included caption, "Do we laugh or cry over this?”. A group of men in that video covered themselves with cow 
urine cow dung. They believe it will eradicate the Covid-19 disease and prevent it. (Ramesh, 2021).  
 
Infodemic contribution in misinformation  
An information epidemic, also known as an infodemic, has emerged as a result of the proliferation of social media 
and mobile phones with Internet access across the globe as well as the exponential production of information (Here’s 
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How social media Can Combat the Coronavirus “Infodemic,” n.d.).Breaking this dangerous cycle is essential: 
Misinformation spreads at the same rate as new routes for content production and distribution. As a result, the same 
infodemic propagates and accelerates false information. How accurate is this information? Just a few. Infodemic 
makes the pandemic worst: -  
 

 Makes it difficult for individuals, decision-makers, and health professionals to locate reliable guidance and 
sources when they need them. Apps, scientific organizations, websites, blogs, "influencers," and other 
sources may be used as sources. 

 People may experience feelings of anxiety, depression, overwhelm, emotional exhaustion, and inability to 
meet important obligations. 

 When immediate responses are anticipated and not enough time is allotted to thoroughly analyze the 
evidence, it can affect decision-making processes. 

 There is a lack of quality control over what is published and, occasionally, used to take action and make 
decisions. 

 Anything can be written or published online, including podcasts, articles, and so on. primarily through 
social media channels (individual and corporate accounts). 

 
EPI-WIN held a two-day global online consultation on managing COVID-19 participants in early April. In addition, 
over 500 ideas were submitted in an interactive online forum.By developing global resources for fact-checking and 
misinformation management, infodemic measurement and analysis, evidence synthesis, knowledge translation, risk 
communication, community engagement, and amplification of messages, the WHO is supporting the response to the 
infodemic.The World Health Organization (WHO) is also working with search, social, and digital companies like 
Facebook, Google, Tencent, Baidu, Twitter, TikTok, Weibo, and Pinterest to stop fake news and spread accurate 
information from reliable sources like the Centers for Disease Control and Prevention(Department of Evidence and 
Intelligence for Action in Health, N.D.). 
 
RESEARCH METHODOLOGY  
 
During the second wave of Corona, fake news items are gathered from fact-checking and news website websites. 
Qualitative research will be used in this study. This study uses content analysis as its method. The nature of social 
media, its sources, motivations, and themes of fake news were discovered through content analysis. Fake 
information is disseminated through the platforms of social media. During entire India's second Covid-19 wave, 
from April to July 2021, concerns were raised. In this study, the method of purposive sampling is used. A lot of the 
collected data and information can be squeezed out with the help of purposeful sampling. In addition to this, it 
makes it possible for the researchers to talk about their findings' main effects. It includes forty news articles, four 
WHO documents, and ten research papers. Twelve stories from Indian News's six websites: -The Times of India, 
Economic Times, NDTV, Indian Express, Hindustan Times and India Today. Six fact-checking websites published 
ten news articles: - News laundry, Scroll, The Quint, The Print, and Alt News in. The Deutsche Well, BBC, The 
Guardian , The New York Times , Time, The New Yorker , USA Today, Global Times, Reuters, Lancet, and The 
Washington Post are just eighteen of the international news articles. 
 
The number of people who receive, share, and post information on social media is the mass media's audience. By 
disseminating social, entertainment, and political information via social media social media sets agenda. Information 
purification allows agenda of the mass media to reach the audience. Through accidental exposure, Information that 
is shared online can be shared with more people. McCombs and Shaw carried out a meticulously organized study of 
the agenda-setting theory in 1972. The agenda-setting theory, according to Gokce (1993), is based on the strategy of 
using mass communication tools for presentation. It draws attention to subjects that matter to the audience and 
influence public opinion. According to McQuail (1994), "society will also consider them more important than other 
issues and subjects" for subjects and concerns that are marked as important by the media (Demirsoy&Karakoç, 2016). 
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India's epidemic of false Covid-19 information 
World Health Organization (WHO) has completely reversed course and now asserts that Corona patients do not 
require isolation, quarantine, social isolation, or even transmission from one patient to another. The World Health 
Organization (WHO) asserts that in the digital age, infodemics spread quickly by fostering uncertainty. It is based on 
mistrust, anxiety, stigma, and other forms of violent aggression that are evidence of the implementation of public 
health measures, which frequently result in the loss of many lives. 
 
The social media platform was full of conspiracy theories, unverified news, and fake news. That was making things 
unclear and making it harder to respond effectively to pandemic crises. The social media platform was full of 
conspiracy theories, unverified news, and fake news. That was making things unclear and making it harder to 
respond effectively to pandemic crises. Experts estimate that the actual number of corona cases maybe between five 
and ten times the official count. during the subsequent wave religious misinformation comes in second, with health-
related misinformation coming in third (Krishnan, 2021). 
 

The Times of India reports that the government requested that 100 URLs and posts be removed from popular social 
media platforms like Instagram, Facebook, Twitter and YouTube. those URLs and posts that were accused of 
spreading false information and inciting panic about the country's Covid-19 situation. The IT ministry was advised 
by the home ministry that certain users Inappropriately use social media platforms  (Doval, 2021). According to the 
Times of India, Twitter had already established that it had removed four dozen tweets that appear to criticized how 
the central government dealt with the corona pandemic. Mallick, The Quint's assistant editor in 2021, stated that he 
revealed that the Telegram,messaging app was major hothouse for fake news and that he had joined several anti-
vaxxer groups on social media platforms. Unlike other social media platforms, there is no limit on the number of 
people who can connect to a group or channel. In addition, there is no evidence that the message has been multiple 
times forwarded. As a result, passing off the news was simple. 

 
In India, the WHO issued a medical product alert for counterfeit Covishield vaccine. The Indian legitimate 
manufacturer of the Covidshield was also confirmed by the Serum Institute of India (SII). World Health 
Organization (WHO) requested that supply chains in regions and nations that are likely to be affected by fake 
vaccine products be monitored more closely.Covishield, a product developed by Oxford University and 
AstraZeneca.Covaxin, product that was developed Bharat Biotech, an Indian startup.According to the USA Today 
there is no correlation between these two vaccines. There is no connection between these two vaccines. India placed 
an overall order for approximately 167 million doses, and Only 34 million people got the two doses, according to 
government data. It represented slightly more than 2% of India's 1.3 billion inhabitants (Sadeghi, 2021). 
 
The Middle gave rules to assist individuals with distinguishing between phony and credible antibodies against the 
crown (Beam, 2021). West Bengal and Maharashtra are two of the states where the bogus vaccination was 
administered. On the antibiotic injection that is used to treat bacterial vaccines, the con artists applied fictitious labels 
for Covishield or Covaxine. The thought process behind counterfeit antibodies is to bring in cash through unlawful 
strategies other than hurting individuals (Choudhary and et. al., 2021). 
 
Mass gathering during second wave of COVID-19 
Tirath Singh Rawat, the Boss Priest of Uttrakhand, said concerning the Kumbh Mela in its crowd that stream 
contains the gifts of Maa Ganga. when Covid was at its peak. There shouldn't be a corona (Bhatia, 2021). Faith should 
be respected, but faith is for humans and not vice versa, the unabashed Hindu nationalist CM tweeted prior to the 
Kumbh Mela. Further added, we should put our faith aside to save humanity during this pandemic and contribute to 
the nation's fight against the coronavirus. India's ruling Bhartiya Janta Party had never made a statement before that 
defied logic for the crowd. From April 9 to May 8, Uttarakhand's Haridwar hosted the Kumbh Mela. On April 12, 
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roughly, At Kumbh, three million individuals swam in the Ganges; however,number of corona cases surpassed all 
previous records. In Haridwar, approximately 2000 people tested positive.  
 
As indicated by The Indian Express, in the midst of overall worry about the crown and public worry over the mass 
get-together during the Kumbh Mela. Mela should be "Symbolic," according to PM Modi because it will strengthen 
the nation's fight against the coronavirus pandemic. I pleaded that "shahi snan" would occur and that the Kumbh 
would now serve as a symbol, Prime Minister Modi wrote in a tweet. The country's pandemic almost did not affect 
CM Rawat's front. No one will be halted for the sake of Covid as we are certain the confidence in God will defeat the 
anxiety toward the infection, CM Rawat stated, as reported by Hindustan Times. No one will be halted for the sake 
of Covid as we are certain the confidence in God will defeat the anxiety toward the infection. CM Rawat issued a 
statement in which he insisted that the risk and danger of the Tablighi Jamaat event at Nizamuddin Markaz in Delhi 
outweighed those of the Maha Kumbh Mela, despite the obvious fact that the Kumbh Mela was clearly increasing the 
number of cases in Uttarakhand (The Wire).  
 
After the Kumbh Mela, a lot of people criticized the government for letting the festival go on while the entire country 
was fighting a pandemic. The holy river was used by 900000 people, according to officials. Hindus have faith that 
bathing in the Ganga River will cleanse them of their sins and bring them back to God. Police officers at the Kumbh 
Mela have stated that it is difficult for them to impose standards on masses. BBC News reports that on a single day, 
more than 20,000 samples were collected in that region. 2812 active cases were counted by Haridwar at Kumbh. 
Some devotees tested positive, some chose to remain alone, and some moved to the city of Haridwar's hospital. Each 
day, it recorded over a thousand new cases. 14 Hindu groups were found to be positive, and the former Chief 
Minister of Uttar Pradesh was also found to be positive after visiting the Kumbh Mela. The current Uttar Pradesh 
chief minister was also positive.  
 
Corona cases increased, and political parties turned their focus on election-related activities like voting and attending 
rallies in some states. The BJP, India's ruling party, denied that mass gatherings during the Kumbh Mela and election 
rallies were linked to an increase in cases.BJP pioneer BBC News was informed by Dr. Vijay Chaythaiwale that the 
high cases have nothing to do with political and religious gatherings.In a few states, including West Bengal, Assam, 
Tamil Nadu, and Kerala, political parties in India began their election series campaigning.The virus could easily be 
passed from one person to another People who attended election rallies in a crowded location where they were in 
proximity to other people for an extended period of time and were not properly communally isolated may have 
spread the virus.(Goodman, 2021). 
 
In the states where West Bengal's elections were headed, Modi and ministers from his party were doing a lot of 
campaigning. Akhilesh Jha, deputy director of the Federal Department of Science and Technology, says, as people 
head to the funerals, you have rallied. Additionally, he asserts People will hold you responsible if you continue to 
hold rallies.The government spokesperson did not respond to any of the questions regarding the criticism of the 
government. According to Piyush Goyal, minister of railways, commerce, and industry, Prime Minister Modi works 
long hours every day to deal with the country's crises. Congress, the national opposition party, organized election 
rallies in West Bengal during the elections. Before the elections, the BJP insisted that candidates exercise their right 
under the constitution to campaign for at least 14 days. Nirupama Menon Rao, a former foreign secretary, asks, what 
number of passings does it take until he realizes that an excessive number of individuals have passed on? (Das and 
Ahmed, 2021). 
 
Political parties started breaking the rules of the Corona campaign gatherings for assembly elections without the 
election commission's intervention. The Madras High Court said that constitutional bodies could face murder 
charges because they were "the only institutions responsible for the situation that we are in right now." The election 
commission was also criticized by the Calcutta High Court for failing to ensure that political parties would adhere to 
the Covid protocols following the surge of the second corona. In accordance with Corona protocol, rallies and 
campaigns were attended by a large number of people. Numerous large rallies were staged by PM Modi and Union 
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Home Minister Amit Shah, drawing criticism from all over the country. However, West Bengal Chief Minister 
Mamta Banerjee attributed the state's second Corona outbreak and rise in cases to BJP rallies.Mamta Banerjee, on the 
other hand, was just as guilty of the high-profile rallies and campaigning that were a serious violation of the Corona 
Protocol. 
 
The government views the second wave 
During the second corona wave, India experienced a rise and fall in corona cases before experiencing a sudden 
increase. By the middle of April, there were already 1.93 million active corona cases in India. In contrast, the corona 
cases were treated with flippancy and indifference by government officials. During the pandemic, leaders of the 
nation's ruling party, the Bhartiya Janta Party, made extremely insensitive remarks We are in the final stages of the 
India coronavirus pandemic, and in order to win at this point, we really want to go through the following three 
stages: Keep politics out of the COVID-19 vaccination campaign and put your faith in the science behind it: Trust the 
science behind COVID-19 vaccines, keep politics  
 
The various regions of the nation were in acute need of oxygen supply during the second wave of the corona. 
However, According to Union Minister Piyush Goyal, the demand for oxygen cylinders is not controlled by state 
governments. Medical oxygen demand should be controlled by state governments, Piyush Goyal stated to ANI. 
Management on the demand side is just as important as supply-side management. State governments are responsible 
for preventing the spread of Covid-19, and they ought to fulfill this responsibility The statement continued, the 
country's healthcare system will face a significant challenge if cases continue to rise indefinitely. We support state 
governments, However, in order to prevent the COVID-19  virus from spreading, they must control demand and 
take action. On social media, individuals voiced their disapproval of each of these comments. On Twitter, the 
trending hashtag #toomuchoxygen started. 
 
PM Narendra Modi said, never witnessed a crowd as large. a huge crowd to thousands of people at a rally while 
campaigning for the elections in West Bengal (NDTV). Despite the leader's lack of concern for Corona protocols 
portrayed this crowd as the worst-case scenario during the pandemic. I only see people everywhere, he continued. 
According to The Wire, he should have noticed that people didn't follow corona protocol or wear masks, and were 
very concerned about social distancing(Sen, 2021).  
 
Condemnation of the Indian Council 
Reuters says that the government set up a forum of scientists to warn Indian authorities that the new virus variant is 
more contagious at the beginning of March. In spite of the early advance notice, the public authority forced no 
significant limitations to visit the circulation of infection. On the other hand, approximately Ten thousand farmers 
remained in New Delhi to camp out in opposition to Modi's changes to agriculture policy. The populous nation was 
experiencing difficulties due to the second corona wave (Ghoshal, 2021). Numerous Indians were disheartened by 
PM Modi over his terrifying reactions to the Covid flood by tending to in excess of 10,000 individuals at political 
revitalizes and allowing Hindu adherents to go to the celebration. Some hashtags, like #ResignModi and 
#SuperspreaderModi, gained popularity and became popular on Twitter. There were heaps of dead bodies that were 
heaped in the morgues and crematories, need for medical clinic beds and blood, oxygen chambers, and crown tests 
overwhelmed online entertainment. On the talk show "Mann ki Baat," PM Modi spoke to the nation about his 
immense popularity and dedication, focusing on the "Mask Zaroori." However, in contrast, the PM spoke to 
thousands of people at the rally, maintaining the social distance and uttering the phrase "Amazing atmosphere" 
without mentioning corona-safe behaviors (Narendra Modi, 2021). 
 
Criticism from authorities of foreign media 
The Second Wave of Coronavirus is spreading throughout India, according to the New York Times, and there is a 
shortage of oxygen and supplements that can save lives. While the government of India directed to remove a dozen 
posts that criticized the government's handling of the pandemic on social media, that order primarily targeted 
opposition-related posts calling for Modi's resignation. India's public health problems became the political agenda. 
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Pictures of people desperately seeking hospital beds and oxygen and requesting assistance from the government 
went viral on the internet, which horrified people all over the world. The ruling party in India became aggressive, 
arresting a number of journalists and activists, and putting pressure on media organizations to change their stance. 
In troubled areas, they also block mobile internet access. As a result, they began spreading propaganda against China 
and blocked advertisements owned by Chinese organizations. Twitter blocked approx. 500 accounts after 
government suspects them, and government also threatened to arrest their employees. 
 
Prof. Sumit Ganguly writes in a Washington Post column that the Modi government is alert but has made irrational 
decisions, because of this the second floor of the crown squashed the country. This clearly conveys the following: 
Policy objectives, political dramaturgy, and electoral prospects are more important than the population's well-being 
(Times of India, 2021). PM Narendra Modi was criticized by the well-known medical journal The Lancet for saying 
that removing tweets of criticism rather than attempting to contain the pandemic. Additionally, their lack of Covid- 
19 mitigation measures was noted as noticeable in the editorial. The Lancet additionally requested that the public 
authority broadcast exact data quickly. Mr. Modi's ruling Bharatiya Janata Party and other parties have continued to 
hold massive rallies where thousands of people have been unmasked, even as the number of cases has increased, in 
their article, the New York Times mentioned. The government has also allowed a massive Hindu festival to attract 
millions of pilgrims, despite signs that it has accelerated the spread of the virus (Schmall, 2021 
 
According to BBC reports, India's healthcare system is buckling as a record number of Covid-19 cases put pressure 
on hospital beds and drain oxygen supplies. Some patients are left untreated for hours, leaving families pleading for 
their critically ill relatives. The sycophantic cabinet ministers who praised Modi for successfully dealing with Covid-
19 in India despite testing slowing down and allowing people to become more complacent about the virus bear 
responsibility. The strongman regime has ignored all warnings (Ayyub, 2021). This was also stated in an article that 
was published in Times magazine. Global Time in China also said that India had let its guard down. Now According 
to Oxford Economics, the upward trend will continue for a few weeks, if not months, when tens of thousands of 
people return to a poor and densely populated nation like India (Sheng, 2021). Further, they added, when thousands 
of people return to a poor and densely populated nation like India, the upward trend will continue for several 
weeks, if not months. By allowing state elections, political rallies, and religious festivals to take place and declaring 
victory over the pandemic, the Prime Minister is also accused of ignoring the warning signs of the second wave, 
disregarding the advice of scientists, and encouraging a culture of complacency at the highest levels of government. 
 
CONCLUSION  
 
Majority of the world was affected by the corona's second wave. India's situation was grim. The second wave of the 
virus spread at a much quicker and at a rate that is more complicated than the first wave. During the subsequent 
wave, Indians knew nothing about crown conventions like veiling, keeping proper social separation, staying away 
from huge get-togethers, etc. This study aims to spread false information during the second corona wave. It is 
concluded that a lot of false information and news was spread during the second corona wave. On social media 
platforms like Facebook, Whatsapp, and YouTube, messages, images, and videos were used to spread a lot of false 
information.  India was marked by a variety of political content and false information regarding cases, deaths, 
treatment options, and prevention strategies. The lack of medical oxygen, hospital beds, vaccines, and antiviral 
medications strained the Indian health sector. In the absence of facilities or ambulances, individuals were dying in 
homes and the parking lots of hospitals. They refused to stop large crowds. Thousands of the coronavirus was found 
in these pilgrims. The Indian government and its actions were criticized by numerous international media outlets. It 
is concluded that there was insufficient flexibility and planning. In numerous urban areas in India, the well-being 
framework fell the government rushed to prepare for the sudden announcement of oxygen plants and other health 
facilities during the second crisis wave. 
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A simple, accurate, precise method was developed for the estimation of the Teriflunomide in a tablet 
dosage form and optimized separation was achieved on a Inertsil  C8 column (250 mm×4.6 mm; 5 μm) 
using mobile phase composition of buffer pH 6.0 and acetonitrile in the ratio of 45:55 (v/v), at a flow rate 
of 1.5 mL/min in isocratic elution. UV detection was carried out at a wavelength of 250 nm. The 
temperature was maintained at Ambient. Well-resolved peak were observed with high numbers of 
theoretical plates, lower tailing factor and reproducible relative retention time. The method was 
validated and all the validation parameters were found to be within the acceptance limits. 
 
Keywords: Teriflunomide, Phenyl isoxazole, 4-(trifluoromethyl) aniline, RP-HPLC method development, 
Validation. 
  
 
INTRODUCTION 
 
Teriflunomide (trade name Aubagio, marketed by Sanofi) is an Immunosuppressive Agent. Teriflunomide was 
investigated as a medication for multiple sclerosis (MS) and act by inhibiting pyrimidinede novo synthesis by 
blocking the enzyme dihydroorotate dehydrogenasee [1,3,4,5].  
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A literature search confirms that there is no method reported for the simultaneous estimation of Teriflunomide 
quantitatively in pharmaceutical dosage forms of Tablets. Hence the present work aimed to develop a simple 
stability indicating RP-HPLC method for the separation and quantification of Teriflunomide. Considering the BCS 
classification, solubility, and the influence of gastrointestinal pH on solubility of drug substances, in vitro dissolution 
studies of formulations containing both drugs are very important to check the release and solubilization of the active 
drug substance from the drug product and to predict the in vivo performance of different formulations. The main 
aim of this method was to determine and validate the Teriflunomide based on International Conference on 
Harmonization guidelines [2]. This method was made use of a reproducible procedure for the quantitative analysis of 
drug samples in tablet dosage forms. The designed method was considered as an advisable to develop precise, 
accurate, simple RP-HPLC method. 
 
MATERIAL AND METHODS 
 
Chemicals, reagents and instruments 
Teriflunomide, Ortho phosphoric acid (H3PO4), potassium dihydrogen phosphate (KH2PO4), Potassium hydroxide 
(KOH), Acetonitrile and Milli-Q water. Inertsil  C8 250 x 4.6mm, 5m column, HPLC instrument equipped with UV-
VIS spectrophotometer. 
 
Mobile phase and solutions preparation 
Preparation of buffer 
Pipette 0.5 mL of Orthophosphoric acid in 500 mL of water, adjusted pH of the solution is 6.0 with diluted potassium 
hydroxide solution. 
 
Preparation of Mobile phase: 
Mix 45 mL of buffer, 55 mL of acetonitrile and sonicate to degas. 
 
Preparation of Dissolution media 
Weigh and dissolve 6.8 g of potassium dihydrogen phosphate in 1000 mL of water, add 0.8 g of sodium hydroxide 
pellets, adjust the pH of the solution to 6.8 with diluted sodium hydroxide solution. 
 
Standard Preparation 
Accurately Weighed and transferred 18mg of Teriflunamide standard into a 50 ml clean dry volumetric flask, add 
acetonitrile to dissolve the material by sonication and make up to the final volume with acetonitrile. 
For 7 mg: Further pipette 1 mL stock solution into 50 mL of volumetric flask and diluent to volume with dissolution 
media. 
For 14 mg: Further pipette 2 mL stock solution into 50 mL of volumetric flask and diluent to volume with dissolution 
media. 
 
Sample Preparation 
Dissolution parameters, i.e., USP dissolution apparatus type II (paddle type), at 50 rpm and 1000 mL dissolution 
medium containing 0.05M phosphate buffer pH 6.8 were selected as per FDA guidelines [6] for in vitro dissolution. 
The medium was equilibrated at 37.0 ± 0.5 °C, and tablet samples were added to each dissolution bowl.  Sample 
collection as per the prescribed schedule at 30 min. At specified time intervals10 mL of sample was collected using a 
bent cannula from half way between the top of the medium and the top of the paddle, not less than 1 cm away from 
the wall of the bowl and each sample aliquot from bowl was filtered through a 0.45-μm nylon filter (Millipore). With 
the progress of International Conference on Harmonization (ICH) guidelines, the method has developed into more 
clearly and obligatory. Hence the necessity of separation of several components through the study of stability 
samples, HPLC has gained reputation in stability studies due to its specificity, sensitivity and high-resolution 
capacity. The work planned in this research was subjected towards the study of the chromatographic actions of the 
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samples of stress degradation of teriflunamide and its impurities in the tablet dosage formulation. The stability 
indicating study of present drug has not reported so far in the literature as per our knowledge and motivated us to 
develop an RP-HPLC- PDA stability indicating test where the degradation products were resolved from the integral 
drugs. 
 
Method development 
The standard drug solution containing 7.2 µg/mL concentrations of Teriflunomide was initially used for method 
development studies, the blank chromatogram in the Figure 1,placebo chromatogram in the Figure 2, standard 
chromatogram in Figure 3 and Sample chromatogram in Figure 4. 
 
Method validation  
The method was validated as per ICH guidelines. The different validation parameters which were performed 
asfollowing: linearity, precision, accuracy, specificity, limit of detection, limit of quantification and robustness. 
 
System suitability test 
System suitability was evaluated with freshly prepared standard solutions. Five replicate standard solution injections 
were performed and calculated the % RSD for retention time and peak area. Other parameters theoretical plates and 
tailing factor were measured. System suitability results were tabulated in table 1. % RSD values were within the limit 
2%. 
 
Specificity and Placebo Interference 
Specificity of the method is important to check interference of excipients and dissolution medium on the response of 
the drug substance. A composite solution of placebo was prepared from all excipients of tablets, i.e., except the active 
ingredient, in the same medium. This solution was analyzed using the same chromatographic conditions, and 
baseline was evaluated for peak response. Placebo interference was also ensured by spiking the reference solution 
with appropriate levels of excipients and evaluating for any interference or additional peak other than known peaks 
of Teriflunomide. No inference was observed from placebo at retention time of Teriflunomide. Placebo, standard and 
sample chromatograms in figure-5 to 7. 
 
Linearity 
Linearity parameter was evaluated with standard solutions by preparing six different concentrations. Linearity levels 
are 20%, 50%, 75%, 100%, 125%, 150% concentrations. All six linearity solutions were injected into the HPLC system 
and calculated the correlation coefficient values. Correlation coefficient was calculated for concentration versus peak 
area. Results were obtained in table 2 &3. Results were satisfactory, correlation coefficient values were above 0.99. 
 
Precision 
Precision was performed by injecting the six dissolution bowl solutions and all solutions were carried out as per the 
test procedure mentioned in the materials and method section. Method precision % of RSD results were calculated 
and tabulated in table 3. Precision results were found satisfactory and % RSD values were below 5 %.  
 
Acceptance Criteria 
The % RSD should not be more than 5%. 
 
Accuracy 
Accuracy of the method was determined on three concentration levels by recovery experiments. The recovery studies 
were carried out by different concentration of organic impurities added to the sample 20%, 50 %, 100 % and 150 % 
were evaluated. Accuracy recovery and % RSD were calculated and tabulated in table 4. % of recovery results were 
between 95 % to 105 % and % RSD values were below 5.0 %.  
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Limit of detection and limit of quantification 
Limit of detection (LOD) is the least concentration of analyte in a sample that can be identified but not quantified. 
Limit of quantification (LOQ) is defined as least concentration of analyte in a sample that can be estimated with 
tolerable precision, accuracy and reliability by a specified method under affirmed experimental conditions. 
Teriflunomide LOD & LOQ were found to be 0.6 µg/mL& 2.1 µg/mL respectively. 
 
Robustness 
Robustness of the method was performed with flow rate, mobile phase pH, temperature variations evaluated. 
System suitability was conducted to check the variation changes and results were found satisfactory. 
 
RESULTS AND DISCUSSIONS 
 
The current study describes new and simple, reliable, economic elution RP-HPLC method for the estimation of 
Teriflunomide in the tablet dosage form.  To our present knowledge, no such detailed method has been presented as 
of now for this drug. The developed method finished use of UV as a tool confirmation.  In vitro dissolution studies of 
pharmaceutical dosage form are very important and a vital criterion for the product quality control. In vitro 
dissolution is used to evaluate the release and solubilization of the active drug substance from the drug product and 
to predict correctly the delivery of the required drug substance to the patients. In this context, it is important to have 
an accurate and precise RP-HPLC analytical method to quantify the amount of drug substance in dissolution 
medium simultaneously. The proposed RP-HPLC analytical method was successfully validated according to the 
requirements of USP and ICH guidelines for validation of analytical procedure.  All the results of the complete 
agreement with the required limits and criteria. The validated method was successfully applied to determination of 
dissolution profiles of the tablet dosage form, using USP apparatus II. It is concluded that the method is accurate, 
precise, linear, and specific for the simultaneous determination of Teriflunomide and can be applied to routine 
quality control analysis of tablet dosage form in vitro dissolution studies. 
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Table 1(a): System suitability results for 7 mg strength 
Teriflunomide 
Injections Retention Time(min) Area USP Plate Count USP Tailing factor 

1 4.02 593584 8542 1.21 
2 4.03 593458 8558 1.22 
3 4.05 593845 8525 1.21 
4 4.02 593545 8534 1.23 
5 4.03 593615 8562 1.21 

Mean 4.03 593609 8544 1.21 
Std. Dev.  144.26   
% RSD  0.0   

 
Table 1 (b): System suitability results for 14 mg strength 
Teriflunomide 
Injections Retention Time(min) Area USP Plate Count USP Tailing factor 

1 4.10 1195142 7584 1.14 
2 4.12 1196458 7548 1.16 
3 4.10 1194258 7514 1.12 
4 4.11 1196158 7558 1.14 
5 4.10 1194251 7565 1.13 

Mean 4.11 1195253 7554 1.13 
Std. Dev.  1034.09   
% RSD  0.1   

 
Table 2: Linearity concentration table 

Linearity level 
Teriflunomide 

Concentration (μg/mL) Peak area 

20% 1.4432 116058 
50 % 3.6079 295456 
75 % 5.4119 438900 

100 % 7.2158 585252 
125 % 9.0198 735974 
150 % 10.8237 878475 

Correlation coefficient 0.999 
 
Table 3: Method precision results 

S. No 
%drug dissolved of Teriflunomide 
7 mg strength 14 mg strength 

1. 95 96 
2. 96 98 
3. 98 95 
4. 96 96 
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5. 97 97 
6. 96 98 

Mean 96 97 
S.D 1.03 1.21 

%RSD 1.1 1.2 
 
Table 4: Accuracy results 

Accuracy (%Recovery) 
S. No Recovery level Teriflunomide 

1. 20%-1 97.1 
2. 20%-2 97.5 
3. 20%-3 96.3 
4. 50%-1 98.0 
5. 50%-2 98.5 
6. 50%-3 98.1 
7 100%-1 98.9 
8 100%-2 98.4 
9 100%-3 98.2 
10 150%-1 101.5 
11 150%-2 100.1 
12 150%-3 99.2 

 

 
Figure 1: Blank chromatogram 

 
Figure 2: Placebo chromatogram 
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Figure 3: Standard chromatogram 

 
Figure 4: Sample chromatogram 

 
Figure 5: Placebo chromatogram 

 
Figure 6: Standard chromatogram 
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Figure 7: Sample chromatogram 

 
Figure 8: Linearity graph for Teriflunomide 
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This paper presents Intelligent Cruising and Road Quality Mapping which monitors the road conditions 
and detects the bumps and potholes in the road and alerts regarding the same. Over the decades of 
evolution, there are promising develop- ments across the world yet with its own significant demerits. 
One such arena is road transportation. Transportation to varsities, colleges, business parks, and other 
occupational grounds is majorly covered by terrain commutations. The standard of roads plays a 
significant role in shaping the journey of each citizen. Bad roads cause disruptions within the routine. 
Bumps and potholes within the roads cause wear and tear of the vehicle and discomfort to the 
passengers. Hence, it’s desirable to own a mechanism for detecting the condition of roads and to induce 
them repaired as soon as possible. An android application that involves Google Maps API, firebase as 
database and a Machine learning model that uses linear acceleration data to assess road quality, is 
developed that non-intrusively detects road conditions that are updated on a real-time basis and alerts 
drivers for future endeavors. Alerts are issued regarding potholes, speed breakers, and bumpy roads so 
as to boost passenger experience and absolve the proposed demerits. The dataset for the model is 
collected manually by driving through the roads of Chennai city. Upon training the single layer 
perceptron, a significant accuracy of 80.75% has been achieved.  
 
Index Terms—Road Quality Mapping, Intelligent Cruising, machine learning, neural networks, 
tensorflow.  
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INTRODUCTION 
 
With the development of technology in road transportation, there have been promising developments across the 
globe yet with its own significant demerits. Transportation to schools, colleges, business parks, and other 
occupational grounds is majorly covered by terrain commutations. The quality of roads often shape the journey of 
every individual. Bumps and potholes in the roads cause wear and tear of the vehicle and discomfort to the 
passengers. Although comfort in road navigation has been a prevalent topic of importance over the decade, it is, 
however, difficult to train an application that can detect the presence of hurdles such as potholes and speed breakers 
which often are impediments to commuting. Hence, it is desirable to have a mechanism for detecting the condition of 
roads and to get them repaired as soon as possible, thereby reducing government investment in the production of 
new roads and casualty relief funds.  As a result, working on monitoring road conditions has gained significant 
attention in recent times. Smartphones in the current day come with inbuilt sensors that range from gyroscope to her 
monitoring. Owing to the availability of low-cost sensors in smartphones and the rapid increase in the rate of 
smartphone users, it has never been more salient to develop one such monitoring application. In this project we have 
developed an android application that uses Google Maps API to map potholes, firebase as database and developed a 
machine learning model that uses linear acceleration data from sensors to assess road quality and non-intrusively 
detect road conditions that are updated on a real-time basis. Alerts are issued regarding potholes, speed breakers, 
and bumpy roads in order to enhance passenger experience and absolve the proposed demerits. Section II deals with 
related works on this forum highlight- ing the use of different technologies, Section III discusses the methodology 
proposed for the project we developed with its architecture, Section IV has the experimental observations and 
conclusions derived from processing the data set. 
 
RELATED WORKS 
Road Quality Mapping attempts to classify accelerometer data into categories such as pothole, speed breaker and 
normal road. Different systems have been designed that can identify different characteristics of given accelerometer 
data. Some of the existing works: 
 
Real Time Pothole Detection using Android Smartphones with Accelerometers 
Mednis et al, describe a mobile sensing system for road irregularity detection using Android OS based smartphones. 
Selected data processing algorithms are discussed and their evaluation presented with true positive rate as high as 
90% us- ing real world data. The optimal parameters for the algorithms are determined and the recommendations for 
their application are described [1]. 
 
Pothole Patrol 
Eriksson et al, describe an application of mobile sensing: detecting and reporting the surface conditions of roads. It 
describes a system and associated algorithms to monitor this important civil infrastructure using a collection of 
sensor- equipped vehicles. This system, which is called as the Pothole Patrol (P2), uses the inherent mobility of the 
participating vehicles, opportunistically gathering data from vibration and GPS sensors, and processing the data to 
assess road surface conditions [3]. 
 
Pothole Detection and Warning System using Wireless Sensor Networks 
This paper aims at proposing a novel pothole detection system which assists the driver in avoiding potholes on the 
roads, by giving prior warnings. Interest in Intelligent Vehicle Systems comes from the problems caused by traffic 
congestion worldwide and a synergy of new information technologies for simulation, real-time control and 
communications networks. The architectural design further proposes a low response time, low maintenance and 
deployment cost solution to this problem [8].  
 
Pothole Detection System using Machine Learning on Android 
Aniket Kulkarni et al. has proposed a paper called Pothole detection system using machine learning on android in 
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which the pothole sensor plug-in monitors the changes in the accel- eration in order to detect potholes. For this, the 
user needs to have an Android Smartphone. The device‘s built-in accelerom- eter is used to collect the x, y and z axis 
accelerations. The pothole detection algorithm is good, in terms of speed and accuracy. This algorithm accepts the 
training set and displays the pothole scenario in the particular area [2]. 
 
Pothole Detection System using Wi-Fi Access Point 
Sudam Pawar et al has proposed a system where the system is divided into three subsystems. First, a sensing 
subsystem which is used to sense the potholes encountered by it. Second is communication subsystem which 
handles the information transfer between Wi-Fi Access Point and Mobile Node. Third subsystem is the localization 
subsystem which analyses the data received from Access Points and warns the driver regarding the occurrence of 
potholes[10]. 
 
Traffic Sense 
Traffic Sense is a system for rich monitoring of road and traffic conditions using mobile smartphones equipped with 
an array of sensors (GPS, accelerometer, microphone) and communication radios. In this system, they have focused 
on the sensing component of Traffic Sense, specifically on how these sensors and radios are used to detect bumps 
and potholes, braking, and honking, and to localize the phone in an energy efficient manner [7]. 
 
A Pothole Detection System using Z-Thresh 
Kruthik M S et al. has proposed a system which uses accelerometer data and GPS data. They have assumed some 
threshold values on Z-axis. The threshold values are set by trail and error method. [9]. 
 
SYSTEM DESIGN 
Upon driving a vehicle, the linear acceleration data collected using the sensor present in the smartphone is 
aggregated over an interval of 3 seconds periodically. Mean and median for the data acquired is calculated and fed 
as input to the TfLite model. The TfLite model upon classification decides if the processed data is a pothole or a 
speed breaker or a normal road. If the result is pothole or a speed breaker, the location is geo- hashed into an 
alphanumeric string containing 0-9 characters and is uploaded to the firebase database. The Navigation App, used 
by the drivers, scans the database for potholes within a specified radius of 700 metres from the current location 
regularly. Based on the proximity of the vehicle to the pothole an alert is issued to the driver when he is under a 100 
metre distance so that he can maneuver accordingly to either safely avoid or slow down the vehicle to minimize the 
effect of impact. The driver can also enter the destination and get optimal routes with less number of potholes. Figure 
1. Briefly illustrates the workflow and the system design. 
 
EXPERIMENTATION 
 
Dataset 
The dataset used in this assignment was created by collect- ing, real time acceleration data using a smart phone on a 
road surface with the help of custom developed android application. Driving through the roads of the city in a four 
wheeled vehicle, we collected the linear acceleration data of the three axes, with an aggregation, over an interval of 5 
seconds. The interval split was done using timestamp to segment the continuous data. The live data collected was 
labelled and uploaded into a firebase database. The data collected manually is bound to contain human errors such 
as incorrectly classifying a normal road as pothole. These outliers collectively decrease the efficiency of the TfLite 
Model which takes the aggregation of the collected data as input.  
 
To remove such outliers, Interquartile ranges (IQR) are found and values within 25th and 75th percentile are 
consistent and clean with no outliers. Figure 2. portrays the data collection app screen. The data collection button is 
used to collect normal road data. While this button is active, pothole or speed breaker button can be clicked to record 
5 seconds of linear acceleration data. For this recorded data, mean and median for all 3 axes is calculated, labelled 
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and  uploaded to the firebase database.  From Figure 3, it can be seen that pothole graph contains a single crest while 
the speed breaker graph contains 2 crests. This is due to the movement of two wheels both front and back over the 
speed breaker consecutively. There is no significant change in the normal road graph due to the flat surface of the 
road. 
 
Training 
Instead of using popular scikit package for creating machine learning model we are using tensorflow lite model 
which is the only model that can run on smartphones. In order to simulate the model, a single layer single node 
model is considered to replicate a machine learning model that has a softmax activation function. The input shape is 
6 (mean x, mean y, mean z, median x, median y, median z) and the output shape is 3 (pothole, speed breaker, 
normal). Softmax was used to give the probability of occurrence of each class out of 3. The input data is trained for 
1000 epochs. For gradient optimization, the adam optimizer is used and loss is calculated using sparse categorical 
cross entropy. 
 
Figure 4. portrays the accuracy of the model as 82.75% and the validation accuracy being 80.43% and also displays 
the loss and validation loss of the model as 0.5799% and 0.6599% respectively. 
 
Navigation App 
The Navigation App, used by the drivers, scans the database for potholes within a specified radius of 700 metres 
from the current location regularly. Based on the proximity of the vehicle to the pothole an alert is issued to the 
driver when he is under a 100 metre distance so that he can maneuver accordingly to either safely avoid or slow 
down the vehicle to minimize the effect of impact. GeoFire library is used to fetch potholes within a specific radius. 
This is an open-source library for Java that allows to store and query a set of keys based on their geographic location. 
It uses Geo Hashing method which is an encoding technique used to encode geographic coordinates (latitude, 
longitude) into an alphanumeric string delineating an area on map, which is called a cell, with varying resolutions. 
The precision of the location is proportional to the number of characters in the string.  
 
PERFORMANCE ANALYSIS 
In this section, we evaluate the results of the proposed architecture. There are 700 samples each for pothole, speed 
breaker and normal road in the data set. From this, using softmax, probability distribution values for potholes, speed 
breakers and normal roads are generated. The performance metric used is accuracy. Accuracy in classification task is 
the number of correct predictions made by the model over all other predictions made. 
 
CONCLUSION 
 
In this paper, we illustrated the task of Intelligent Cruising and Road Quality Mapping with a tensorflow lite model 
having single layer single node, suitable to run on smartphones. The data set for this task is collected using sensors 
built in smartphones, consisting of linear acceleration data from various kinds of roads. The data set was recorded in 
and around Chennai city. The samples are pre-processed to remove outliers. They are then trained using machine 
learning. This system achieved an overall accuracy of 82.75% . Future work of this project focuses on enhancing the 
accuracy, which can be done by altering the architecture. Further, the overall accuracy of this task can be improved 
by using Long Short Term Memory (LSTM) and considering data as time series and not as aggregation. 
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Fig. 1: System Design Fig. 2: Data Collection App 
 

 
Fig. 3: Pothole - Speed breaker - Normal road data 
visualization 

Fig. 4: Accuracy and Loss Plot 
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Fig. 5: Navigation App 
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Traumatic spinal cord injury (SCI) patients can be affected by numerous immediate or long-term 
complications. Musculoskeletal (MSK) pain is among the most typical consequences. Primary objective of 
the study was to find prevalence of MSK pain & its severity in paraplegic SCI patients in Gujarat, India. 
Secondary objective was to find areas commonly affected & factors associated with MSK pain. An 
observational study was conducted including 142 patients with paraplegic SCI. MSK pain & area of body 
was assessed through Nordic Musculoskeletal Questionnaire (NMQ), severity of pain was assessed 
through Numeric pain rating scale (NPRS). Majority participants were male (n=142) and were from 
younger age group having their mean age 34.73 + 6.72 years. MSK pain prevalence was 57% and reported 
moderate to severe intensity pain reflected as mean NPRS value (4-10 integers). Shoulder was most 
commonly (52.8%) affected followed by lower back (33.1%) and then upper back pain (21.8%). The 
findings of this study suggest that the majority of SCI patients experience moderate to severe MSK pain 
and the areas of the shoulder and back are most affected areas.  
 
Keywords: Musculoskeletal, pain, paraplegia, prevalence, spinal cord injury. 
  
 
INTRODUCTION 
 
Spinal cord injury (SCI) is defined as damage to the spinal cord that results in loss of motor, sensory &/or autonomic 
function and affects young adults predominantly [1,2]. Therefore, SCI usually leads to a long-lasting serious 
disability, which requires rehabilitation. The prevalence of SCI is 365/million population in America and around 
12,500 new cases of SCI are reported in North America, according to the National Spinal Cord Injury Statistical 
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Center [3,4]. In India, the incidence & prevalence of SCI are 15/million and 236/million respectively [3]. The SCI 
affects not only one person but also the whole family as they may require help for assistance with basic day to day 
activities like dressing, feeding, bladder & bowel and also includes managing household chores, finance, shopping 
etc. [5,6]. The SCI patients suffer from several types of pain such as musculoskeletal (MSK) pain, visceral pain and 
neuropathic pain [8]. MSK pain is a common problem for many people with SCI which generally arises from bones, 
ligaments and muscles either in acute post injury phase or chronic overuse of muscles [8, 9].MSK pain is found to 
interfere with everyday life causing stress, anxiety &also negatively affects mood, interfere with sleep, quality of life 
(QOL). The mechanisms of MSK pain in SCI patients are somewhat similar to the general population. For example, 
MSK pain involving the neck, shoulders, and upper limbs may be related to overuse, extreme joint postures, high 
mechanical stresses, and repetitive movements associated with transfers and use of wheelchairs [7,10]. 
 
The study of pain prevalence can indicate the MSK issues of patient with SCI, although its prevalence varies in 
different studies, thus study of general prevalence of pain is of great importance. In this study we want to know if 
the factors like age, types of injury, and level of injury have a significant role in MSK pain or not because these 
factors are directly related to changes in the mechanical efficiency of joints. Besides significant impairments, patient 
with SCI also face with significant acute & chronic complication which have negative impact on survival, functional 
independence and QOL. Understanding the factors and pain is of critical importance not only for patient but also for 
family and caregivers. The aim of the present study is to find MSK pain prevalence and severity in SCI patients in 
Gujarat. 
 
METHODS 
 
An observational study using survey form for SCI patients was conducted after receiving ethical approval certificate 
from Institutional ethics committee of SPB Physiotherapy College, Surat. Various physiotherapy and rehabilitation 
centers were approached and permission to undertake data collection from paraplegic SCI patients attending their 
setups was received. The subjects were invited for participation and after screening for inclusion and exclusion 
criteria eligible candidates were included for study. Traumatic SCI paraplegic patients, between 18-50 years, and had 
injury before 12 months were included. Patients with acute SCI (within 12 months), clinically unstable patients, 
quadriplegic patients, or other spinal cord pathology were excluded. As shown in fig.1, based upon criteria 142 
participated had been selected. After receiving informed consent, the participants had filled the assessment and data 
collection form. The assessment and data collection sheet consist of demographics data, screening form, Nordic 
Musculoskeletal Questionnaire (NMQ) and Numeric pain rating scale (NPRS). The data was tabulated, sorted and 
stored using Microsoft Office Excel and analyzed using descriptive statistics. SPSS (Statistical Package of Social 
Science) software version 20.0 and Microsoft Office Excel were used for analyses and plotting graphs. 
 
RESULTS AND DISCUSSION 
 
A spinal cord injury causes a person to have a serious injury to their spinal cord. The severity of the impairment it 
produces can lessen a person's activity and participation restrictions. Table 1 shows demographic characteristics of 
142 paraplegic patients. It was seen that most of the participants were male (n=117, 82.4%) and majority belonged to 
younger age groups of 18-30 years and 41-50 years, 78% approximately. Approximately 52% participants had history 
of road accidents and 54% had complete SCI. Most of the patients (n=113, 79.60%) had thoracic and thoraco-lumbar 
spinal injury. In this study the participant mean age is 34.72 ± 6.72 years. This study shows that 29% (n=41) of 
participants were between the age group of 18-30 years. In a previous study, it was found that the majority of the 
spinal cord injury patients mean age was 45.91 + 6.69 years (20-66 years) [11]. Also, it was reported in one study that 
the most common SCI patient’s affected average age group who had pain in their upper limb was 42.2 +12 years[12]. 
The reason for spinal cord damage differs from one person to the next and from one region to another. In this study 
it was found that 31.7% (n=45) were injured by fall from height, 52.1% (n=74) were by motor vehicle or road traffic 
accident, 6.3 % (n=9) from diving, 4.1% (n=7) sports related and 4.1% (n=7) from violence. In this study it was also 
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found that road traffic accident is the highest cause of injury, secondly fall from height and the third highest rate is 
due diving. Mehta et. al. (2014) in Turkey found that 51% of SCI patients were injured due to this cause followed by 
24% from fall, 11% from Gunshot [13]. 
 
The aim of the study was to find MSK pain prevalence in the paraplegic spinal cord injury patients in Gujarat. MSK 
pain can interfere with daily activities and affects the muscles, bones, ligaments, tendons, nerves, and joints. MSK 
pain may be acute (with a sudden onset strong symptoms) and chronic (long lasting). [14] We found that about 57% 
of SCI patients complains of MSK pain while rest 43% of patients reported no complains of MSK pain. Gupta N, 
Solomon J and Raja K (2011) surveyed that among 600 individuals were taken to study survey for pain & they found 
that 57% of SCI patients complained of pain [15]. Few other studiessuggested that SCI induced MSK pain 
hasvaryingprevalence ranging from 33-92%, one third of patients with spinal cord injuries who experience pain after 
their injury endure severe pain. [16-19]. Graph 1 shows that from 142 paraplegic SCI patients about 57% of SCI 
patients reported MSK pain. 
 
Graph 2 shows anatomical areas of body reported to be affected by SCI patients. It was reported that among 81 
patients who had complains of pain, 75 had shoulder pain; 47 had lower back pain, 31 had upper back pain, 18 had 
neck pain, 13 had elbow pain and 4 of them complained of wrist pain. Graph 3 shows the distribution of pain 
intensity for paraplegic SCI patients on the basis of NPRS scores. It shows that 42.96% of SCI paraplegic patients felt 
moderate type of pain, 11.27% of them felt severe pain in their body and 2.82% of them felt mild pain 
 
MSK pain can be localized in one area, or widespread. Discomfort, minor aches, and sprains are some of more 
thoughtful health problems of MSK symptoms which require medical treatment. Anyone can experience MSK pain. 
It is most often caused by injury to the bone, joint, muscle, tendon, ligaments or nerves. In our study among all about 
57% (n=81) of patients complains of pain, 52.8% (n=75) of them complains of shoulder pain, 33.1% (n=47) had lower 
back pain, 21.8% (n=31) had upper back pain, 11% (n=18) neck pain, 7% (n=13) elbow pain and 2% (n=4) of them 
complains of wrist pain. According to an epidemiological study conducted in India, about 20,000 new instances of 
SCI are reported annually, with shoulder pain being the most common symptom (60-70 %). One study shows that 
74.2% (n=89) women were having pain compared to 60.1% of the men [20].  With using NPRS in this study we found 
that among 142 patients of paraplegic spinal cord injury 44% complains of moderate type of pain, 10% of severe pain, 
3% of them complains of mild pain. So, we can say that SCI patients are having moderate-severe type of pain. 43% 
patients complains that they are not having any type of MSK pain. In the study of Hassan M &Kamrujjaman M 
(2019) with using NPRS it was found that MSK pain in SCI patients is 92% which termed as high prevalence rate & in 
many studies in most of SCI patients’ pain was found to be moderate to high prevalence rate. [17]. 
 
The questions were focused on asking the patients if they had any difficulties related to or complaints such as 
tightness, transferring, lifting & moving wheelchair in surrounding area. Table 2 shows that 25.4% (n=36) of patients 
fells tightness/contracture in any joint of their body and 74.6% (n=106) did not fell contracture or tightness in their 
body. 38.7% (n=55) paraplegic patients of SCI felt pain while moving wheelchair by their own and 61.3% (n=87) 
paraplegic patients of SCI did not felt pain while moving wheelchair by their own. 37.3% (n=53) patients fell pain 
while transferring activity or self-transfer and 62.7% (n=89) patients did not felt any pain while transferring activity. 
Only 16.2% (n=23) patients felt pain by lifting objects from surroundings and 83.8% (n=119) patients did not feel any 
pain while lifting. Limitations of this study was convenience sampling was used that was not reflecting the wider 
population under the study and the prevalence of the MSK pain was only for traumatic and paraplegic SCI patients. 
Future studies may include larger sample size with stratified sampling across the state and long-term studies 
including various intervention strategies for such pain can be conducted.  
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CONCLUSION 
 
This study came to the conclusion that 57 percent of SCI paraplegic patients report experiencing MSK pain. MSK 
discomfort ranges from moderate to severe in intensity. Lower back and upper back pain come in second and 
shoulder joint pain is more common than in other joints. 
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Table 1: Demographic Characteristics of Participants (n=142) 

Characteristics Frequency (n) Percentage (%) 

Gender 
Female 25 17.60% 
Male 117 82.40% 

Age (years) 
18-30 41 29% 
31-40 69 49% 
41-50 32 22% 

Cause of injury 

Accident 75 52.10% 
Diving 9 6.30% 
Falls 45 31.70% 

Sports 7 4.90% 
Violence 7 4.90% 

Type of injury 
Complete 77 54% 

Incomplete 65 46% 

Level of injury 

Thoracic 73 51.40% 
Thoraco-lumbar 40 28.20% 

Lumbar 26 18.30% 
Sacral 3 2.10% 

 
Table 2: Complaints related to MSK problems in SCI patients (n=142) 

Questions Yes/No Frequency (n) Percentage (%) 

Have you felt tightness or contracture in any joint of your body? 
Yes 36 25.40% 
No 106 74.60% 

Have you felt pain while moving wheelchair by your own? 
Yes 55 38.70% 

No 87 61.30% 

Have you felt pain while transferring activity or self? 
Yes 53 37.30% 

No 89 62.70% 

Have you felt pain by lifting objects from your surrounding? 
Yes 23 16.20% 

No 119 83.80% 
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Figure 1: Participant Flow Graph 1: Prevalence of Musculoskeletal Pain in SCI 
patients (n=142) 

  
Graph 2: Frequency of Anatomical Areas Involved 

(n=142) 
Graph 3: The Distribution of Pain Severity (n=142) 
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The primary objective of the study is to identify the diuretic prescribing pattern including prevalence of 
monotherapy and combination therapy, role and adverse effects of diuretics in patients with HFrEF or 
left ventricular systolic dysfunction and evaluation of diuretic tolerance. Diuretics are considered as a 
corner stone in reducing the symptoms of congestion in heart failure patients with reduced ejection 
fraction although the quality of evidence regarding this is poor and their effect on morbidity and 
mortality is not clearly understood. This was a 6-month prospective study of 98 left ventricular systolic 
heart failure patients who received diuretics for symptomatic treatment (Inclusion: minimum samplesize: 
93). Torsemide (10mg) was the drug most prescribed both at admission and during hospital stay. 
Combinations of furosemide + spironolactone (20/50mgPO) and torsemide +spironolactone (10/50mg PO) 
were found more prevalent (21.4%) on discharge. Of the total population, 90.80% of patients got 
symptomatically improved on diuretics and there is a significant difference existing between urine 
output before and after administration. ADRs were seen in 27 patients, of which diuretic induced renal 
failure was more frequently observed. Based on the causality assessment of adverse drug reactions using 
Naranjo Scale, 10 ADR’s were found to be probable and 17ADR’s were possible.12patients among the 
total population developed diuretic tolerance. 
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Diuretics play a central role in patients with heart failure to relieve the symptoms of congestion. 
However, electrolyte imbalances and worsening of renal function may arise from the administration of 
diuretics. Thus, the use of diuretics in patients should be continuously monitored for the development of 
these adverse effects. 
 
Keywords: Heart Failure, Diuretics, Adverse effects, Symptomatic improvement, Urine output, 
Tolerance  
 
INTRODUCTION 
 
Heart failure is defined as a structural or a functional abnormality of the heart that leads to elevated intracardiac 
pressure and inadequate cardiac output (at rest or during exercise[1]. Diuretics are commonly prescribed to people 
with heart failure to alleviate the congestive symptoms of the disease [2].Side effects of diuretic therapy are mainly 
due to the fluid and electrolyte imbalance induced by all diuretics [3]. Diuretic resistance is the failure to achieve 
effective relief from congestion despite appropriate doses of diuretic[4] 
 
MATERIALS AND METHOD. STUDY DESIGN 
It is a prospective analysis during a period of six months ( October 2021- April 2022)conducted in cardiology 
department of a multi- specialty tertiary care hospital. 
 
METHOD OF SLECTION 
Inclusion criteria: Patients diagnosed with moderate or severe LV systolic dysfunction on diuretics and Symptomatic 
LV dysfunction patients on diuretics. 
 
Exclusion criteria: Cases in which adequate data were not available, patients diagnosed with renal or hepatic 
impairment, and special population including pregnant and lactating women were excluded. 
 
SAMPLE SIZE: A total of 98 patients who met the inclusion and exclusion criteria were selected in the study. 
(Minimum sample size required was found tobe93). 
 
STATISTICAL ANALYSIS: The collected data were analyzed and interpreted using Microsoft excel and SPSS.. 
 
RESULTANDDISCUSSION 
 
Ninety eight cases of systolic heart failure patients on diuretics managed in a tertiary care hospital during a period of 
six months (1-10-2021to30-4-2022) prospectively were randomly studied and evaluated for diuretic prescribing 
pattern, prevalence of monotherapy and combination therapy, role in symptomatic relief, ADR using Naranjo scale, 
tolerance and its management. 
 
DIURETIC PRESCRIBING PATTERN 
The study evaluated the prescribing pattern of diuretics according to WHO prescribing indicators. The rational use 
of diuretics were analyzed based on average number of drugs per encounter and percentage of drugs prescribed 
from essential drug list or hospital formulary. 
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PREVALENCE OF MONOTHERAPY AND COMBINATION THERAPY 
Monotherapy showed higher prevalence at admission (61.2%) and during hospital stay(60.2%)while 
combination therapy showed higher prevalence at discharge (54.1%). 
 
DIURETIC PRESCRIBINGPATTERN BASED ONDRUG 
Considering patients on monotherapy, 60 patients were treated with diuretics at admission ,59 during hospital stay 
and 44 on discharge. Out of 60 patients, 32(32.7%) were treated ontorsemide,21 (21.4%)onfurosemideand7(7.1%)on 
spironolactone. Out of 59 patients,33(33.7%) were on torsemide,22(22.4%) on furosemide and 4(4.1%)on 
spironolactone.Outof44 patients, 25 (25.5%) were on torsemide, 15(15.3%) on furosemide and4(4.1%)on 
spironolactone. Considering patients on combination therapy, 29 patients were treated with diuretics at admission, 
40 during hospital stay and 53 on discharge. Out of 29 patients 16(16.3%) were on furosemide+ spironolactone 
,7(7.1%)ontorsemide+spironolactoneand6(6.1%) on furosemide+ amiloride. Out of 40patients, 17(17.3%) were on 
furosemide + spironolactone, 16(16.3% ) on torsemide + spironolactone and 7 (7.1%) on furosemide + amiloride. Out 
of 53 patients,21(21.4%)were on furosemide+ spironolactone,21(21.4%) on torsemide + spironolactone and 11 (11.2%) 
on furosemide+ amiloride. 
 
ROLE OF DIURETICS IN SYMPTOMATIC TREATMENT 
On monotherapy during hospital stay, 32 patients (32.7%) got symptomatically improved out of 33on torsemide,17 
(17.3%)out of 22 on furosemide and 3(3.1%) out of 4 on spironolactone. And in combination therapy during hospital 
stay, 16(16.3%) patients got symptomatically improved on the combination of furosemide+ spironolactone out of 17, 
15 (15.3%) out of 16 on combination of torsemide + spironolactone and7 (7.1%)out of 7 on combination of 
furosemide+ amiloride. 
 
COMPARISON OF URINE OUTPUT BEFORE AND AFTER DRUG ADMINISTRATION USING WILCOXON 
SIGNED RANKTEST 
 
Out of 98 patients ,67 achieved negative balance within first 24hrs.Among the remaining31, again 21 achieved 
negative balance on the subsequent days, only 5 patients showed a negative response. Positive changes are the 
number of patients with negative urine output after drug administration, negative changes are the number of 
patients with positive urine output after the drug administration. Z value is 2.942 ( p &lt; 0.01 ). Hence there is a 
significant difference existing between urine output before and after drug administration.  
 
ADVERSE EFFECTS OF DIURECTICS DIURETICTOLERANCE 
Resistance or tolerance to diuretic therapy can occur overtime, making volume management more difficult. Among 
the 12 patients who developed diuretic tolerance,6(6.12%) patients were tolerant to furosemide,4(4.4%) tolerant to 
torsemide and2(2.0%)tolerant to spironolactone. 
 
CONCLUSION 
 
Our study analyzed prescribing pattern of diuretics including the prevalence of monotherapy and combination 
therapy, role in symptomatic treatment, adverse effects and tolerance to diuretics in patients with systolic heart 
failure admitted to a tertiary care hospital during six months period. We came to understand that torsemide was 
found to be more prevalent at admission and during hospital stay while the combination therapy of furosemide+ 
spironolactone and torsemide + spironolactone found to be prevalent on discharge. The prescribing pattern of the 
total population concluded rational use of diuretics as per WHO core indicators. Majority of the patients got 
symptomatically improved on diuretics and there is a significant difference existing between urine output before and 
after administration. Symptomatic improvements in patients on monotherapy relating to combination therapy were 
found out using Odds Ratio. Diuretic induced renal failure was shown to be the most frequently occurred ADR. 
Based on the causality assessment of adverse drug reactions using Naranjo Causality Assessment Scale, probable and 
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possible were the occurred ADR. Only the patients who had positive urine output and not symptomatically 
improved even after the drug administration got tolerant to diuretics. LV dysfunction has no significant association 
with the diuretic tolerance. Some of the limitations of our study was acknowledged. Majority of the patients were 
bedridden and their weight was unable to assess, so we evaluated role of diuretics only through symptomatic 
improvement and urine output although weight change was also having beneficial effect on the same .Since one of 
the patients from our study sample was expired during the study period we were not able to obtain the complete 
data. The study can be extended to a multi-center study with a large sample size so that more clearer results can be 
obtained. Understanding prescribing pattern of diuretics will help in better management of tolerance. 
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Table .1 : odds ratio for symptomatic improvement in patients on mono therapy relating to combination therapy. 
 

 No symptomatic 
improvement 

Symptomatic  
improvement 

Odds 
ratio 

Confidence 
interval 

Mono therapy 7 (11.9%) 52 (88.1%) 
2.5 

5 
0.503- 
13.004 Combination 

therapy 2 (5%) 38 (95%) 

 
Table .2 : comparison of urine output before and after drug administration using Wilcoxon signed rank test 

Test n 
+ve 

change 
-ve 

change 
No 

change 
z-

value 
p-

value 
Initial- Final urine output 

difference 98 21 5 72 2.942 p <0.01 

 
Table 3.1: Naranjo’s causality Assessment of ADRs4.  
 

 
Naranjo score 

Probable possible 

ADR 

Hyponatremia 2 1 
Hyponatremia, Hypokalemia 0 1 

Hypokalemia 0 2 
Diuretic induced renal failure 7 11 
Hyponatremia+ renal failure 1 2 

Total 10 17 
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Fig. 1: prevalence of mono therapy and combination Fig 2. Observed ADRs 
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Primary amines and carbonyl compounds condense to form Schiff bases [1]. There are numerous 
reported synthetic methods in the literature, but the non-standard method using microwave-assisted 
reactions has attracted significant attention since it takes less time and produces acceptable yields.  
Microwave synthesis increases repeatability and facilitates handling. The flexible methods for 
synthesising Schiff bases and its coordination chemistry are described in the current paper. Supra 
molecular chemistry, biological applications, catalysts, material science, and chemical separation have 
all claimed relevance to this [2]. They also have a wide range of uses, including analgesic drugs [7],  ant 
tubercular [3], antimalarial [4], verso-relaxing [5], and anticancer [6]. 
 
Keywords : Antimicrobial, unconventional, microwave-assisted reactions, Schiff Base, DHA, 
Heterocyclic.  
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INTRODUCTION 
 
Schiff base name derived from “Hugo Schiff’s [8] a Germen Chemist who synthesize first schiff base through 
condensation reaction of primary amines [9] and aldehydes or ketones. Schiff base prepared from aliphatic carbonyls 
compounds are less stable in comparison of schiff base derived from aromatic carbonyls[10] compounds due to the 
presence of aromatic phenyl moiety which is responsible for separation of electron density on a large surface area 
which provide extra stability to the schiff bases because electron density per unit area [11]goes on decreasing. During 
condensation reaction Schiff base functional group obtained which contain a double bond between carbon and 
nitrogen(-C=N-).[12] Schiff base also known with different names like imine or azomethine on the basis of structural 
features that is presence of double bond between carbon and nitrogen.[13] Rate of formation of schiff bases explain 
on the basis of type of reaction occurs during schiff base formation, which is nucleophillic[14] addition and 
elimination reaction[15] in which primary amines[16] act as a nucleophile and carbonyl compounds[17] act as an 
electrophile if carbonyl compound[18] is aldehydes, [19]then it reacts faster because they have high 
electrophilicity[20] and less sterically hindered[21] in comparison of ketones which are less electrophilic[22] and 
more sterically hindered. Mechanism of formation [23] of schiff bases are nucleophillic addition and elimination 
reaction in first step primary amines act as a nucleophile and attacks on carbonyls compounds which act as an 
electrophile and formed a tetrahedral intermediate similar to hemi acetal [24]and hemi-ketal [25]and in second step 
elimination reaction occurs in which water molecule eliminate [26] and a double bond is formed between carbon and 
nitrogen. Due to their availability and diversity, schiff-base complexes are regarded as the most significant stereo 
chemical models [27] in main group and transition metal coordination chemistry. Environmentally friendly synthetic 
technologies have gained relevance recently. Because chlorinated hydrocarbons are poisonous and flammable by 
nature, organic synthesis processes that utilise them as solvents have wreaked havoc on the biosphere [28]. Thus, 
safer chemicals and solvents must be used in order to reduce such mishaps. As most solvents are poisonous or 
flammable today and raise the cost of synthesis overall, a solvent-free approach has shown to be appealing. 
However, compared to conventional approaches, the solvent-free approach enhances selectivity, shortens reaction 
times, and makes product separation and purification simpler [29-33]. A significant obstacle in green chemistry is the 
creation of cleaner processes. The elimination of volatile organic solvents from the reaction medium is one of the 
many components of green chemistry and is crucial [34-35]. It is increasingly vital for chemists to explore for 
ecologically friendly methods due to the growing economic concerns. Due to the diversity of their steric and 
electronic properties, Schiff bases generated from aromatic carbonyl compounds have been extensively explored 
using metalloproteinase models and asymmetric catalysis. While there are no harsh reaction conditions, using water 
as a solvent [36-38] is one of the better alternatives. The challenge of eliminating solvents from the reaction mixture 
or liquid is frequently encountered in the traditional synthesis of Schiff bases. As a result, microwave-assisted 
reactions have undergone extensive research [39-41] and are frequently employed in chemical synthesis. 
 
SYNTHESIS ROUTES 
In claimed eggshells, Suresh Patil et al. [42] produced Schiff Bases using 4-methoxyaniline and 4- hydroxy 
benzaldehyde (Scheme-1). This innovative environmentally friendly grinding technique produced a moderate to 
good yield when used to synthesise Schiff bases using CES (heterogeneous catalyst). 
 

 
 
Scheme 1 
Using microwave irradiation, J. Panda et al. [43] refluxed Schiff Base of Isatin utilising substituted aniline (Scheme-2) 
to generate 85% product. 
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Scheme 2 
For the preparation of Schiff bases, Arshi Nakvi et al. [44] investigated three alternative green techniques. 10-ml of 
water was mixed into a combination of 3-chloro-4-fluoro aniline and substituted benzaldehyde (Scheme-3), and 
crystallised product was produced. The use of “ ;microwave jump- start “synthesis,“ ;grindstone friction activated ”; 
synthesis, and water-based reactions in greener methodologies has many advantages because water is a less 
expensive reaction medium, is safe for the environment, is simple to handle, and has no corrosive or carcinogenic 
effects. 

 
Scheme 3 
By reacting p-toluidine and 3,4,5-trimethoxybenzaldehyde with neutral alumina and dichloromethane while it was 
being microwaved for four minutes, Zhaoqi Yang et al. [45] created the Schiff Bases (Scheme-4). With a good yield, 
microwave irradiation synthesis uses the least amount of time. 

 
Scheme 4 
Schiff bases made from carboxy ethyl thiophenes were created by B. Sindhu Kumari [46]. (Scheme- 5). The addition 
of ethanolic Lanthanide (III) chloride solution to the Schiff Base and subsequent 15- minute irradiation of the 
combination resulted in the further production of the metal complex. 

 
Scheme 5 
With the aid of natural acid catalysts like grape juice, lemon juice (Scheme 6), and mango juice, Garima Yadav et al. 
[47] created the Schiff Base. Fruit juice&#39;s increasing popularity can be attributed in large part to its enzymatic 
activity, acidic qualities, environmentally friendly nature, and commercial availability. The chemistry of natural 
catalysts will spur a lot of research in the near future. 

Satvinder Khatkar et al., 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

63647 
 

   
 
 

 
Scheme 6 
Dehydroacetic acid (DHA) 
DHA, a biologically active compound, has shown to have good antibiotic and antifungal effects. It was isolated from 
natural sources and is now available in the industrial sector thanks to a variety of synthetic techniques. DHA and its 
derivatives have been demonstrated to have a wide range of applications in chemical synthesis. The research has 
been evaluated, as well as investigations on related pyrone derivatives.  The carbonyl of the acetyl group, the carbon 
atom terminating the conjugated carbon at position-6, the lactone carbonyl, and the carbonyl carbon at position-4 are 
all vulnerable to attack by nucleophillic reagents since it has numerous reactive sites. An electrophile, on the other 
hand, can attack at C (3) or C (5). position all these position shown below with numbering. 

 
According to a review of the literature, reacting DHA and its derivatives with various reagents provides a flexible 
pathway to the synthesis of a wide range of heterocyclic compounds.. Since the studies embodied in this review are 
aimed at further exploring the potentiality of this aspect, it will be worthwhile to review the literature work 
concerning the synthesis of ‘Nitrogen’ and ‘Oxygen’ containing heterocyclic compounds from the reactions of DHA 
and its derivatives[48]. 
 
THE HETEROCYCLIC COMPOUNDS SYNTHESIZED FROM DHA AND ITS DERIVATIVES ARE 
CATEGORIZED AS: 
 
PYRIDINES 
S Garratt et al, synthesize pyridines (18) by treating DHA with NH 3 & amines. During the transformation of DHA 
into pyridines two intermediate [(16), (17)] are isolated and identified.[49]. 
 
 
“PYRIDONES” 
M Iqbal et al, synthesize substituted-4-pyridones [(22), R=H, CH3] by treating 3-Cinnamoyl-4-hydroxy-6-methyl-2H-
pyran-2-ones (11) with primary amines. During the reaction intermediate (21) that is Schiff’s base formed [50]. 
 
N, N’-LINKED BI(HETEROARYLS) 
“M P Sammesh and coworkers” also prepared “ N, N’-linked bi(heteroaryl) compounds” by treating amino 
triazolewith Dehydroacetic acid. Alarge number of variations are observed of this reactionwhen DHA, (1) reacts with 
hydrazine, N-aminoheterocycles(24)&N-amino pyridiniumsalts(27).After completion of the reaction,we obtained 
different products of N,N'-linkedbi(heteroaryl)compounds [51-52] that is (25), (26) & (28). 
 
N, N’-LINKED BI(HETEROARYLS) 
M P Sammesh and coworkers also synthesized N, N’-linked bi(heteroaryl) compounds by the reaction of DHA with 
aminotriazole. Many interesting versions of this reaction When hydrazine reacts with N- amino heterocycles, it 
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produces. As a result of the reactions of DHA with aminotriazole24, hydrazine, and N-aminopyridinium salts 27, N, 
N&#39;-linked bi(heteroaryl) compounds 25, 26, and 28 are formed[52]. 
 
PYRAZOLYLPYRIMIDINES 
H Batra et al, synthesised Condensation of 4-acetoacetyl-5-hydroxy-3-methyl-1H-substituted pyrazoles 3 and 
guanidine carbonate in ethanolic NaOH yields 2-amino-6-methyl-4-(5-hydroxy-3- methyl-1-substitutedpyrazol-4-
yl0pyrimidines 23. (40 percent ). Some of these chemicals have been discovered to have mild antifungal activity[53]. 
 

 
“PYRIDONES” 
M Iqbal et al, synthesize substituted-4-pyridones [(22), R=H, CH3] by treating 3-Cinnamoyl-4- hydroxy-6-methyl-2H-
pyran-2-ones (11) with primary amines. During the reaction intermediate (21) that is Schiff’s base formed [50]. 
 

 
“N, N’-LINKED BI(HETEROARYLS)” 
“M P Sammesh and coworkers” also prepared “ N, N’-linked bi(heteroaryl) compounds” by treating amino triazole 
with Dehydroacetic acid. A large number of variations are observed of this reaction when DHA, (1) reacts with 
hydrazine, N- amino heterocycles (24) & N-amino pyridinium salts (27). After completion of the reaction, we 
obtained different products of N, N;-linked bi(heteroaryl) compounds [51-52] that is (25), (26) & (28). 
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“PYRAZOLYLPYRIMIDINES” 
“H Batra et al”, prepared 2-amino-6-methyl-4-(5-hydroxy-3- methyl-1-substitutedpyrazol-4- ylopyrimidines (23) with 
yield (40 percent) by treating pyrazoles (3), guanidine carbonate and 4- acetoacetyl-5-hydroxy-3-methyl-1H-
substituted (22) by using C2H5OH/NaOH via condensation process. Among these chemicals some them shows mild 
antifungal activity [53]. 

 
“BENZIMIDAZOLES” 
“M A Qayyoom et al”, synthesized 2- methyl-5-substituted benzimidazoles (31) by treating DHA (1) with substituted 
o-phenylenediamines (29), via intermediate formation i.e. 3-[N- (substituted-amino phenyl) acetimidoyl]-4-hydroxy-
6-methyl-2h-pyrones (30), which further converted into (31) by pyrolysis [54]. 
 

 
 
“PYRAZOLOPYRIDONES” 
“K Ogawa et al”, synthesize 3,6-dimethyl-1-phenyl-1H-pyrazolo[4,3-c] by using pyridine-4-thiones, pyridine- 4-ones 
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and DHA as a starting material &amp; tested in vitro for activity. The activity of the synthesized substances activities 
was compared with mirlinone, which was used as a control. Most of the substances have greater potential of activity 
in comparison of than milrinone [55]. 

 
 
“PYRANOPYRANS” 
“V Y Sosnovskikh &amp; coworkers”, developed another method for the preparation of pyranopyrans i.e., 2- 
Substituted-7-methylpyrano[4,3-b]-4H,5H-diones (47). In this method they treated DHA, (1) with esters RCO2 Et in 
the presence of LiH/THF &amp; formation of intermediate, [diketones of the type (3- acetoacetyl- 4-hydroxy-6-
methyl-2H-pyran-2-ones)] (46) is formed which further converted into final product (47) in 
the presence of conc. H2SO4 via cyclization process[56]. 

 
“PYRANOPYRANS (1)” 
“V K Mahesh et al”, synthesized 3-acetyl-4,7-dimethylpyrano[4,3-b] pyran-2H,5H- dione 47(a) by treating DHA, (1) 
with ethyl 3-oxobutyrate under mild alkaline condition via formation of intermediate 46(a) by condensation 
mechanism. This intermediate 46(a) further cyclized and gives desired product [57]. 

 
 
“PYRANOPYRANS (2)” 
M Siddiq et al, by removing an acetyl group from 3-acetyl-4,7-dimethylpyrano[4,3-b] pyran-2H,5H- dione (48), a 
dipyrone derivative, “4,7-dimethylpyrano[4,3-b] pyran-2H,5H-dione” (49) was produced [58]. 
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“Important Biological perspective of Schiff bases”: 
“Antimalarial activity”: 
 
More than 100 nations are affected from “Malaria disease” & has resulted in significant health issues all over the 
world. Almost 3 million of the 550 million people who are affected by this disease each year die from it; 90% of these 
deaths occur in Africa, mostly in children [48]. “P. falsiparum”, “P. vivax”, “P. ovale” & “P. malariae” are the major 
causes of human malaria. The vector of Plasmodium is a female mosquito belonging to the species Anopheles [59]. 
 
Antibacterial activity 
The interest in Schiff base complexes has grown as bio-inorganic chemistry has advanced, as many Schiff base 
complexes function as promising antibacterial compounds. Bacteria are directly responsible for the rising infectious 
disease death rate. The creation of novel antibacterial substances with improved modes of action is unquestionably 
necessary nowadays. The potential of schiff bases as antibacterial agents has been acknowledged [60]. 
 
Anticancer activities 
Schiff’s base “3-methylbenzyl-2-(6-methylpyridin-2-ylmethylene) hydrazine carbodithioate” produced by treating S-
3- methylbenzyldithiocarbazate with 6-methylpyridine-2-aldehyde via condensation mechanism. This Schiff’s base 
act as a tridentate ligand in which donner atoms are “N” & “S” through which it form octahedral complexes with di-
positive metal ions [Cu (II), Ni (II), Zn (II) & Cd (II)]. These metal complexes show excellent activity against breast 
cancer cell lines [61]. Ligand show high activity against both cancer cell lines and its complexes are highly selective 
with metal ion [Cu( II), Ni(II) &amp; Zn(II)] these complexes active only against one cancer cell lines. On the other 
hand, its complex with Cd (II) ion active against all other cancer cell line [62]. 

 
Structure of ligand having anti-cancer activity 
The “Schiff’s base 2- [(2,3-dihydro-1H-inden-4- ylimino) methyl]-5-nitrophenol” & its complexes with metal ions [Cu 
(II), Mn (II), Pd (II) &amp; Zn (II)] shows good anticancer activity in “MCF-7 (human breast adenocarcinoma)” 
&amp; “HT- 29 (colon carcinoma)” cells in vitro. According to the findings, greatest cytotoxic action of the complex 
of di-positive metal ion palladium observed against “MCF-7 cells”, with an IC50 of 5.94 M, which is on par with 
“cisplatin”. The ligand & its combination with dipositive zinc metal ion shows “broad spectrum activity” against 
two-three gram-“negative &amp; gram-positive bacteria” [63]. 
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Structure of metal complexes having anti-cancer activity 
Schiff’s base ligand synthesize from condensation mechanism by treating benzaldehyde, 2-amino-3- methyl- 
butanoic acid & 4-amino-antipyrine. This ligand formed complexes with di-positive metal ion [Cu (II) &amp; Zn (II)] 
which shows excellent biological activities. Cytotoxic activity of the synthesized complex test in vitro by using 
“trypan blue dye exclusion assay” against an Ehrlich ascites carcinoma (EAC) tumor model. The complexes show 
highest degree of cytotoxicity [64]. 

 
Structure of synthesized “metal complexes” 
“Catalytic activities of Schiff’s base metal complexes” 
There are various parameters such as the ligand’s composition, the availability of a coordination site & the character 
of the metal ion with which it forms are used to determine the catalytic activity of the synthesized Schiff’s base metal 
complexes. The base metal complexes of Schiff can be used as catalysts in both homogeneous and heterogeneous 
catalysis [65]. Due to the possibility of varied oxidation states, metal complexes, particularly those with a vacant 
coordination site, can operate as a suitable catalyst and provide a location for reaction to occur. “Schiff’s base metal 
complexes” have been utilized as a “catalyst” in “polymerization” [66], “hydrogenation” [67], “epoxidation” [68], 
“oxidation” [69] &“ring opening” [70], among other applications. In asymmetric transformations, the chirality of the 
Schiff’s base ligand is crucial. A chiral salen [72] type ligand is used as Jacobsen’s catalyst in the enantioselective 
transformation of prochiral alkenes into matching epoxides. Ryoji Noyori created a copper-base Schiff’s complex for 
metal-carbenoid cyclopropanation of styrene in 1968, which contains chiral ligand coupled with copper metal ion for 
metal-carbenoid cyclopropanation of styrene [73]. 
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Structure of Noyon’s (Left) and Jacobsen’s catalyst (Right) 
Oxidation reactions 
The enantioselective epoxidation of “Cis -1,2-Diphenylethylene”, “(E)-non-3-ene” &amp; “(E)-4-Octene” using 
“iodoso- Benzene” as an oxidizing agent carried out in presence of dissymmetric chiral Schiff’s base of tri positive 
metal ion manganese &amp; ruthenium complexes. On the behalf of olefins studied, overall chemical yields for 
corresponding epoxides achieved with Mn (II) catalysts were superior than those obtained with Ru (III) catalysts 
[74]. The conversion of trans-3-nonane to its epoxides rises linearly as more electron withdrawing groups are present 
on ligands. Other substrates under investigation did not show similar tendencies, although ligands containing nitro 
groups always provide greater translation and a higher cis/trans ratio. The ligand with the MeOH substituent in the 
fifth position yields the least. These findings underlined the importance of the ligand substituent at the 5th position 
in the conversion of substrates to their epoxides. The catalytic potential of “zeolites encapsulating Schiff&#39;s base 
complexes” of tri-positive chromium ion & di-positive metal ion of copper, iron, nickel, cobalt, manganese was 
investigated during oxidation reaction of C6H6 to C6H12O & C6H10O. Among all these “zeolites encapsulating Schiff’s 
base complexes”, highest catalytic potential was obtained for Schiff base complexes of di-positive manganese ion. 
Oxidation of Ethenylbenzene to Benzenecarbaldehyde in presence of oxygen aerobic oxidation was carried out by 
using zeolites-Y which contain tri-positive complexes of manganese ion with “N, N-ethylene bis- 
(salicylideneaminato) salen”, “N, N-ethylene bis-(5-chlorosalicylideneaminato)Cl salen” & “N, N- ethylene bis-(5-
bromosalicylideneamina) Most effective oxidation of reactive substrates like “carbolic acids & aldehydes” were 
observed in case of Schiff’s base complexes of dipositive cobalt ion[75]. 

 
 
Hydrogenation reactions 
The catalytic effectiveness of di-positive palladium ion complex with “poly(3,6-dibenzaldimino-N- vinylcarbazole)” 
has been studied in hydrogenation processes. Excellent heterogeneous catalytic activity showed by the polymer 
complex during the hydrogenation processes. In these processes normal reaction conditions were required like 1 atm 
pressure of H2 gas along with ambient temperature for the reduction of alkenes, benzaldehyde, Schiff’s bases, 
aromatic nitro compounds &  alkynes [76]. 
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Structure of Pd complex having catalytic activity towards hydrogenation rteaction 
Asymmetric reduction of di-alkyl ketones to alcohols are carried out by using transition metal Schiff’s base 
complexes as catalysts during the reaction, in the absence of catalysts i.e., transition metal Schiff’s base complexes 
these conversions are not possible. It was also possible to reduce ketones using ruthenium and iridium analogues. 
The reduction rate was discovered to be controlled by the type of the central metals, with RhIr Ru as the observed 
order. In addition, instead of bipyridine complexes, chiral compounds were used to reduce ketones [77]. The 
reduction of ketones effectively carried out by using Schiff’s bases which have chirality with 51 percent ee and a 99 
percent yield. In the case of aryl ketones, the position and electrical characteristics of ring substituents influence the 
enantioselectivity of reduction, as evidenced by results acquired from catalyti c reduction of a range of ketones. In 
comparison to ortho substituted acetophenones, meta and para substituted ketones were less enantioselective [78]. 
The hydrogenation of acetophenone to 1-phenylethanol was particularly active in zeolites supported cobalt (II) 
complexes of salicylidenediaminocyclohexane [79]. These catalysts had a selectivity of 99 percent and a conversion of 
98 percent, which was comparable to homogeneous catalysts. The optimum temperature for best ee with 
homogeneous catalysts was -10 °C, whereas the Schiff’s base catalyst showed best activity at 25 °C, which is a major 
advantage over the conventional one [80]. 
 

 
 

Structure of chiral Schiff’s base 
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CONCLUSION 
 
We have reviewed the most recent developments in the study of Schiff bases, as well as their structure, 
characterization, and biological uses, in this review paper. Both the industrial and medical areas heavily dependent 
on “ligands & their metal complexes”. A number of reports of Schiff bases in antibiotic and antiviral of therapeutic 
interest have lately been reported in several journals, despite the fact that research on the Schiff bases is growing 
every day. However, further study is still required before these metal complex medicines may be developed. Finally, 
Novel Schiff’s bases prepared via chemically described methods by treating cobalt dicyanamide compounds with N 
2 –containing heterocyclic compounds. We prepared a new class of “chalcones” which further tested for 
“antibacterial activity”. As a result of the findings, all chemicals were shown excellent activities against to all 
microorganisms during testing. In addition, the conjugated carbonyl region was changed to cyanopyridine, 
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pyrimidines, pyrazoles &amp; isooxazoline. On the basis of these changed components nitro containing pyrazoles 
are most effective as an antibacterial inhibitor. Observed results indicated that moderate to exceptional bioactivities 
in vitro shown by the several examined substances. 
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The purpose of this search is to introduce some concepts of the fuzzy soft unitary operator defined on 
fuzzy soft Hilbert space, including some key characteristics of this operator, as well as a discussion of 
various theorems related to this operator. The aim of this search is to explain some basic ideas about the 
fuzzy soft unitary operator defined on fuzzy soft Hilbert space, along with a discussion of some of the 
operator's essential properties and related theorems. 
 
Keywords: Fuzzy soft normal operator, fuzzy soft Hilbert space, fuzzy soft hyponormal operator, fuzzy 
soft unitary operator, fuzzy soft isometric isomorphism 
  
 
INTRODUCTION 
 
To solve a number of issues in pure mathematics, the discipline of functional analysis was founded more than a 
century ago. In addition to regularly presenting us with uncertainty, the phenomena under study's ambiguity also 
provides us with instruments for assessing faults in solutions to issues with both infinite and limited dimensions. In 
a variety of fields, including engineering, business, medicine, and economics, this kind of problem might be 
encountered. Our conventional mathematical methods frequently fall short in addressing such problems. So, in 1965, 
L. Zadeh offered a generalisation of set theory. The resulting theory was given the name fuzzy set theory. It didn't 
take long for fuzzy set theory to become a potent tool for handling uncertain situations. In classical set theory, the 
basis function from a set x to set [0,1] defines the set x. 
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On the other hand, in fuzzy set theory, a set is defined by its membership function, which spans from x to the closed 
interval between 0 and 1. Additionally, Molodtsovcreated a novel generalisation for handling uncertainty in 1999. 
This study led to the development of soft set theory. Since then, it has been used in a variety of disciplines, including 
computer science, engineering, medicine, and others, to address challenging problems. A parametrized collection of 
a universal set is known as a soft set. Soft set gave rise to the concepts of soft point, soft normed space, soft inner 
product space, and soft Hilbert space, which were later used in functional analysis to deal with a variety of 
mathematical subjects. 
 
Maji et al. presented the idea of a fuzzy soft set for the first time in 2001. The concept was developed by combining a 
fuzzy set and a soft set. It was required to combine the two ideas in order to provide results that were more accurate 
and comprehensive. Fuzzy soft point and fuzzy soft normed space were developed as a result of the addition of 
these additional ideas to the framework. Fuzzy soft Hilbert spaces were introduced in 2020 by Fariedet al. Also 
included are the fuzzy soft linear operators. In this article, we provide a novel kind of Fuzzy soft unitary operator 
and establish various related theorems. 
 
PRELIMINARIES 
The notations, definitions, and introductions for fuzzy set, soft set, and fuzzy soft set that will be used in the 
discussion that follows are provided in this section. 
 
Definition 2.1: Fuzzy set 
If fuzzy set over  is a set characterized by a membership function 

:  → ℑ, such as ℑ = [0,1]and = ( ) ∶ ∈ .  
And = ∶          
 
Definition 2.2: Soft set 
Let ( ) the power set of  and E be set of parameters and ⊆ . The mapping : →  ( ), when ( , ) =
{ ( ) ( ): ∈ }. As a result ( , ) is called the soft set. 
 
Definition 2.3: Fuzzy soft set 
The soft set  we say that fuzzy soft set over , when : → , and ( ) : ∈ . The collection of all fuzzy soft 
sets denoted by . 
 
Definition 2.4: Fuzzy soft point 
The fuzzy soft set ( , ) ∈ is called a fuzzy soft point over , denoted by ( )  if 
∈ , ∈  

( )( ) =
,  = ∈   = ∈ ,

 0,    ∈ − { }  ∈ − { }    , such that ∈ (0,1] 

 
Definition 2.5: Fuzzy soft Hilbert space 
A fuzzy soft inner product space is defined as  ,   〈. , . 〉 . This space, which is fuzzy soft complete in the induced 
fuzzy soft norm indicated in Theorem (2.10), is thus referred to as a fuzzy soft Hilbert space and denoted by 

  ,   〈. , . 〉 . Every fuzzy soft Hilbert space is obviously a fuzzy soft banach space. 
 
Definition 2.6: Fuzzy soft linear operator in  
Consider   to be a fuzzy soft Hilbert space. A fuzzy soft linear operator ₮:   → is called a fuzzy soft linear 
operator in , then ₮ is a fuzzy soft linear operator on  which is denoted as₮ ∈ . ₮ is fuzzy soft bounded if 

there exists ̃ ∈ ℜ(₳ ) : ₮
ɠ( ) ≤ ̃

ɠ( )    ∀ 
ɠ( ) ∈ , then ₮ ∈  
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Definition 2.7: Fuzzy soft adjoint operator in  
The fuzzy soft adjoint operator ∗of a fuzzy soft linear operator  is defined by 
〈

( )
,

( )
〉 = 〈

( )
, ∗

( )
〉 

for all 
( )

,
( )

∈  

 
Definition 2.8:Fuzzy soft Normal Operator 
Let   be an FS Hilbert space and₮ ∈  . Then, ₮ is said to be an FS normal  
operator if  ₮₮∗ = ₮∗₮ 
 
Definition 2.9: Fuzzy soft self adjoint operator 
The FS-operator ₮ of FSH-space  is called fuzzy soft self adjoint (FS-self adjoint operator) 
if₮ = ₮∗ 
 
Definition 2.10: Fuzzy soft isometry operator 
Let  be an FS Hilbert space and₮ ∈  . Then, ₮ is said to be an FSisometry 
operator if〈₮

ɠ( )
, ₮

ɠ( )
〉 = 〈

ɠ( )
,

ɠ( )
〉 for all 

ɠ( )
,

ɠ( )
∈  

 
Definition 2.11: Fuzzy soft projection operator 
Consider to be a fuzzy soft Hilbert space. A fuzzy soft linear operator ₮:   → is called a fuzzy soft projection 
operator in  if ₮ = ₮ ie, ₮ is an idempotent. 
 
Definition 2.12: Fuzzy soft hyponormaloperator 
Consider to be a fuzzy soft Hilbert space.₮ ∈ is called fuzzy soft hyponormal operator if ₮∗

ɠ( ) ≤ ₮
ɠ( )  

for all ɠ( ) ∈  or equivalently₮∗₮ ≥ ₮₮∗ 
 
Definition 2.13: M-Fuzzy soft hyponormaloperator 
Let  be an FS Hilbert space and let₮ ∈  is called M – fuzzy soft hyponormal operator if there exist a real 

number ℳ, such that ₮−₴
∗

ɠ( ) ≤ ℳ ₮−₴ ɠ( )  

for all 
ɠ( ) ∈   and for all    ₴ ∈ ℂ(₳) 

 
Remark 2.14:  
Any fuzzy soft Hilbert space  has the same fuzzy soft conjugate space ∗, 
ie)  ∗ =  ( and ∗ are fuzzy soft isomorphic). 
 
MAIN RESULTS 
 
The definition of the fuzzy soft unitary operator in fuzzy soft Hilbert space is provided in this section.  
Definition 3.1: [9] 
Suppose that  is an FS Hilbert space. If  Ե∗Ե = = ԵԵ∗ , then Ե ∈  is known as a fuzzy soft unitary operator. 
Note 3.2: 
Every FSU operator also acts as an FSN operator 
 
Theorem 3.3:  
Let Ե ∈ , then the following are all equivalent: 
i)Ե∗Ե =  

ii) 〈Ե
ɠ( )

,Ե
ɠ( )

〉 = 〈
ɠ( )

,
ɠ( )

〉for all 
ɠ( )

,
ɠ( )

∈  
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iii) Ե ɠ( ) = ɠ( ) for all ɠ( ) ∈  
 
 
Theorem 3.4:  
 Assume that Ե ∈ . If  is fuzzy soft unitary operator iff  Ե ɠ( ) = ɠ( )  

for all
ɠ( ) ∈ and Ե is surjective in that case Ե

ɠ( ) =
ɠ( )  

for all
ɠ( ) ∈   and Ե = 1 = Ե  

Proof: 
 For 

ɠ( )
∈  we have  

Ե
ɠ( ) -

ɠ( ) = 〈Ե
ɠ( ) ,Ե

ɠ( )
〉 - 〈

ɠ( ) ,
ɠ( )
〉 

= 〈Ե∗Ե ɠ( ) , ɠ( ) 〉 - 〈 ɠ( ) , ɠ( ) 〉 

= 〈 Ե∗Ե− ɠ( ) , ɠ( )
〉 

Since Ե∗Ե−  is self adjoint fuzzy soft operator it follows from that Ե∗Ե =  iff 
Ե ɠ( ) = ɠ( ) for all ɠ( ) ∈  and Ե is surjective, then Ե∗Ե = and Եis bijective,  

Therefore, ԵԵ∗ = ԵԵ∗  
= ԵԵ∗  . ԵԵ  
= Ե Ե∗Ե Ե  
= ԵԵ  
[sinceԵ is fuzzy soft unitary, ԵԵ∗ = = Ե∗Ե] 
ie) ԵԵ∗ =  ,  therefore Ե is fuzzy soft unitary 
Conversely,  ifԵ is fuzzy soft unitary then ԵԵ∗ =  and Ե = Ե∗ in that 
Ե ɠ( ) = ɠ( ) for all ɠ( ) ∈  and  is surjective in that case it follows that  

Ե ɠ( ) = ɠ( ) for all ɠ( ) ∈  

taking the supremum over all 
ɠ( ) ∈   with 

ɠ( ) ≤ 1 
then we get, Ե = 1 = Ե  
 
Theorem 3.5:  
Consider Ե ,Ե ∈ , if Ե and  Ե   are FSU operator, then Ե Ե  is also FSU.  
LetԵ +Ե  is FSU iff it is surjectiveand Ե ɠ( ) ,Ե ɠ( ) =− , 

ɠ( ) ∈  with Ե = 1 
Proof:  
Given Ե and  Ե   are FSU operator on  
To prove that Ե Ե  is FSU 
Let Ե Ե ∗Ե Ե = Ե ∗ Ե ∗Ե Ե  
= Ե ∗Ե  
Ե Ե ∗Ե Ե =  

Therefore,  Ե Ե  is FSU 
Consider  Ե +Ե  is surjective and  

Ե
ɠ( ),Ե ɠ( ) =− , 

ɠ( ) ∈  with Ե = 1 
From above theoremԵ +Ե  is FSU 
Conversely,   
To prove that it is surjective and Ե ɠ( )Ե ɠ( ) =− ,  ɠ( ) ∈  with Ե = 1 

Ե +Ե ɠ( ) = 〈 Ե +Ե ɠ( ) , Ե +Ե ɠ( )〉 
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ɠ( ) = 〈Ե
ɠ( ) ,Ե ɠ( )

〉+ 〈Ե
ɠ( ) ,Ե

ɠ( )
〉+ 〈Ե

ɠ( ) ,Ե
ɠ( )
〉+ 〈Ե

ɠ( ) ,Ե
ɠ( )
〉 

〈
ɠ( ) , ɠ( )〉 = 〈

ɠ( ) , ɠ( ) 〉+ 〈Ե ɠ( ) ,Ե ɠ( )〉+ 〈Ե ɠ( ) ,Ե ɠ( )〉+ 〈
ɠ( ) , ɠ( )〉 

〈
ɠ( ) ,

ɠ( )
〉 = 2 〈

ɠ( ) ,
ɠ( )
〉+2 〈Ե

ɠ( ) ,Ե
ɠ( )
〉 

Hence by the Theorem 3.4, 
Ե +Ե is FSU, iff it is surjective and  

〈
ɠ( ) ,

ɠ( )
〉+2 〈Ե

ɠ( ) ,Ե
ɠ( )
〉 = 0 ⇒   2 〈Ե

ɠ( ) ,Ե
ɠ( )
〉 =−

1
2

 ,  

for all
ɠ( ) ∈  

 
Definition 3.6:Fuzzy soft isometric isomorphism: 
Consider the fuzzy soft normed linear spaces ᵯ  ᵰ. A fuzzy soft isometric isomorphism of ᵯ  ᵰand ᵰ is a one-
to-one linear transformation Ե of ᵯ  ᵰ such that Ե ɠ( ) = ɠ( )   for every ɠ( ) ∈ . 
 
Theorem 3.7:  
Assume that  is an FSH space and that Ե ∈ . If Եis an isometric isomorphism of   onto itself, then it is an FSU 
operator. 
Proof: 
If Ե is an FSU operator, it is onto by definition. 
It is an isometric isomorphism of  onto itself, and it preserves fuzzy soft norm by the definition. 
Conversely, if  Ե is an isometric isomorphism of   onto itself, then Ե  exists. 
By the definition, we have Ե∗Ե =  , multiplying on both sides by Ե  
Ե∗Ե Ե = Ե  

            ⇒ Ե∗ = Ե  
⇒ ԵԵ∗ = = Ե∗Ե 
HenceԵis a FSU operator. 
 
Note:  
Let Ե ∈  . since〈Ե

ɠ( )
,

ɠ( )
〉 = 〈

ɠ( )
,Ե∗

ɠ( )
〉 

for all
ɠ( )

,
ɠ( )

∈  

Then i)  Ե isfuzzy soft normal iff〈Ե
ɠ( )

,Ե
ɠ( )

〉 = 〈Ե∗
ɠ( )

,Ե∗
ɠ( )

〉 

ii) Fuzzy soft unitary iff〈Ե
ɠ( )

,Ե
ɠ( )

〉 = 〈
ɠ( )

,
ɠ( )

〉 = 〈Ե∗
ɠ( )

,Ե∗
ɠ( )

〉 

iii) Self-adjoint fuzzy soft operator iff〈Ե
ɠ( )

,
ɠ( )

〉 = 〈
ɠ( )

,Ե
ɠ( )

〉 

We also know that the geometry of  can be described by a fuzzy soft inner product on . 
Therefore, an operator Ե is fuzzy soft unitary if neither Ե nor Ե∗ modify the geometry of , and an operator Ե is 
fuzzy soft normal if Ե and Ե∗ modification the geometry of  in the same way.In addition to this, a fuzzy soft unitary 
operator is also referred to as a fuzzy soft isomorphism of Hilbert space. 
 
Theorem 3.8:  
Consider Ե ∈ and = ꝙ. Then there are a unique self adjoint fuzzy soft operators ₽and ꝙon such that 
Ե = ₽+ ꝙ.Moreover, Ե is fuzzy soft normal iff ₽ꝙ = ꝙ₽, fuzzy soft unitary iff₽ꝙ = ꝙ₽and ₽ +ꝙ =  and Ե is self 
adjoint fuzzy soft operator iff ꝙ = 0 
Proof: 
Let ₽ = Ե Ե∗ and  ꝙ = Ե  Ե∗ 
Then ₽and ꝙ are self adjoint fuzzy soft operator and Ե = ₽+ ꝙ 
If we also have Ե = ₽ + ꝙ  
Where ₽   ꝙ self adjoint fuzzy soft operator then, Ե∗ = ₽ − ꝙ  
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So that  ₽ = Ե Ե∗ = ₽  and  ꝙ = Ե Ե∗ = ꝙ 
Thus, ₽and ꝙ are unique. 
Now Ե is fuzzy soft normal iff  ₽− ꝙ ₽+ ꝙ = Ե∗Ե = ԵԵ∗ = ₽+ ꝙ ₽− ꝙ  

ie) ₽ꝙ = ꝙ₽ 
Similarly, Ե is fuzzy soft unitaryiffԵԵ∗ = = Ե∗Ե 

₽+ ꝙ ₽− ꝙ =  ̃= ₽− ꝙ ₽+ ꝙ  
ie) ₽2+ꝙ2 +  ꝙ₽−₽ꝙ =  ̃= ₽2+ꝙ2 +  ꝙ₽−₽ꝙ  
It can be easily seen that this is equivalent to  
₽2+ꝙ2 =  ̃andꝙ₽− ₽ꝙ = 0 
Finally, Ե is self adjoint fuzzy soft operator iff₽+  ꝙ = ₽− ꝙ; ) ₽ꝙ = 0 
 
CONCLUSION 
 
Numerous scholars have updated the ideas of normed space, metric space, and Hilbert space in soft and fuzzy ways. 
The outcomes of the fusion of fuzzy and soft notions are more broadly applicable. The Fuzzy Soft Unitary Operator 
has been defined and explained in this study. 
 
ACKNOWLEDGEMENT 
 
The authors would like to extend their sincere gratitude to the editor and reviewers for their insightful remarks and 
recommendations, which helped to develop the manuscript. 
 
ABBREVIATION 
 
FSU – fuzzy soft unitary operator, FSN – fuzzy soft normal operator, 
FSHS – fuzzy soft Hilbert space 
 
REFERENCES 
 
1. Beaula and M.M. Priyanga, A new notion for fuzzy soft normed linear space, Int. J. Fuzzy Math. Arch. 9(1), 81-90 

(2015) 
2. N. Faried, M.S.S. Ali and H.H. Sakr, On fuzzy soft linear operators in fuzzy soft Hilbert Spaces, Abst. Appl. 

Anal.2020 
3. N. Faried, M.S.S. Ali and H.H. Sakr. Fuzzy soft inner product spaces, Appl.Math. Inf. Sci. 14(4), 709-720(2020) 
4. N. Faried, M.S.S. Ali and H.H. Sakr. Fuzzy soft Hilbert spaces, J. Math. Comp. Sci. 22(2021), 142-157 (2020) 
5. N. Faried, M.S.S. Ali and H.H. Sakr. A Note on Fuzzy soft Isometry operators, Math.Sci.Lett.10, No.1, 1-3(2021) 
6. P.K. Maji, R. Biswas and A.R. Roy, Fuzzy soft set , J. Fuzzy Math.. 9(3), 677-692 (2001) 
7. K. Maji, R. Biswas, and A.R. Roy, “Soft set theory”, Computers & Mathematics with Application, vol.45, no. 4-5, 

pp. 555-562, 2003 
8. D. Molodtsov, Soft set theory-First results, Comput. Math.Appl. 37. 19-31 (1999)  
9. Dr.SalimDawood, Ali QassimJabur, On fuzzy soft normal operators, Journal of Physics: Conference series 

1879(2021) 032002 
10. Dr.SalimDawood, Ali QassimJabur, On fuzzy soft projection operators in Hilbert space, Al-Qadisiyah journal of 

pure science vol.(26) issue (1)(2021)PP math.112-123 
11. Radharamani. A etal., Fuzzy partial isometry operator and its characteristics, IOSR Journal of Engineering 

(IOSRJEN) , VOL.09.NO.08, 2019, PP.54-58 

Radharamani and  Nagajothi 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

63665 
 

   
 
 

12. Radharamani. A etal., Fuzzy unitary operator in Fuzzy Hilbert space and its properties,   International  Journal of 
Research and Analytic Reviews(IJRAR) ,  2018, 5(4), 258-261 

13. Radharamani.A , T Nagajothi, Fuzzy soft hyponormal operator in Fuzzy soft  Hilbert space, Strad Research, 
Vol.9, issue 3-2022 

14. Radharamani. A, T Nagajothi , M-Fuzzy soft hyponormal operator in Fuzzy soft Hilbert space, Journal of Data 
Acquisition and  Processing, Vol.38, issue (1)2023   

15. LA. Zadeh, Fuzzy sets, Inf.Control, vol.8, no.3,pp. 338-353, 1965 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Radharamani and  Nagajothi 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

63666 
 

   
 
 

Yashoda  
 

Spherical Picture Fuzzy Sets 
 
Rajarajeswari Palanisamy1*  and Reshma Ranganathan2 

 
1Associate Professor, Department of Mathematics, Chikkanna Govt Arts College, Tirupur-02, Tamil 
Nadu, India. 
2Research Scholar, Department of Mathematics, Chikkanna Govt Arts College, Tirupur-02, Tamil Nadu, 
India. 
 
Received: 16 Aug 2023                             Revised: 30 Aug 2023                                   Accepted: 04 Sep 2023 
 
*Address for Correspondence 
Rajarajeswari Palanisamy 

Associate Professor,  
Department of Mathematics,  
Chikkanna Govt Arts College,  
Tirupur-02, Tamil Nadu, India. 
E.Mail: p.rajarajeswari29@gmail.com 

 
This is an Open Access Journal / article distributed under the terms of the Creative Commons Attribution License 
(CC BY-NC-ND 3.0) which permits unrestricted use, distribution, and reproduction in any medium, provided the 

original work is properly cited. All rights reserved. 
 
 
In this paper, we introduce the concept of Spherical Picture Fuzzy Sets and we have analyzed the 
geometrical interpretation of Picture Fuzzy Sets and Spherical Picture Fuzzy Sets for the first time in 
literature. Spherical Picture Fuzzy sets are extensions of the standard Intuitionistic Fuzzy Sets, Circular 
Intuitionistic Fuzzy Sets, Picture Fuzzy Sets and hence of the Zadeh’sFuzzy Sets(FS). Here, some of the 
operations and relations over Spherical Picture Fuzzy Sets are defined and based on these operations 
some of its properties are studied. 
 
Keywords : Fuzzy set, Circular-Intuitionistic Fuzzy Sets, Picture fuzzy set, Spherical picture fuzzy set. 
  
 
INTRODUCTION 
 
In daily life, we deal problems with uncertainty in some way in kind of situation, as new mathematical tools are 
required since the standard mathematical tools(crisp sets) are insufficient to deal with overcome uncertainities. The 
concept of Fuzzy Set theory established by Zadeh [18] in 1965 in which the element has membership degree, the 
degree of belongingness is used to deal the problem under uncertain environment. In 1981, Masaharu Mizumoto and 
Kokichi Tanaka [15] discussed about the algebraic properties of fuzzy sets under these new bounded-sum and 
bounded-difference operations as well as the properties of fuzzy sets when these new operations are combined with 
the well-known union, intersection, algebraic product, and algebraic sum operations. In 1983, Atanassov [1] 
introduced the concept of Intuitionistic Fuzzy Sets (IFSs) which is the prime extension of Zadeh’s Fuzzy Set. It 
describing an element with membership and non-membership values such that sum of these two values less than or 
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equal to one. The two best examples of an orthopair fuzzy set are Atanassov’s [1, 2] classical intuitionistic fuzzy set 
and second type of intuitionistic fuzzy set in which the total of the acceptance degree and non-acceptance degree has 
one as a boundary in a classical intuitionistic fuzzy set. In 1994, Atanassov [4] was defined some other operations 
over the Intuitionistic Fuzzy Sets. In [12] Atanassov defined the relations on IFSs and [13] have studied various 
properties of Intuitionistic Fuzzy Relations. In 2001, Atanassov [6] examined the Sanchez’s approach for medical 
diagnosis and it’s application is expanded using the idea of IFS theory which is a generalization of fuzzy set theory. 
Later, the important aspect of neutrality degree isseen as lacking in Intuitionistic Fuzzy Set theory. In 2014, Coung 
[10] introduced the conceptof the Picture Fuzzy Sets which is the prime extension of Fuzzy Sets and Intuitionistic 
Fuzzy Sets by including the neutrality degree for each element along with membership and non-membership 
degrees in such that sum of these three degrees must not exceed one. Coung and Kreinovich [11] has analyzed new 
operations and properties over Picture Fuzzy Sets. In 2018, Nguyen Van Dinh and Nguyen XuanThao [16] analyzed 
the concepts of difference between PFS-sets, distance measure, and dissimilarity measure between picture fuzzy sets 
are introduced and along with the formulas for determining these values. They also illustrate how it can be used in 
Multi Attribute Decision Making. In 2017, Chunyong Wang and et.al., [14] established the a few geometric operators 
of Picture Fuzzy Sets and discussed some of its properties and also they have applied these operators to resolve 
involving Multiple Attribute Decision Making in a Picture Fuzzy environment. The concept of Circular Intuitionistic 
Fuzzy Sets (CIFSs) introduced by Atanassov [8] in 2020 which is the expansion of Intuitionistic Fuzzy Sets.Circular 
Intuitionistic Fuzzy Sets is characterized by describing a circle with radius r amongeach point of the IFS set. In [9], 
Atanassov defined the range of the radius of C-IFSs lies in [0,√2] since the points with center⟨0, 1⟩and ⟨1, 0⟩are 
necessary to cover the entire Intuitionistic Fuzzy Sets triangle, which can be valid only when r≥√2. Picture Fuzzy 
Set(PFS) is animportant and interesting concept in Fuzzy mathematics as they provide wide applications inhuman 
opinions such as decision making, pattern recognition and data processing, etc. In thispaper, we have introduced the 
Spherical Picture Fuzzy Set which is the extension of PFSs andis characterized by describing a sphere with radius r 
among each elements of the Picture Fuzzy Sets. As said above here also the range of the radius lies in [0,√2] since the 
points with center⟨0, 1, 0⟩, ⟨0, 0, 1⟩and ⟨1, 0, 0⟩are necessary to cover the entire Picture Fuzzy Set triangular pyramid. 
By using the proposed definition of Spherical Picture Fuzzy Sets (SPFSs) we have defined some operations on SPFSs 
and studied their properties based on this operations. 
 
Preliminaries 
In this section, few pre-requisites that are needed for this study overviewed. 
 
Definition 2.1. [18] Fuzzy Set 
Let X be a non-empty universal set. Each set is mapped to [0,1] by membership function is defined as  
E = {⟨x, (x)⟩/x ∈X} 
where : X → [0, 1] is the degree of membership function of the fuzzy set E and (x) ∈[0, 1] is the membership 
value of the element x ∈X in the fuzzy set E. 
 
Definition 2.2. [1] IFS: 
Let X be a non-empty universal set. An intuitionistic fuzzy set (IFS) E in X is defined as  
E = {⟨x, (x), υ (x)⟩/x ∈X} 
where : X → [0, 1] and υ : X → [0, 1] with 0 ≤ (x) + υ (x) ≤ 1 for all x ∈X represents the degrees of membership 
and non-membership of the element x to the IFS E. For each IFS, the intuitionistic index or hesitancy degree of the 
element x in X to the IFS E is (x) = 1 − (x) − υ (x). 
 
Definition 2.3. [8] C-IFS: 
Let X be the universe and E be its subset then, the set C-IFS is defined as, 
∗= {⟨x, (x), υ (x); r⟩/x ∈X} 

where : X → [0, 1] and : X → [0, 1] with 0 ≤ (x) + υ (x) ≤ 1 and r ∈[0,√2] is the radius of the circle around each 
element x ∈E, and functions : X → [0, 1] and υ : X →[0,1] represent membership degree and non-membership 
degree of element x ∈X to a fixed set E ⊆X. We also define the hesitancy margin : X → [0, 1] by (x) = 
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1− (x)−υ (x) which corresponds to the degree of indeterminacy. The radius r defined in C-IFS takes on values from 
the interval [0,1]. 
 
Definition 2.4. [10] PFS: 
A Picture Fuzzy Set(PFS) E on a universe X is an object in the form of 
P = {⟨x, (x), (x), υ (x)⟩/x ∈X} 
where  (x) ∈[0, 1] is called the degree of positive membership of x in E, (x) ∈[0, 1] is 
called the degree of neutral membership of x in E and υ (x) ∈[0, 1] is called the degree of 
negative membership of x in E. where (x), (x) and υ (x) satisfy the following condition 
(x∈X) 0 ≤ (x)+ (x)+υ (x) ≤ 1 Now, (x) = (1−( (x)+ (x)+υ (x)) could be called the degree of refusal membership 
of x in E. 
 
Operations over Spherical Picture Fuzzy Sets 
In this section, we have defined the concept of Spherical Picture Fuzzy Sets and some fundamentalOperations for 
Spherical Picture Fuzzy Sets are defined and based on the operations some of their properties are discussed. In 
addition, we have drawn the geometrical interpretation of the Picture Fuzzy Set, geometrical interpretation of the 
Spherical Picture Fuzzy Set. 
 
Geometrical interpretation of PFS 
The following Figure 1 represents the Geometrical interpretation of the PFS. 
The Picture Fuzzy Interpretation Triangular Pyramid (PFITP) is used to represent the elements of a fixed universe as 
points. Every element x is evaluated with three parameters namely degree of membership ( (x)) and degree of non-
membership ( (x)) and also degree of neutrality (υ (x)) to a fixed subset E of the universe, is represented as a point 
having coordinates ( (x), (x), υ (x)), where (x), (x), υ (x) ∈[0, 1] such that 0 ≤ (x)+ (x) +υ (x) ≤ 1. 
 
Definition 3.1. Spherical Picture Fuzzy Sets(SPFSs) 
Let us have a fixed universe X and E be its subset then, the set SPFSs is defined as, 
∗= {⟨x, (x), (x), υ (x); r⟩/x ∈X} 

where functions : X → [0, 1], : X → [0, 1] and υ : X → [0, 1] with 0 ≤ (x) + (x) + υ (x) ≤ 1 and r ∈[0,√2] is the 
radius of the sphere around each element x ∈E, represent membership degree, neutral degree and non-membership 
degree of element x ∈Xto a fixed set E ⊆X. We also define the hesitancy margin : X → [0, 1] by (x) =1 − (x) − 

(x) − υ (x) which corresponds to the degree of indeterminacy. 
 
Geometrical interpretation of SPFS 
In SPFS, each element is represented by a sphere with centre ( (x), (x), υ (x)) and radius r, compared to the 
normal PFSs, where each element is represented by a point in the picture fuzzy interpretation triangular pyramid. 
 
Let ∗={⟨a, b, c⟩ suchthata,b,c∈[0,1] and a + b + c ≤ 1}. 
Therefore ∗can be rewritten in the form as 
∗= {⟨x, ( (x), (x), υ (x)); r⟩/x ∈X} 

Where, 
( (x), (x), υ (x))={⟨a, b, c⟩such that a,b,c∈[0,1] 

And (  (x)  −  a) + (  (x)  −  b) + (υ (x) −  c) ≤  r}∩ ∗ 
= {⟨a, b, c⟩such that a,b,c∈[0,1] 
and (  (x)  −  a) + (  (x)  −  b) + (υ (x)  −  c) ≤  r 
and a + b + c ≤ 1} 
 
Definitions 3.2. Relations over SPFSs 
Let us have two Spherical Picture Fuzzy Sets  and are given by 
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= {⟨x,  (x),  (x), υ  (x); r⟩/x ∈X}and = {⟨x,  (x),  (x), υ  (x); s⟩/x ∈X} then the following relations are, 
 
⊆ ⇐⇒(x ∈X)(r ≤ s& (x) ≤ (x) (x) ≤ (x)&υ (x) ≥ υ (x)) 
= = (x ∈X)(r = s& (x) = (x) (x) = (x)&υ  (x) =υ  (x)) 

 
Definition 3.3. 
Let us have two Spherical Picture Fuzzy Sets  and are given by 

= {⟨x,  (x),  (x), υ  (x); r⟩/x ∈X}and = {⟨x,  (x),  (x), υ  (x); s⟩/x ∈X} then 
the following operations are defined, 
(a) ∪ = 
{⟨x, max( (x), (x)), min( (x), (x)), min(υ (x), υ (x)), max(r, s)⟩/x ∈X} 
(b) ∪ = 
{⟨x, max(  (x), (x)), min(  (x), (x)), min(υ  (x), υ  (x)), min(r, s)⟩/x ∈X} 
(c) ∩ = 
{⟨x, min(  (x), (x)), min(  (x), (x)), max(υ  (x), υ  (x)), max(r, s)⟩/x ∈X} 
(d) ∩ = 
{⟨x, min(  (x), (x)), min(  (x), (x)), max(υ  (x), υ  (x)), min(r, s)⟩/x ∈X} 
(e) + = 
{⟨x, (  (x) + (x)−  (x). (x)), (  (x). (x)), (υ  (x).υ  (x)), min(r, s)⟩/x ∈X} 
(f) + = 
{⟨x, (  (x) + (x)−  (x). (x)), (  (x). (x)), (υ  (x).υ  (x)), max(r, s)⟩/x ∈X} 
(g) . = 
{⟨x, (  (x). (x)), (  (x)+ (x) -  (x). (x)), (υ  (x)+ υ  (x)−υ  (x).υ  (x)), min(r, s)⟩/x ∈X} 
 
(h) Er.maxFs= {⟨x, (τE(x).τF(x)), (ωE(x) + ωF(x) − ωE(x).ωF(x)), (υE(x) + υF(x) − 
υE(x).υF(x)), max(r, s)⟩/x ∈X} 
(i) Er@minFs={⟨x, ( ) ( ), ( ) ( ), ( ) ( ),min(r, s)⟩/x ∈X} 

(j)Er@maxFs={⟨x, ( ) ( ), ( ) ( ), ( ) ( ),max(r, s)⟩/x ∈X} 
 
Remark 3.4. 
Let us have one complement of Spherical Picture Fuzzy Sets ⇁Erare given by, when r=0 
⇁ E =⇁ E0 = {⟨x, υE(x), ωE(x), τE(x); 0⟩/x ∈X} 
 
Proposition 3.5. 
The following commutative properties for union and intersection are valid for any two 
SPFSs Erand Fsare given by Er= {⟨x, τE(x), ωE(x), υE(x); r⟩/x ∈X} and 
Fs= {⟨x, τF(x), ωF(x), υF(x); s⟩/x ∈X}, 
(i) Er∪maxFs=Fs∪ maxEr(Proof follows from the Definition 3.3 (a) 
(ii) Er∪minFs= Fs∪ minEr( Proof follows from the Definition 3.3 (b) 
(iii) Er∩ maxFs= Fs∩ maxEr(Proof follows from the Definition 3.3 (c) 
(iv) Er∩ minFs= Fs∩ minEr( Proof follows from the Definition 3.3 (d) 
 
Proposition 3.6. 
The following commutative properties for addition operator are valid for any two SPFSs 
Erand Fsare given by Er = {⟨x, τE(x), ωE(x), υE (x); r⟩/x ∈X} and 
Fs= {⟨x, τF(x), ωF(x), υF(x); s⟩/x ∈X}, 
(i)Er+maxFs=Fs+maxEr(Proof follows from the Definition 3.3 (f) 
(ii) Er+minFs=Fs+minEr(Proof follows from the Definition 3.3 (e) 
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Proposition 3.7. 
The following commutative properties for multiplication operator are valid for any two 
SPFSs Erand Fsare given by Er = {⟨x, τE(x), ωE(x), υE (x); r⟩/x ∈X} and 
Fs= {⟨x, τF(x), ωF(x), υF(x); s⟩/x ∈X}, 
(i)Er.maxFs =Fs.maxEr(Proof follows from the Definition 3.3 (h) 
(iiEr.minFs =Fs.minEr(Proof follows from the Definition 3.3 (g) 
 
Proposition 3.8. 
The following commutative properties for average sum operator are valid for any two SPFSs 
Er and Fs are given by Er = {⟨x, τE(x), ωE(x), υE (x); r⟩/x ∈X} and 
Fs= {⟨x, τF(x), ωF(x), υF(x); s⟩/x ∈X}, 
(i) Er@maxFs =Fs@maxEr(Proof follows from the Definition 3.3 (j) 
(ii) Er@minFs =Fs@minEr( Proof follows from the Definition 3.3 (i) 
 
Proposition 3.9.(Associative property) 
Let us have three Spherical Picture Fuzzy Sets Er, Fsand Gtgiven by, 
Er = {⟨x, τE(x), ωE(x), υE (x); r⟩/x ∈X},Fs= {⟨x, τF(x), ωF(x), υF(x); s⟩/x ∈X} 
AndGt= {⟨x, τG(x), ωG(x), υG(x); t⟩/x ∈X} then the following associative properties for union 
and intersection are hold, 
(i) Er∪max(Fs∪ maxGt) = (Er∪ maxFs) ∪ maxGt 
(ii) (Er∪minFs) ∪ minGt= Er∪ min(Fs∪ minGt) 
(iii) (Er∩ maxFs) ∩ maxGt= Er∩ max(Fs∩ max Gt) 
(iv) (Er∩ minFs) ∩ minGt= Er∩ min(Fs∩ minGt) 
Proof (i).LHS: 
Er∪ max(Fs ∪ maxGt) 
= {⟨x, max(τE(x), τG(x)), min(ωE(x), ωG(x)), min(υE(x), υG(x)), max(s, t)⟩/x ∈X} 
={⟨x, max(τE(x), max(τE(x), τG(x)), min(ωE(x), min(ωE(x), ωG(x)), min(υE(x), min(υE(x), υG(x)), 
max(r, s, t)⟩/x ∈X} 
={⟨x, max(max(τE(x), τF(x)), τG(x)), min(min(ωE(x), ωF(x)), ωG(x)), min(min(υE(x), υF(x)), 
υG(x)), max(r, s, t)⟩/x ∈X} 
= (Er∪maxFs) ∪maxGt= RHS 

Thus, (Er∪maxFs) ∪maxGt= Er∪max(Fs∪maxGt). 
Similarly, we can prove the result (ii), (iii) and (iv). 
 
Proposition 3.10. 
Let us have three Spherical Picture Fuzzy Sets Er, Fsand Gtgiven by, 
Er = {⟨x, τE(x), ωE(x), υE (x); r⟩/x ∈X},Fs= {⟨x, τF(x), ωF(x), υF(x); s⟩/x ∈X} 
AndGt= {⟨x, τG(x), ωG(x), υG(x); t⟩/x ∈X} 
Then the following additive properties hold, 
(i) (Er+maxFs) +maxGt=Er+max(Fs+maxGt) 
(ii) (Er+minFs) +minGt=Er+min(Fs+minGt) 
Proof (i).LHS: (Er+maxFs) +maxGt 
= {⟨x, (τE(x) + τF(x) − τE(x).τF(x)), (ωE(x).ωF(x)), (υE(x).υF(x)), max(r, s)⟩/x ∈X} 
= {⟨x, (τE(x)+τF(x)+τG(x)−τE(x).τF(x)+τG(x)−τE(x)+τF(x).τG(x)+τE(x).τF(x).τG(x)), 
(ωE(x).ωF(x).ωG(x)), (υE(x).υF(x).υG(x)), max(r, s, t)⟩/x ∈X} 
= {⟨x, (τE(x)+τF(x)+τG(x)−τE(x)+τF(x).τG(x)−τE(x).τF(x)+τG(x)+τE(x).τF(x).τG(x)), 
(ωE(x).ωF(x).ωG(x)), (υE(x).υF(x).υG(x)), max(r, s, t)⟩/x ∈X} 
= {⟨x, (τE(x) + (τF(x) + τG(x) − τF(x).τG(x)) − τE(x).(τF(x) + τG(x) − τF(x).τG(x)), 
(ωE(x).ωF(x).ωG(x)), (υE(x).υF(x).υG(x)), max(r, s, t)⟩/x ∈X} 
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=Er+max(Fs+maxGt) = RHS 
Thus, (Er+maxFs) +max Gt=Er+max(Fs+maxGt). 
Similarly, we can prove the result (ii). 
 
Proposition 3.11. 
Let us have three Spherical Picture Fuzzy Sets Er, Fsand Gtgiven by, 
Er = {⟨x, τE(x), ωE(x), υE (x); r⟩/x ∈X},Fs= {⟨x, τF(x), ωF(x), υF(x); s⟩/x ∈X} 
AndGt= {⟨x, τG(x), ωG(x), υG(x); t⟩/x ∈X} 
Then the following multiplicative properties hold, 
(i).(Er.minFs) .minGt =Er.min(Fs.minGt) 
(ii).(Er.maxFs) .maxGt =Er.max(Fs.maxGt) 
Proof(i).LHS: 
(Er.minFs) .minGt= {⟨x, (τE(x).τF(x)), (ωE(x) + ωF(x) − ωE(x).ωF(x)), (υE(x) + υF(x) − υE(x).υF(x)), 
min(r, s)⟩/x ∈X} 
= {⟨x, (τE (x).τF(x)).τG(x), (ωE(x) + ωF(x) − ωE(x).ωF(x)) + ωG(x) − (ωE(x) + ωF(x)− 
ωE(x).ωF(x)).ωG(x), (υE(x)+υF(x)−υE(x).υF(x))+υG(x)−(υE(x)+υF(x)−υE(x).υF(x)) 
.υG(x), min(r, s, t)⟩/x ∈X} 
= {⟨x, (τE(x).τF(x)).τG(x), (ωE(x) + ωF(x) + ωG(x) − ωE(x).ωF(x) + ωG(x) − ωE(x) + 
ωF(x).ωG(x)+ 
ωE(x).ωF(x).ωG(x)), (υE(x) + υF(x) + υG(x) − υE(x).υF(x) + υG(x) − υE(x) + 
υF(x).υG(x) + υE(x). 
υF(x).υG(x)), min(r, s, t)⟩/x ∈X} 
={⟨x, τE(x).τF(x).τG(x), (ωE(x)+ωF(x)+ωG(x)−ωE(x)+ωF(x).ωG(x)−ωE(x).ωF(x)+ωG(x)+ 
ωE(x).ωF(x).ωG(x)), (υE(x)+υF(x)+υG(x)−υE(x)+υF(x).υG(x)−υE(x).υF(x)+υG(x)+ 
υE(x).υF(x).υG(x)), min(r, s, t)⟩/x ∈X} 
= {⟨x, τE(x).τF(x).τG(x), ωE(x) + (ωF(x) + ωG(x) − ωF(x).ωG(x)) − ωE(x).(ωF(x) + ωG(x)+ 
ωF(x).ωG(x)), υE(x)+(υF(x)+υG(x)−υF(x).υG(x))−υE(x).(υF(x)+υG(x)+υF(x).υG(x)), 
min(r, s, t)⟩/x ∈X} 
= Er.min(Fs.minGt) = RHS 
Thus, (Er.minFs) .minGt =Er.min(Fs.minGt). 
Similarly, we can prove the result (ii). 
 
Proposition 3.12.De Morgan’s Law 
Let us have two Spherical Picture Fuzzy Sets and are given by, 

= {⟨x, υ  (x), ω  (x), τ  (x); r⟩/x ∈X} and 
= {⟨x, υ  (x), ω  (x), τ (x); s⟩/x ∈X} 

Then the following De Morgan’s law for union, intersection laws hold, 
(i). ⇁( ∩ ) = ⇁ ∪ ⇁  
(ii). ⇁( ∪ ) = ⇁ ∩ ⇁  
Proof (i).LHS: 

∩ ) 
= {⟨x, min(τ  (x), τ  (x)), min(ω  (x), ω  (x)), max(υ  (x), υ  (x)), max(r, s)⟩/x ∈X} 
⇁( ∩ Fs) 
= {⟨x, max(υ  (x), υ  (x)), min(ω  (x), ω  (x)), min(τ  (x), τ  (x)), max(r, s)⟩/x ∈X} 
RHS: 
⇁ ∪ ⇁ Fs 
⇁ = {⟨x, υ  (x), ω  (x), τ  (x); r⟩/x ∈X} 
⇁ Fs = {⟨x, υ  (x), ω  (x), τ  (x); s⟩/x ∈X} 
= {⟨x, max(υ  (x), υ  (x)), min(ω  (x), ω  (x)), min(τ  (x), τ  (x)), max(r, s)⟩/x ∈X} 
=⇒⇁(E ∩ F) = ⇁ E∪ ⇁ F 
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Similarly, we can prove the result (ii). 
 
Remark 3.13. 
Spherical picture fuzzy sets does not satisfies the following De Morgan laws under the ′+′ 
and ′.′operation which is illustrated with suitable example in the given below. 
(i). ⇁( +max ) = ⇁ .  ⇁  
(ii). ⇁( .  ) = ⇁ +max ⇁  
 
Example 3.14. Let us have two Spherical Picture Fuzzy Sets and are given by, 

= {⟨x, υ  (x), ω  (x), τ  (x); r⟩/x ∈X} and 
= {⟨x, υ  (x), ω  (x), τ  (x); s⟩/x ∈X} 

Then the following De Morgan’s law does not satisfy under the addition and multiplication 
operations = {(u, 0, 0.8, 0.2; 0.5), (v, 0.6, 0.2, 0.2; 0.5), (w, 0.3, 0.7, 0; 0.5)} 

= {(u, 0, 0.5, 0.5; 0.6), (v, 0.4, 0.2, 0, 4; 0.6), (w, 0.4, 0.5, 0.1; 0.6)} 
⇁ = {(u, 0.2, 0.8, 0; 0.5), (v, 0.2, 0.2, 0.6; 0.5), (w, 0, 0.7, 0.3; 0.5)} 
⇁ = {(u, 0.5, 0.5, 0; 0.6), (v, 0.4, 0.2, 0, 4; 0.6), (w, 0.1, 0.5, 0.4; 0.6)} 
LHS: 
⇁( +max ) ={(u, 0.1, 0.4, 0.8; 0.5), (v, 0.8, 0.4, 0.76; 0.5), (w, 0, 0.35, 0.58; 0.5)} 
RHS: 
⇁ .  ⇁ = {(u, 0.1, 0.6, 0.8; 0.6), (v, 0.8, 0.36, 0.76; 0.6), (w, 0, 0.85, 0.58; 0.6)} 
=⇒LHS ≠RHS 
=⇒⇁( +max Fs)≠⇁ .  ⇁  
 
Example 3.15. Let X={u,v,w} be the universal set. 
E = {(u, 0, 0.8, 0.2; 0.5), (v, 0.6, 0.2, 0.2; 0.5), (w, 0.3, 0.7, 0; 0.5)} 
F = {(u, 0, 0.5, 0.5; 0.6), (v, 0.4, 0.2, 0, 4; 0.6), (w, 0.4, 0.5, 0.1; 0.6)} 
⇁ = {(u, 0.2, 0.8, 0; 0.5), (v, 0.2, 0.2, 0.6; 0.5), (w, 0, 0.7, 0.3; 0.5)} 
⇁ = {(u, 0.5, 0.5, 0; 0.6), (v, 0.4, 0.2, 0, 4; 0.6), (w, 0.1, 0.5, 0.4; 0.6)} 
LHS: 
⇁( .max ) ={(u, 0.6, 0.9, 0.9; 0.6), (v, 0.52, 0.36, 0.24; 0.6), (w, 0.1, 0.85, 0.12; 0.6)} 
RHS: 
⇁ +max ⇁ = {(u, 0.6, 0.4, 0; 0.6), (v, 0.52, 0.4, 0.24; 0.6), (w, 0.1, 0.35, 0.12; 0.6)} 
⇒LHS ≠RHS 
⇒⇁( .max ) ≠⇁ +max ⇁  
 
Proposition 3.16: (Distributive property) 
Let us have three Spherical Picture Fuzzy Sets , and given by, 

= {⟨x, τ  (x), ω  (x), υ  (x); r⟩/x ∈X}, = {⟨x, τ  (x), ω  (x), υ  (x); s⟩/x ∈X} and 
= {⟨x, τ  (x), ω  (x), υ  (x); t⟩/x ∈X} 

Then the following distributive properties hold, 
(i) ( ∩ ) ∪ = ( ∪ ) ∩  ( ∪ ) 
(ii)( ∩ ) ∪ = ( ∪ ) ∩  ( ∪ ). 
Proof (i).LHS: 
( ∩ ) ∪  
= {⟨x, min(τ  (x), τ  (x)), min(ω  (x), ω  (x)), max(υ  (x), υ  (x)), max(r, s)⟩/x ∈X} 
= {⟨x, max(min(τ  (x), τ  (x)) + τ  (x)), min(min(ω  (x), ω  (x)) + ω  (x)), min(max(υ  (x), 
υ  (x) + υ  (x))), max(r, s, t)⟩/x ∈X} 
={⟨x, max(min(τ  (x) + τ  (x), τ  (x) + τ  (x)), min(min(ω  (x) + ω  (x), ω  (x) + ω  (x)), 
min(max(υ  (x) + υ  (x), υ  (x) + υ  (x))), max(r, s, t)⟩/x ∈X} 
= {⟨x, min(max(τ  (x) + τ  (x)), max(τ  (x) + τ  (x)), min(min(ω  (x) + ω  (x), min(ω  (x)+ 
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ω  (x)), max(min(υ  (x) + υ  (x)), min(υ  (x) + υ  (x)), max(r, s, t)⟩/x ∈X} 
=( ∪ ) ∩ ( ∪ ) = RHS 
Hence, ( ∩ ) ∪ = (Er ∪ ) ∩ ( ∪ ). 
Similarly, we can prove the result (ii). 
 
Proposition 3.17. 
Let us have three Spherical Picture Fuzzy Sets , and given by, 

= {⟨x, τ  (x), ω  (x), υ  (x); r⟩/x ∈X}, = {⟨x, τ  (x), ω  (x), υ  (x); s⟩/x ∈X} and 
= {⟨x, τ  (x), ω  (x), υ  (x); t⟩/x ∈X} 

Then the following properties hold, 
(i) +min ( ∪ ) = ( +min ) ∪  ( +min ). 
(ii) +min ( ∩ ) = ( +min ) ∩ ( +min ). 
Proof (i). LHS: 

+min ( ∪ ) 
= {⟨x, max(τ  (x), τ  (x)), min(ω  (x), ω  (x)), min(υ  (x), υ  (x)), min(s, t)⟩/x ∈X} 
= {⟨x, (τ  (x) + max(τ  (x), τ  (x)) − 
(τ  (x).max(τ  (x), τ  (x))), (ω  (x).min(ω  (x).ω  (x))), υ  (x). 
min(υ  (x).υ  (x)), min(r, s, t)⟩/x ∈X} 
= {⟨x, max(τ  (x) + τ  (x), τ  (x) + τ  (x)) − 
max(τ  (x).τ  (x), τ  (x).τ  (x)), min(ω  (x).ω  (x), ω  (x). 
ω  (x)), min(υ  (x).υ  (x), υ  (x).υ  (x)), min(r, s, t)⟩/x ∈X} 
= 
{⟨x, max(τ  (x)+τ  (x)−τ  (x).τ  (x), τ  (x)+τ  (x))−τ (x).τ (x)), min(ω  (x).ω  (x), ω  (x). 
ω  (x)), min(υ  (x).υ  (x), υ  (x).υ  (x)), min(r, s, t)⟩/x ∈X} 
= ( +min ) ∪ ( +min ) = RHS 
Hence, +min ( ∪ ) = ( +min ) ∪  ( +min ). 
Similarly, we can prove the result (ii). 
 
Proposition 3.18. 
Let us have three Spherical Picture Fuzzy Sets , and given by, 

= {⟨x, τ  (x), ω  (x), υ  (x); r⟩/x ∈X}, = {⟨x, τ  (x), ω  (x), υ  (x); s⟩/x ∈X} and 
= {⟨x, τ  (x), ω  (x), υ  (x); t⟩/x ∈X} Then the following additive properties hold, 

(i) .  ( ∪ ) = ( . ) ∪  ( . ) 
(ii) .  ( ∩ ) = ( . ) ∩ ( . ). 
Proof. (i).LHS: 

. ( ∪ ) 
= {⟨x, max(τ  (x), τ  (x)), min(ω  (x), ω  (x)), min(υ  (x), υ  (x)), max(s, t)⟩/x ∈X} 
= {⟨x, (τ  (x).max(τ  (x), τ  (x))), (ω  (x)+min(ω  (x), ω  (x))−(ω  (x).min(ω  (x), ω  (x))), 
(υ  (x) + min(υ  (x), υ  (x))) − (υ  (x).min(υ  (x), υ  (x))), min(r, s, t)⟩/x ∈X} 
= {⟨x, (max(τ  (x).τ  (x), τ  (x).τ  (x))), (min(ω  (x) + ω  (x), ω  (x) + ω  (x)) − min(ω  (x). 
ω  (x), ω  (x).ω  (x))), min(υ  (x) + υ  (x), υ  (x) + υ  (x)) − min(υ  (x).υ  (x), υ  (x).υ  (x)), 
min(r, s, t)⟩/x ∈X} 
= {⟨x, (max(τ  (x).τ  (x), τ  (x).τ  (x))), min(ω  (x) + ω  (x) − ω  (x).ω  (x), ω  (x) + ω  (x)- 
ω  (x).ω  (x)), min(υ  (x) + υ  (x) − υ  (x).υ  (x), υ  (x) + υ  (x) − υ  (x).υ  (x)), min(r, s, t)⟩ 
/x ∈X} 
=( . ) ∪  ( . ) = RHS 
Hence, .  ( ∪ ) = ( . ) ∪  ( . ). 
Similarly, we can prove the result (ii). 
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CONCLUSION 
 
In this paper, a new concept of Spherical Picture fuzzy set was introduced which is an expansion of Circular-
Intuitionistic fuzzy sets and in addition we have presented the geometrical interpretation of PFSs and SPFSs. The 
basic operations like union, intersection, complement, addition and multiplication are defined on SPFSs and based 
on the operations some of their properties over Spherical picture fuzzy sets are discussed. We observe that, Spherical 
Picture Fuzzy Sets satisfies commutative, associative, complementary and distributive properties under the union, 
intersection, addition and multiplication. In addition, it satisfies De Morgan ‘slaws for the operations union and 
intersection and it does not satisfy the De Morgan’s laws for the operations addition and multiplication which is 
illustrated with suitable example. As a future work some more properties and distance measures over Spherical 
Picture Fuzzy sets will be studied, which will be more useful to study their applications in the field of medical 
diagnosis, pattern recognition and decision making. 
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Figure 1. Geometrical interpretation of PFS 

 

 
Figure 2. Geometrical interpretation of SPFSs 
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In this paper the score function is used to solve Matrix game with Trapezoidal Intuitionistic Fuzzy(TrIF) 
payoff. The proposed method is applied to defuzzify the payoff matrix and the matrix is solved by mixed 
strategy method. The technique is illustrated by a numerical example. 
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INTRODUCTION 
 
Game theory is the study of handling the situations where two conflicting interests exist. In general the matrix games 
with × payoffs are reduced to 2 × 2 matrix to find the optimal strategies and value of the game [3]. The payoff 
matrix may or may not have saddle points. The matrix without saddle points are reduced to 2 × 2 matrix by the most 
popular dominance principle [7].In real life situations there are lot of problems arises which cannot be explained in 
simple crisp sense. Zadeh [5] introduced the concept of fuzzy sets used in game theory to deal with that. The concept 
of Intuitionistic fuzzy sets developed by Atnassov [4] provides membership as well as non-membership functions 
which are found more useful in game theory to represents the players acceptance level and the hesitance level 
regarding a decision making situation [8]. In the multi criteria decision making the method of solving the vague set 

ABSTRACT 

 RESEARCH ARTICLE 
 

http://www.tnsroindia.org.in
mailto:sasiganesh2306@gmail.com


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

63677 
 

   
 
 

by using the score function is established by S.M.Chen[13] and Q.Zhang [12]. Then the method is applied on 
Intuitionistic fuzzy sets [9]. The average index and deviation index are used to denote the level of belongingness and 
non-belongingness of the payoff . The method is designed to overcome the drawbacks of the existing method and 
gives more accuracy level in finding the optimal solution for the decision maker[6]. In this paper Trapezoidal 
Intuitionistic fuzzy payoff matrix is considered then reduced into the crisp payoff matrix using the score function. 
 
This paper is organized as follows. In section 2 basic definitions of Intuitionistic fuzzy and Trapezoidal Intuitionistic 
fuzzy number are given with their cut sets and arithmetic operations. The score function  for TrIFN is defined in 
section 3 and in section 4 a numerical example of voting share problem between two political parties is solved which 
is to help the voting agent to find the possible number of votes will be registered in the area before the poling day. 
The conclusion has been drawn in section 5. 
 
Preliminaries 
Definition 2.1: 
Let = { , , . . . . . , } be a finite universal set. An intuitionistic fuzzy set  in a given universal set �is of the form  

= {〈 , ( ), ( )〉:  ∈ } , 
where the functions ( ), ( )are the degree of membership and degree of non - membership  of an element 

 ∈  , and they satisfy the condition  0 ≤ ( ) + ( ) ≤ 1,∀  ∈ , 
 = 1,2,3, ….. 
 
Definition 2.2: 
A Trapezoidal Intuitionistic Fuzzy Number (TrIFN) is an Intuitionistic fuzzy number denoted as 

= 〈 , ℎ, , ℎ ; , 〉in ℝ with membership function  and non-membership function  are defined as  

                                            ( ) =

⎩
⎪⎪
⎨

⎪⎪
⎧

−
ℎ−     , ≤ ≤ ℎ

 ,     ℎ ≤ ≤
ℎ −
ℎ −

 ,   ≤ ≤ ℎ

0,    ℎ

 

And 

( ) =

⎩
⎪
⎪
⎨

⎪
⎪
⎧(ℎ − ) + −

ℎ −
    , ≤ ≤ ℎ

 ,     ℎ ≤ ≤
− + ℎ −

ℎ −
,   ≤ ≤ ℎ

1,    ℎ

 

Arithmetic operations on TrIFN: 
Let = 〈 , ℎ, ,ℎ ; , 〉 and = 〈 , , , ; χ , η 〉 be two TrIF numbers. The arithmetic operations between 
the two numbers are of the form 

+ = 〈 + , ℎ + , + , ℎ + ; ˄ , ˅ 〉 
− = 〈 −�,ℎ −�, −�,ℎ −� ; ˄ , ˅ 〉 

× =

⎩
⎪⎪
⎨

⎪⎪
⎧ , ℎ , , ℎ ; ˄ , ˅ ,    > 0  > 0

,ℎ , ,ℎ ; ˄ , ˅  ,    < 0  > 0

ℎ , ,ℎ , ; ˄ , ˅  ,  > 0    < 0

ℎ , ,ℎ , ; ˄ , ˅  ,  < 0    < 0
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=

⎩
⎪⎪
⎨

⎪⎪
⎧ / ,ℎ/ , / ,ℎ/ ; ˄ , ˅  ,  > 0  > 0

ℎ/ , / , ℎ/ , / ; ˄ , ˅ ,    < 0  > 0

/ ,ℎ/ , / , ℎ/ ; ˄ , ˅  ,  > 0  < 0

ℎ/ , / ,ℎ/ , / ; ˄ , ˅ ,  < 0  < 0

 

For any real number , 

=
〈 , ℎ , , ℎ ; , 〉,  > 0
〈 ℎ, , ℎ, ; , 〉, < 0 

 

= 〈 1/ℎ, 1/ , 1/ℎ, 1/ ; , 〉 
Cut sets of TrIF Numbers: 
For = 〈 ,ℎ , ,ℎ ; , 〉the ( , ) cut sets of is a subset of ℝ defined as 

, = { : ( ) ≥ , ( ) ≤ } . −cut of is 

= +
ℎ −

, ℎ −
ℎ −

 

−cut of is 

=
(1 − )ℎ+ ( − )

1− ,
(1 − ) + ( − )ℎ

1−  

Definition 2.3: 
The mean values of the ( , ) cut sets of are denoted as  and  written as 

=
+ ℎ + ℎ − − ℎ −

2  

And 

=
(1− ) ℎ + + + ℎ ( − )

2(1 − )  

Definition 2.4: 
The average index of membership and non-membership functions is denoted as ( ) and ( ) for the TrIFN  which 
are defined as  

=  

           =
+ ℎ + ℎ − − ℎ −

2
 

           = 4 + ℎ + ℎ +  

=  

           =
(1 − ) ℎ + + + ℎ ( − )

2(1− )  

           =
1

4(1 − ) + ℎ + ℎ+ (1 + ) + 2 ℎ + − − ℎ  

Definition 2.5: 
The deviation index of the membership function is denoted as  and non-membership function is denoted as 

 defined by using the mean values  and where 

=
( − ) ℎ −

2  

=
( − ) ℎ −

2(1− )  

The deviation index is calculated as 
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= ∫  

            =
( − ) ℎ −

2
 

            =
1
4 ℎ −  

And 

=  

            =
( − ) ℎ −

2(1− )  

           =
1
4

(1 − ) ℎ −  

 
Comparer Index 
For two TrIFNs  and  the average index of the membership functions are  and for non-membership 
functions  and . The deviation index for the membership and non-membership functions of two TrIFNs are 

, ( ) and , ( ) then the comparer index between the two numbers is defined as  

₢ , =
− − −

max
̃ ,

( ̃) − ( ̃)
 

Which leads to the following results 
i. If ₢ , < 0 then  is greater than  , denoted as >  

ii. If ₢ , > 0, then <  
iii. If ₢ , = 0, then =  where >,<and = are the Intuitionistic equal symbols of >, < and = . 

Example 2.1: 
The comparer Index of TrIF numbers is illustrated with a numerical example. Let  

= 〈(10,12.5,14,17); 0.5,0.3〉 and = 〈(11,13,14.5,16); 0.6,0.2〉 be two TrIFN. The average index values of  , are 
= 6.69 , = 8.18 , = 20.72 and = 17.76 . The deviation index values of  ,  are =

0.875, = 0.75 , = 1.225 and = 1 

₢ , =
(0.2)(20.72− 6.69)− (0.2)(17.76− 8.18)

(0.2)(0.2)(1.225− 0.875) = 63.57 > 0 

Which implies <  . 
 
Score Function 
The score function for Trapezoidal Intuitionistic Fuzzy Numbers is defined as  

=
−

 

And it has the following two properties 
i. + = + ( ) 

ii. =  
 
TrIFN In Matrix Form : 
For players  and , player  has m number of strategies and player  has n number of strategies . The players 
choose their own strategy and attains an outcome depend upon their choice. At the end of the game the outcome is 
known as the payoff matrix. The m× payoff matrix of the TrIFN  

= 〈 , ℎ, , ℎ ; , 〉 is of the form 
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⋮
⎣
⎢
⎢
⎡ …

…
⋮ … ⋱ ⋮

… ⎦
⎥
⎥
⎤
 

If player chooses strategy  and  chooses strategy  then the payoff is . For the TrIF game the minmax and 
maximin strategies are to maximize the minimum gain and minimize the maximum loss. For  the strategy is defined 
as 
Max-min= ⋁ ⋀ 〈 , ℎ , , ℎ ; , 〉  

Min-max= ⋀ ⋁ 〈 , ℎ , , ℎ ; , 〉  
The saddle point of the TrIF game is the ( , )  position of the payoff matrix satisfy the condition 

 
Simply written as 

 ̃  =  ̃  
  

= { ̃  }
  

 

The saddle point  ̃   is called the value of the TrIF game and denoted as  . The strategies are the optimal strategies of the 
game. 
 
Definition 3.1: 
The expected payoff for the strategies = ( , , … … , ) and = ( , , … … , ) for the TrIFN  is defined as 

( , ) = 〈 ,ℎ , ,ℎ ; , 〉  

For players  and , player  choose strategy y to maximize his expectation and  chooses z to minimize the 
maximum expectation of . 

( , ) = ( ∗ , ∗) = ( , ) 

( ∗ , ∗) is the strategic saddle point of the game and = ( ∗ , ∗) is the value of the game. 
 
Voting share Problem 
The voting share problem is defined in a situation where an election is going to be conducted in a city and there are 
two major political parties competing with each other to gain more votes and win the election. The number of voters 
in the city is constant. So ,it is same for both the parties. Each parties have their own set of strategies to increase their 
possibility of winning the election. Let  and  be the two political parties. 
 Party ′s strategies are as follows, 

:  Increasing door to door campaigning 
: Making alliances with small political parties in the area 
: Doing campaigning and rallies by celebrities. 

Party ′s strategies are, 
: Making lot of promises to people and pledges to execute them 
: Addressing the current problems of the voters and promises to rectify them 
: Capturing the mistakes of the previous ruling party and giving assurance to solve them. 

Now the voting agents of the Election commission can not say the exact voting percentage of the area before the 
voting day. But they have certain level of confidence and also hesitance due to bad weather forecast ,or previous 

         …           
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election results or the opinion poll. In this situation we consider the payoff matrix as Trapezoidal Intuitionistic fuzzy 
number. 

                                      
〈(5,6,7,8); 0.6,0.2〉 〈(5,7,8,9); 0.5,0.3〉 〈(4,6,7,9); 0.4,0.2〉
〈(4,6,7,9); 0.5,0.2〉 〈(4,5,6,7); 0.4,0.3〉 〈(5,7,9,10); 0.5,0.1〉
〈(6,7,8,9); 0.4,0.2〉 〈(3,5,6,7); 0.6,0.2〉 〈(3,5,7,8); 0.5,0.3〉

 

 
Here the payoff  〈(5,6,7,8); 0.6,0.2〉 denotes the player  chooses strategy  and player  chooses strategy . The 
expected votes in favour of   is between 6 and 7 lakhs with lower bound of 5 lakhs and upper bound of 8 lakhs. The 
confidence level is 0.6 and the hesitance level is 0.2 . 
Using the ranking method mentioned above we get table 1 
By using the score function the crisp payoff matrix is 
 

             
22.75 39.375 14.625
17.33 21.2 12.19

16.875 19 31.475
 

Here ⋁ ⋀ = (3,1) ≠ (1,1) = ⋀ ⋁ . So the game does not have saddle point. Using the method of dominance 
the payoff matrix is reduced into 2 × 2 payoff matrix of the form 
 

                  
22.75 14.625

16.875 31.475  

 
By using mixed strategies method the probabilities for player  plays strategies  and  are ∗ =  and ∗ = . 
Similarly ∗ =  and ∗ =  are the probabilities for player  chooses strategies  and  . And value of the game 
is 20.65 .The optimal score is in favour of player . The value of the game in form of TrIFN is written as 
16
25

〈(5,6,7,8); 0.6,0.2〉 +
9

25
〈(6,7,8,9); 0.4,0.2〉 = 〈(5.36,6.36,7.36,8.36); 0.4,0.2〉 

For player  the expected optimal votes are between 6.36 and 7.36 lakhs. Which could be as low as 5.36 lakhs and as 
high as 8.36 lakhs. The maximum confidence level and minimum hesitance level are 0.4 and 0.2 . 
 
CONCLUSION 
 
In this paper payoff matrix with TrIF values is solved. The TrIF payoff matrix is converted into crisp payoff matrix 
using the score function. The method is applied on voting share problem between two political parties. The merit of 
this method is it can be used to find the optimal solution as nearly as possible. 
 
Statements and Declaration 
The authors declare that they have no known competing financial interests or personal relationships that could have 
appeared to influence the work reported in this paper. 
 
REFERENCES 
 
1. H.J.Zimmermann, “Fuzzy set theory and it’s Applications”, Norwell,M.A.Kluwer(1985). 
2. J.F.Nash, “Non Cooperative Games”, Annals of Mathematics, 286-295 (1951). 
3. J.Von Neumann, D.Morgenstern, “The Theory of Games in Economics Behaviour”, New York , Wiley(1944). 
4. K.Atanassov, “Intuitionistic Fuzzy sets”, Fuzzy sets and systems, 87-96(1986). 
5. L.A.Zadeh, “Fuzzy Sets” , Inform.contr.vol-8.338-353(1965). 

Sasikala   and Sahathana Thasneem 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

63682 
 

   
 
 

6. M.R.Seikh, P.K.Nayak, M.Pal, “Generalized Triangular Fuzzy Numbers in Intuitionistic Fuzzy Environment”, 
International Journal of Engineering and Research and Development, vol 5,Issue 1,08-13,(2012). 

7. Kanti Swarup, P.K.Gupta, Manmohan, “An Introduction to management science”, 
8. Operations Research, Sultan&sons,newdelhi.,(2010). 
9. K.Atanassov,C.Georgiev, “Intuitionistic fuzzy prolog”, Fuzzy sets syst,vol-53,pp 121-128,(1993). 
10. I.Nihizaki, M.Sakawa, “Max-min solution for fuzzy Multi objective Matrix Games”, Fuzzy sets and systems, vol-

61,pp 265-275,(1994). 
11. P.K.Nayak, M.Pal, “Linear Programming Technique to solve Two person Matrix games with Interval 

Payoffs”,Asia-Pacific Journal of Operational Research, vol-26,pp 285-305,(2009). 
12. Q.Zhang ,Y.Meng, “A Note on handling multicriteria fuzzy decision making problem based on vague set 

theory”, IEEE International Conference on Systems, Man and cybernetics,(2006). 
13. S.M.Chen ,J.M.Tan, “Handling Multicriteria Fuzzy decision making problems based on vague set theory”,Fuzzy 

sets and systems,vol-144,pp 103-113,(2000). 
 
Table 1: The average and deviation index values of the payoff  matrix 
 

,  
    

= 1, = 1 3.9 8.45 0.45 0.6 
= 1, = 2 3.625 11.5 0.5 0.7 
= 1, = 3 2.6 8.45 0.5 1 
= 2, = 1 3.25 8.45 0.625 1 
= 2, = 2 2.2 8.56 0.3 0.525 
= 2, = 3 3.875 8.75 0.625 1.125 
= 3, = 1 3 9.75 0.3 0.6 
= 3, = 2 3.15 6.95 0.6 0.8 
= 3, = 3 2.875 9.17 0.625 0.875 
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INTRODUCTION 
 
Let H be a complex Hilbert space, an operator T is normal if T T*= T*T . In this paper, we will study some properties 
of (α,β) Quasi-Class (Q) operators. This has been done by relaxing some conditions of normality and introducing 
classes such as (α,β)-Quasi Normal as covered in [4] and [9] . E-Rasoul, M.Farzollah and Ali Morassaei [5] presented 
the concept of (α,β) – Normal operators in Hilbert spaces. Throughout the paper, H denotes the usual Hilbert space 
over the complex field and the separable, infinite-dimensional B (H) Banach algebra of all bounded linear algebra in 
Hilbert space H. 
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Preliminaries 
Let B(H) stand for the complex Hilbert space H's Banach algebra of all bounded linear operators. 
 
Definition 2.1 
It is referred to as an operator T ∈ B(H) is said to be Class (Q) if  T*2 T 2 = (T*T )2  
 
Definition 2.2 
It is referred to as an operator T ∈ B(H) is said to be Quasi-Class (Q) if T (T*2 T2)=(T*T)2T  
 
Definition 2.3 
It is referred to as an operator  T ∈ B(H) is said to be (α,β) Class (Q) if  
 [α2 T*2 T2]  ≤  (T*T)2   ≤  [β2 T*2 T2]   
Definition 2.4 
 It is referred to as an operator T ∈ B(H) is said to be Normal if T*T = TT* 
 
Definition 2.5 [2] 
 It is referred to as an operator  T ∈ B(H) is said to be  (α,β)- Normal if 
 β 2 T*T ≥ T T*≥ α2 T*T 
 
MAIN RESULTS 
When an operator T∈B(H) is said to be (α,β) Quasi-class (Q) if T [α2 T*2 T2]  ≤  (T*T)2  T ≤  T[β2 T*2 T2]  and ( , )-

quasi normal operator ][][][ *2**2 TTTTTTTTT   for 0 ≤ α ≤  1 ≤ β where T* is the ad joint of the 
operator T. Assume (A, Σ, μ) be a ′  ′  finite measure space. A  Σ-measurable mapping from X onto itself is a 
transformation T on (A, Σ) such that  C f = fοT for f  in  L (µ). It is known that T induces a bounded linear operator 
CT on  if and only if the measure    is absolutely continuous in relation to the measure μ and h = /dμ is 
the Radon . Nikodyn derivative of measure  with respect to the μ. A weighted composition operator is linear 
transformation acting on a set of complex valued Σ-measurable function f of the form = °  where w is 
complex valued,   Σ-measurable function. 
 
 ( , ) Quasi Class (Q) and ( , ) Quasi Normal Composition Operators 
Theorem 3.1.1 
 If T∈B(H), ∈ ( ( )) then   is (α, β) normal iff  

( ∗ ) ≤ ∗ ≤ ( ∗ ). 
 
Proof 

 is  (α,β) normal  ( ∗ ) ≤ ∗ ≤ ( ∗ ) 
 ( ∗ ) ≤ ∗ 
⟺   ( ∗ − ∗) , ) ≤ 0 
⟺    ⟨ ℎ | ⟩ − ⟨ℎ° | ⟩ ≤ 0 
⟺ (ℎ. ) / ≥ | | ℎ /     ---------------(1) 
 
 Consider  
 ∗ ≤ ( ∗ ) 
⟺    ( ∗ − ( ∗ )) , ) ≤ 0  
⟺      ⟨ℎ° | ⟩ − ⟨ ℎ | ⟩ ≤ 0 
⟺     | | ℎ / ≥ (ℎ. ) /   ---------------(2) 
 
From (1) and (2) 
| | ℎ / ≤ (ℎ. ) / ≤ | | ℎ /  
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Theorem 3.1.2 
If T∈B(H),   is  (α, β) class (Q) iff | |ℎ ≤ ≤ | |ℎ  
Proof 
If   is  (α,β) class (Q) then  

∗
  ≤  ( ∗ ) ≤  ∗

   
Consider 

∗
  ≤  ( ∗ )  

( ∗
  −  ( ∗ ) , ) ≤ 0 

| |ℎ ≤                            -------------(3) 
 
Consider 
( ∗ ) ≤  ∗

   
 ( ∗ ) −( ∗

  , ) ≤ 0 
≤ | |ℎ                                 --------------(4) 

From (3) and (4)  
| |ℎ ≤ ≤ | |ℎ  
 
Theorem 3.1.3 
 If T∈B(H), ∈ ( ( )) then   is (α, β) Quasi normal   iff  

( ∗ ) ≤ ( ∗) ≤ ( ∗ ). 
 
Proof 

 is  (α,β) normal  ( ∗ ) ≤ ( ∗) ≤ ( ∗ ) 
( ∗ ) ≤ ( ∗)  

⟺   ( ( ∗ ) − ∗ ) , ) ≤ 0 
⟺    ⟨ ℎ | ⟩ − ⟨ℎ° | ⟩ ≤ 0 
⟺ (ℎ. ) / ≥ | | ℎ /     ---------------(5) 
 
 Consider 
( ∗) ≤ ( ∗ ) 
⟺    ( ∗ − ( ∗ )) , ) ≤ 0  
⟺      ⟨ℎ° | ⟩ − ⟨ ℎ | ⟩−≤ 0 
⟺     | | ℎ / ≥ (ℎ. ) /   ---------------(6) 
From (5) and (6) 
| | ℎ / ≤ (ℎ. ) / ≤ | | ℎ /  
 
Theorem 3.1.4 
If T∈B(H),   is Quasi class (Q) if ℎ =  a.e. 
 
Proof 

 is Quasi class(Q) 
( ∗ ) = ( ∗ )  
⟺ ⟨ ( ∗ ) − ( ∗ ) | ⟩ = 0 
⟺ ⟨ ( ∗ ) | ⟩ − ⟨( ∗ ) | ⟩ = 0 
⟺ ℎ =  a.e. 
 
Theorem 3.1.5 
If T∈B(H),  is  (α, β) Quasi class (Q) iff  | |ℎ ≤ ≤ | |ℎ  
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Proof 
If   is  (α,β) Quasi class (Q) then  

( ∗
  ) ≤  ( ∗ ) ≤  ( ∗

 ) 
Consider 

( ∗
  ) ≤  ( ∗ )  

( ( ∗
  ) −  ( ∗ ) , ) ≤ 0 

T| |ℎ ≤                  ------------------(7) 
 
Consider 
( ∗ ) ≤  ( ∗

  ) 
(( ∗ ) − ( ∗

  ) , ) ≤ 0 
≤ | |ℎ                              --------------------(8) 

From (7) and (8) 
| |ℎ ≤ ≤ | |ℎ  

 
( , ) Quasi Class (Q) and  ( , )  Quasi Normal Weighted Composition Operators 
Theorem 3.2.1 
 If T∈B(H), Suppose ∑ = ∑   Then W is (α, β) normal iff  
 ( ∗) ≤  ( ∗ ) ≤ ( ∗) 
 
Proof 
Consider ( ∗) ≤  ( ∗ ) 
⟺ ⟨ ( ∗) − ( ∗ ) | ⟩ ≤ 0    ∀ ∈  
⟺ (ℎ° ) ≤  ℎ °                ------------------------------(9) 
 
Consider ( ∗ ) ≤  ( ∗) 
⟺ ⟨( ∗ ) − ( ∗) | ⟩ ≤ 0          ∀ ∈  
⟺  ℎ ° ≤ (ℎ° )               ------------------------------(10) 
From (9) and (10) 

(ℎ° ) ≤  ℎ ° ≤ (ℎ° ) 
 
Theorem 3.2.2 
 If T∈B(H), W is (α, β) Class (Q) iff  [ℎ ( ° ] ≤  ℎ ( )° ≤ [ℎ ( ° ]  
Proof 
Let = ( ° ) and ∗ = ℎ ( )°  
W is (α,β) Class (Q) 

( ∗) ≤  ( ∗) ≤ ( ∗)  
Consider 
⟺ ( ∗) ≤  ( ∗)  
⟺ ⟨ ( ∗ ) − ( ∗ ) | ⟩ ≤ 0  ∀ ∈  
⟺ [ℎ ( ° ] ≤  ℎ ( )°    ---------------------(11) 
 
Consider 
⟺  ( ∗) ≤ ( ∗)  
⟺ ⟨( ∗ ) − ( ∗ ) | ⟩ ≤ 0          ∀ ∈  
 ⟺ℎ ( )° ≤ [ℎ ( ° ]                    ---------------------(12) 
From (11) and (12) 

[ℎ ( ° ] ≤  ℎ ( )° ≤ [ℎ ( ° ]  
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Theorem 3.2.3 
If T∈B(H), Suppose ∑ = ∑  Then W is (α, β) Quasi normal iff  
 [ ( ∗)] ≤ [( ∗ )] ≤ [ ( ∗)] 
 
Proof 
Consider [ ( ∗)] ≤ [( ∗ )]  
⟺ ⟨ ( ∗) − ( ∗ ) | ⟩ ≤ 0   ∀ ∈  
⟺ (ℎ° ) ≤  ℎ °            ---------------------(13) 
 
Consider ( ∗ ) ≤ [ ( ∗)] 
⟺ ⟨( ∗ ) − ( ∗) | ⟩ ≤ 0   ∀ ∈  
⟺  ℎ ° ≤ (ℎ° )          ------------------------------(14) 
From (13) and (14) 

(ℎ° ) ≤  ℎ ° ≤ (ℎ° ) 
 
Theorem 3.2.4 
If T∈B(H), W is (α, β) Quasi Class (Q) iff  
 [ℎ ( ° ] ≤  ℎ ( )° ≤ [ℎ ( ° ]  
Proof 
Let = ( ° ) and ∗ = ℎ ( )°  
W is (α,β) Quasi Class (Q) 

[ ( ∗) ] ≤ [( ∗) ] ≤ [ ( ∗) ] 
Consider 
⟺ [ ( ∗) ] ≤ [( ∗) ]  
⟺ ⟨ ( ∗ ) − ( ∗ ) | ⟩ ≤ 0   ∀ ∈  
 ⟺ [ℎ ( ° ] ≤  ℎ ( )°             --------------------(15) 
Consider 
⟺ [( ∗) ] ≤ [ ( ∗) ] 
⟺ ⟨( ∗ ) − ( ∗ ) | ⟩ ≤ 0 ∀ ∈  
⟺ℎ ( )° ≤ [ℎ ( ° ]                               ---------------------(16) 
From (15) and (16) 

[ℎ ( ° ] ≤  ℎ ( )° ≤ [ℎ ( ° ]  
 
CONCLUSION 
 
We defined as the idea on (α, β)- Quasi Class (Q) and (α, β)-Quasi normal Composition and Weighted Composition 
Operators is relatively new. We attempted to prove some properties on (α, β) - Quasi Class (Q) and (α, β)-Quasi 
normal Composition and Weighted Composition Operators in complex Hilbert space. The results of this paper will 
be accessible for further research to develop application side of Functional Analysis.  
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In this article, we think about a two persons zero sum game of order 3 x  3 with estimated values in 
payoff matrix. All the estimated values are pretended to be Nonagonal fuzzy numbers. The solution of 
this kind of  fuzzy games with pure strategies by maximin-minimax principles are argued. 
 
Keywords: Fuzzy numbers, Nonagonal, Ranking of fuzzy numbers. 
  
 
INTRODUCTION 
 
Game theory is a decision theory applicable to competitive situations. It is normally used during two or more 
individuals or organisations with inconsistent purpose try to make outcomes. In such position , outcome made by 
one outcome maker affects the outcome made by one or more of the remaining outcome makers. Game theory is 
based on the minimax principle which chances that every competitor will perform so as to minimize his maximum 
loss. ( or maximise his minimum gain).Game theory is relevant to position such as two players harrowing to 
winatchess, contestant dispute an election, hard harrowing to continue their market stake, etc.. 
 
Fuzzyset[27] 
Let X be a non-empty set. A fuzzy set A in X is characterized by its membership function A→[0,1] and A(x) is 
interpreted as the degree of membership of element x in fuzzy A for each x ∈ X. 
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The  value  zero is to represent complete  non-membership the value one is used to represent complete membership 
and values in between are used to represent intermediate degrees of membership. The mapping A is also called the 
membership function of fuzzy set A. 
 
Crispset[26] 
Acrispset is a special case of a fuzzy set, in which the membership function  only takes two values, commonly 
defined as 0 and 1. 
 
Fuzzy number[27] 
A fuzzy number Ã is a fuzzy set on the real line R, must satisfy the following conditions. 
(i) There exist at least one x R0∈RR with ̅( )=1. 
(ii) µ RÃR(x)is piecewise continuous. 
(iii) Ã must be normal and convex. 
 
Nonagonal fuzzy numbers: 
 
Definition 2.1. 
An Nonagonal fuzzy number denoted by ÃRwR  is defined to be the ordered quadruple 
ÃRwR= (fR1R(r), hR1R(t),gR(s),fR2R(r),hR2R(t))  for r∈[0, ] , s∈[ , ]and  t∈[ ,1] where 
1. fR1R(r)is abounded left continuous non-decreasing function over [0, ] , [0≤ ≤ ] 
2. hR1R(t) is abounded left continuous non-decreasing function over [ , 1] , [ ≤ ≤ 1] 
3. gR(s) is a bounded continuous function over [ , ] ,[ ≤ ≤ ]. 
4. fR2R(r) is abounded right continuous non-increasing function over [0, ] , [0≤ ≤ ] 
hR2R(t)is abounded right continuous non-increasing function over [ , 1] , [ ≤ ≤ 1] 
 
Definition 2.2[28] 
A Nonagonal fuzzy number Ã=(a1, a2, a3, a4, a5, a6, a7, a8, a9) is a normal fuzzy number where a1, a2, a3, a4, a5, a6, a7, a8 , 
a9  are real number sand its membership function is given by 

̅( )=

⎩
⎪
⎪
⎪
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎪
⎪
⎪
⎧ ( ) ≤ ≤

+ ( ) ≤ ≤

+ ( ) ≤ ≤

+ ( ) ≤ ≤

1− ( ) ≤ ≤

− ( ) ≤ ≤

− ( ) ≤ ≤

( ) ≤ ≤
ℎ

 

α-cutofan Nonagonal fuzzy number 
The α-cut of an nonagonal fuzzy number Ã=( , , , , , , , , ) is 

[ ̅] =   
( ( ), ( )) r ∈ [0, ]

( ) s ∈ [ , ]
(ℎ ( ),ℎ ( )) t ∈ [ , 1]
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[ ̅] =   

⎩
⎪
⎨

⎪
⎧ + ( − ) + − ( − ) r ∈ [0, ]

+ ( − ) s ∈ [ , ]

+ ( − ) + − ( − ) t ∈ [ , 1]

 

Where ( )= + ( − ) 

( )= + ( − ) 

ℎ ( )= + ( − ) 

( )= − ( − ) 

ℎ ( )= − ( − ) 

Ranking of Nonagonal fuzzy numbers 
A measure of a number  is  a  f unc tion  : ( ) →  whi ch assign a  non - negativ e r ea l number  

 tha t ex press es  the mea sure of  .  
= ∫ ( ) + ( )  + ∫ ( )  + ∫ ℎ ( ) + ℎ ( ) . 

   Where r ∈ [0, ], s ∈ [ , ],  t ∈ [ , 1]. 
Definition3.1. 
The measure of an Nonagonal fuzzy number is obtained by the average of 
The two fuzzy side areas, left side are a and right side area, and the center part of the area from membership function 
to α-axis. 
 
Definition3.2. 
LetÃ be a normal octagonal fuzzy number. The value called the measure of calculated as follows: 

= ∫ ( ) + ( )  + ∫ ( )  + ∫ ℎ ( ) + ℎ ( )  

= {( + 2 + ) + ( + − 2 − 2 + + ) + (2 + 2 − + 2 − ) } 
  Where 0 ≤ ≤ ≤ 1. 
Solution of all 3x3 matrix game[26] 

Consider the general 3×3 game matrix A=  

To solve this game we proceed as follows: 
(i) Test for as addle point. 
(ii) If there is no saddle point, solve by finding equalizing strategies. 
The Optimal mixed strategies for player A= (pR1R,pR2R) and for playerB = (qR1R,qR2R) 
P1=  ,P2 =1-P1 ,  =  , =1-  

=(  + )-( + ) 
Value of the game V=

(  ) ( )
 

Ranking of Nonagonal 
= ∫ ( ) + ( )  + ∫ ( )  + ∫ ℎ ( ) + ℎ ( )  

= ∫ + ( − ) + − ( − )  + ∫ + ( − ))ds +       
1
2

+
−

1−
( − ) + −

−
1 −

( − )  

∫ + ( − ) + − ( − ) = 
( + ) ) +

( ) ( − − + ) 
 

= ( + + + )  

∫ + ( − )) ds = ( ) + ∫ ( − ) ds - ∫ ( − )ds 
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= {2 − 2 − 2 + 2 } 

∫ ( + ( )( − )+ − ( )( − ))dt = {( + 2 + )− + 2 − }. 

∫ + ( − ) + − ( − )  + ∫ + ( − ))ds +       

∫ + ( − ) + − ( − )  = 

( + + + ) + {2 − 2 − 2 + 2 }+ {( + 2 + )− + 2 − } 
= {( + 2 + ) + ( + − 2 − 2 + + ) + (2 + 2 − + 2 − ) } 
Where 0 ≤ ≤ ≤ 1. 
 
Numerical Example 
Consider the following   Nonagonal fuzzy game problem.     
Player B 

Player A 
(−3,−1,0,1,2,3,4,5,6) (1,3,4,5,7,8,9,10,11) (2,3,4,5,6,7,8,9,10)

(−3,−1,3,6,8,9,10,12,13) (1,2,3,5,6,10,12,13,14) (−3,−2,−1,1,3,6,8,10,13)
(−5,−4,−3,−2,1,2,3,4,5) (−1,0,1,2,3,4,5,8,12) (−5,−4,−3,−2,5,6,7,8,9)

 

Solution: 
= ∫ ( ) + ( )  + ∫ ( )  + ∫ ℎ ( ) + ℎ ( )  

= ∫ + ( − ) + − ( − )  + ∫ + ( − ))ds +       
1
2 +

−
1−

( − ) + −
−

1 − ( − )  

= {( + 2 + ) + ( + − 2 − 2 + + ) + (2 + 2 − + 2 − ) } , Where 0 ≤ ≤ ≤
1. 
Taking =0.4 and =0.6 

= (−3,−1,0,1,2,3,4,5,6) 
( )= {(2 + 2(3) + 4) + (−3 − 1− 2(0) − 2(1) + 5 + 6)(0.4) + (2(0) + 2(1) − 2 + 2(3) − 4)(0.6)} 

 = {12 + 2 + 1.2} 
( )=3.8 

= (1,3,4,5,7,8,9,10,11) ⟹ ( )=11.4, = (2,3,4,5,6,7,8,9,10) ⟹ ( )=10.3 
= (−3,−1,3,6,8,9,10,12,13) ⟹ ( )=12, 
= (1,2,3,5,6,10,12,13,14) ⟹ ( )=13.6, 
= (−3,−2,−1,1,3,6,8,10,13) ⟹ ( )=7.7 
= (−5,−4,−3,−2,1,2,3,4,5) ⟹ ( )=1.2 
= (−1,0,1,2,3,4,5,8,12) ⟹ ( )=6.2 
= (−5,−4,−3,−2,5,6,7,8,9) ⟹ ( )=4.3 

 
Pay off matrix 

3.8 11.4 10.3
12 13.6 7.7
1.2 6.2 4.3

 

Minimax = 10.3,Maximin = 7.7, Minimax ≠ Maximin 
It does not exist a saddle point. 
Row 3 is dominated by Row 1, So we delete Row 3. 

3.8 11.4 10.3
12 13.6 7.7  

Column 2 is dominated by Column 3, So we delete Column 2. 
3.8 10.3
12 7.7  

=3.8, =10.3, =12, =7.7. 
=(  + )-( + )=(3.8+7.7)-(10.3+12), = -10.8 
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P1=  = . .
.

 = 0.24, P2 =1-P1=1-0.24 =0.76 
 =  = .

.
 = 0.398 

=1- =1-0.398 = 0.602 
Value of the game V=

(  ) ( )
 = ( . ∗ . ) ( . ∗ )

.
 

V = 8.7. 
Doing in this way we can solve nonagonal & decogonal problems for the type of  
4 × 3, 5 × 3, 3 × 5 etc. 
 
CONCLUSION 
 
In this article, a method deal with 3 x 3 fuzzy game problem applying ranking of fuzzy numbers has been advised. 
The parameter k can be changed by the outcome maker to obtain the applicable decision. We may get various types 
of fuzzy game value for various values of k for the same fuzzy competitor. 
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In this paper, we have introduced Euclidean and Hamming distance measures for Spherical Picture 
Fuzzy Sets (SPFS) for the first time in literature. Spherical Picture Fuzzy sets are extensions of the 
standard Intuitionistic Fuzzy Sets, Circular Intuitionistic Fuzzy Sets, Picture Fuzzy sets, and hence of 
Zadeh's Fuzzy Sets (FS). It is a new generalized representation of distance metrics applied to Spherical 
Picture Fuzzy Sets and Spherical Picture Fuzzy Values. Spherical Picture Fuzzy Sets used to identify the 
assessment data with uncertainty in complicated realistic decision making situations when Picture Fuzzy 
sets are insufficient. Multiple criteria decision-making MCDM research has grown rapidly and is still a 
notable area of study for tackling complex decision problems. We have applied the proposed distances 
for finding radius to deal with MCDM under picture Fuzzy environment. The proposed approach helps 
decision analysts truly understand the entire evaluation process and can provide a more precise and 
efficient decision support tool compared to Picture Fuzzy sets. The effectiveness of Spherical Picture 
Fuzzy approach is illustrated with suitable example. 
 
Keywords: Picture fuzzy set, Picture fuzzy number, Spherical Picture Fuzzy Sets and Multiple attribute 
decision making. 
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INTRODUCTION 
 
In daily life, we deal problems with uncertainty in some way in kind of situation, as new mathematical tools are 
required since the standard mathematical tools(crisp sets) are insufficient to deal with overcome uncertainties. The 
concept of Fuzzy Set theory established by Zadeh [15] in 1965 in which the element has membership degree, the 
degree of belongingness is used to deal the problem under uncertain environment. In 1983, Atanassov [1] introduced 
the concept of Intuitionistic Fuzzy Sets (IFSs) which is the prime extension of Zadeh’s Fuzzy Set. It describing an 
element with membership and non-membership values such that sum of these two values less than or equal toone. 
In 1994, Atanassov [4] was defined some other operations over the Intuitionistic Fuzzy Sets. In 2001, Atanassov [6] 
examined the Sanchez’s approach for medical diagnosis andit’s application is expanded using the idea of IFS theory 
which is a generalization of fuzzy set theory. Later, the important aspect of neutrality degree is seen as lacking in 
Intuitionistic Fuzzy Set theory. In 2014, Coung [10] introduced the concept of the Picture Fuzzy Sets which is the 
prime extension of Fuzzy Sets and Intuitionistic Fuzzy Sets by including the neutrality degree for each element along 
with membership and non-membership degrees in such that sum of these three degrees must not exceed one. Coung 
and Kreinovich [10] has analyzed new operations and properties over Picture Fuzzy Sets. In 2018, Nguyen Van Dinh 
and Nguyen Xuan Thao [13] analyzed the concepts of difference between PFS-sets, distance measure, and 
dissimilarity measure between picture fuzzy sets are introduced and along with the formulas for determining these 
values. They also illustrate how it can be used in Multi Attribute Decision Making. In 2017, Chunyong Wang and 
et.al., [12] established the a few geometric operators of Picture Fuzzy Sets and discussed some of its properties and 
also they have applied these operators to resolve involving Multiple Attribute Decision Making in a Picture Fuzzy 
environment. The concept of Circular Intuitionistic Fuzzy Sets (CIFSs) introduced by Atanassov [8] in 2020 which is 
the expansion of Intuitionistic Fuzzy Sets.Circular Intuitionistic Fuzzy Sets is characterized by describing a circle 
with radius r among each point of the IFS set. In [9], Atanassov defined the range of the radius of C-IFSs lies in [0,√2] 
since the points with center⟨0, 1⟩and ⟨1, 0⟩are necessary to cover the entire Intuitionistic Fuzzy Sets triangle, which 
can be valid only when r≥√2. In this paper, we have introduced the distance measures for Spherical Picture Fuzzy 
Sets. Distance measures over Spherical Picture fuzzy sets applied to Multi criteria Decision Making for finding a 
radius which is used to overcome the insufficient situation in Picture fuzzy sets. 
 
Preliminaries 
In this section, few pre-requisites that are needed for this study overviewed. 
 
Definition 2.1. [15] Fuzzy Set 
Let X be a non-empty universal set. Each set is mapped to [0,1] by membership function is defined as  
E = {⟨x, (x)⟩/x ∈X} 
where : X → [0, 1] is the degree of membership function of the fuzzy set E and (x) ∈[0, 1] is the membership 
value of the element x ∈X in the fuzzy set E. 
 
Definition 2.2. [1]IFS 
Let X be a non-empty universal set. An intuitionistic fuzzy set (IFS) E in X is defined as  
E = {⟨x, (x), υ (x)⟩/x ∈X} 
where : X → [0, 1] and υ : X → [0, 1] with 0 ≤ (x) + υ (x) ≤ 1 for all x ∈X represents the degrees of membership 
and non-membership of the element x to the IFS E. For each IFS, the intuitionistic index or hesitancy degree of the 
element x in X to the IFS E is (x) = 1 − (x) − υ (x). 
 
Definition 2.3. [8] C-IFS 
Let X be the universe and E be its subset then, the set C-IFS is defined as, 
∗= {⟨x, (x), υ (x); r⟩/x ∈X} 

where : X → [0, 1] and υ : X → [0, 1] with 0 ≤ (x) + υ (x) ≤ 1 and r ∈[0,√2] is the radius of the circle around each 
element x ∈E, and functions : X → [0, 1] and υ : X →[0,1] represent membership degree and non-membership 
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degree of element x ∈X to a fixed set E ⊆X. We also define the hesitancy margin : X → [0, 1] by (x) = 
1− (x)−υ (x) which corresponds to the degree of indeterminacy. The radius r defined in C-IFS takes on values from 
the interval [0,1]. 
 
Definition 2.4. [10] PFS 
A Picture Fuzzy Set(PFS) E on a universe X is an object in the form of 
P = {⟨x, (x), (x), υ (x)⟩/x ∈X} 
where  (x) ∈[0, 1] is called the degree of positive membership of x in E, (x) ∈[0, 1] is 
called the degree of neutral membership of x in E and υ (x) ∈[0, 1] is called the degree of 
negative membership of x in E. where (x), (x) and υ (x) satisfy the following condition 
(x∈X) 0 ≤ (x)+ (x)+υ (x) ≤ 1 Now, (x) = (1−( (x)+ (x)+υ (x)) could be called the degree of refusal membership 
of x in E. 
 
Definition 2.5.(Spherical Picture Fuzzy Sets (SPFSs)) 
  Let us have a fixed universe X and E be its subset then, the set SPFSs is defined as, 
∗= {⟨x, (x), (x), υ (x); r⟩/x ∈X} 

where functions : X → [0, 1], : X → [0, 1] and υ : X → [0, 1] with 0 ≤ (x) + (x) + υ (x) ≤ 1 and r ∈[0,√2] is the 
radius of the sphere around each element x ∈E,represent membership degree, neutral degree and non-membership 
degree of element x ∈Xto a fixed set E ⊆X. We also define the hesitancy margin : X → [0, 1] by (x) =1 − (x) − 

(x) − υ (x) which corresponds to the degree of indeterminacy. 
 
Definition 2.6. (Distance Properties) 

AmetriconasetXisafunctiond:X×X→Rwhichsatisfythefollowingthreeconditions: 
1. d(x,y)≥0forallx,y∈Xandequalityholdsiffx=y. 
2. d(x,y)=d(y,x)forallx,y∈X(similarity) 
3. d(x,z)≤d(x,y)+d(y,z)forallx,y,z∈X(Thetriangleinequality)Here,d(x,y)representsthedistancebetweentheobje
ctsxandy. 
 
Definition 2.7. 
Consider two points x=(x1,x2,....xn) and y=(y1,y2,....yn) ∈ Rn. Following are the two most popular distance 
metrics available in literature. 
1. ,    =  ∑ ( − )  

2. ,  = ∑ -  
 
Definition 2.8. 
Let α = (τα, ωα, υα) and β = (τβ, ωβ, υβ) be two picture fuzzy numbers, then 
(1) α · β = ((τα + ωα)(τβ + ωβ) − ωαωβ, ωαωβ, 1 − (1 −υα)(1 − υβ)); 
(2) αλ = ((τα +ωα)λ −ωα

λ, ωα
λ,, 1 − (1 − υα)λ), λ > 0. 

 
Definition 2.9.[14] 
If we consider α = (τα, ωα, υα, ρα) be a picture fuzzy numbers, we can define a score function S as S(α) = 
τα  υα √ ( ) and the accuracy function H as H(α) = τα + ωα + υα, where S(α) ∈ [−1, 1] and H(α) ∈ [0, 1] respectively. 
We can take two picture fuzzy numbers α and β 
        (i) if S(α) > S(β), then α is superior to β, denoted by α ≻ β; 
       (ii) if S(α) = S(β), then 
(1) H(α) = H(β), implies that α is equivalent to β, represented by α ∼ β; 
(2) H(α) > H(β), implies that α is superior to β, represented by α ≻ β. 
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Definition 2.10. 
Let us assume that pj (j = 1, 2, ..., n) is a set of PFNs, then the picture fuzzy weighted geometric (PFWG) operator is 
defined as follow: 
PFWGw(p1, p2, ..., pn) =∏ , where w = (w1,w2,w3,…wn), and wj> 0 
 
Definition 2.11. (Distance Measures forC-IFSs) 
 
The radius of the (  (x), (x)) is the maximum of the Euclidean distance 

max [  (x)− ,  +  (x)- ,  

 
 
 
 Euclidean Distance 

( ,  ) =
1
2

(
| − |

√2
+

1
2

[( (x)− (x)) + ( (x)− (x)) ]
∈ 

 

 

,  = (| |
√

∑ [( (x)− (x)) + ( (x)− (x)) + ( (x)− (x)) ]∈  

 
Hamming Distance 
 

            ( ,  ) =
1
2

(
| − |
√2

+
1
2

[| (x)− (x)| + | (x)- (x)|]
∈ 

 

 

( ,  ) =
1
2 (

| − |
√2

+
1
2 [| (x)− (x)| + | (x)- (x)| + | (x)- )|]

∈ 

 

 
Hausdorff Distance 

                        ( ,  ) =
1
2

(
| − |

√2
+

1
[| (x)− (x)|, | (x)- (x)|]

∈  

 

      ( ,  ) =
1
2 (

| − |

√2
+

1
[| (x)− (x)|, | (x)- (x)|, | (x)- (x)|]]

∈ 

 

 
 
 
    Definition 2.12. (Distance Measures for PFSs) 
 
 Euclidean Distance 

( ,  )
1
2 [( (x)− (x)) + ( (x)- (x)) + ( (x)− (x)) ]

∈ 

 

 

( ,  )
1
2 [( (x)− (x)) + ( (x)- (x)) + ( (x)− (x)) + ( (x)− (x)) ]

∈ 
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Hamming Distance 

            ( ,  ) =
1
2 [| (x)− (x)| + | (x)- (x)| + | (x)- (x)|]

∈ 

 

 

( ,  ) =
1
2

[| (x)− (x)| + | (x)- (x)| + | (x)- (x)| + | (x)- )|]
∈ 

 

 
 Hausdorff Distance 

                        ( ,  ) =
1

[| (x)− (x)|, | (x)- (x)|, | (x)- (x)|]
∈  

 

 

           ( ,  ) =
1

[| (x)− (x)|, | (x)- (x)|, | (x)- (x)|, | (x)- (x)|]]
∈ 

 

 
 
Distance measures for Spherical Picture Fuzzy Sets 
In this section, we have defined the distance measures for Spherical Picture Fuzzy Sets which is an extension of 
Circular Intuitionistic Fuzzy Sets is given as follows. 
 
   Euclidean Distance 

( ,  ) =
1
2 (

| − |
√2

+
1
2 [( (x)− (x)) + ( (x)- (x)) + ( (x)− (x)) ]

∈ 

 

 

,  = (| |
√

∑ [( (x)− (x)) + (x)- (x) + ( (x)− (x)) + ( (x)− (x)) ]∈  
 
Hamming Distance 

            ( ,  ) =
1
2

(
| − |
√2

+
1
2

[| (x)− (x)| + | (x)- (x)| + | (x)- (x)|]
∈ 

 

 

( ,  ) =
1
2 (

| − |
√2

+
1
2 [| (x)− (x)| + | (x)- (x)| + | (x)- (x)| + | (x)- )|]

∈ 

 

 
Hausdorff Distance 

           ( ,  ) =
1
2

(
| − |
√2

+
1

[| (x)− (x)|, | (x)- (x)|]
∈  

 

 

    ( ,  ) =
1
2 (

| − |
√2

+
1

[| (x)− (x)|, | (x)- (x)|, | (x)- (x)|, | (x)- (x)|]]
∈ 

 

 
                The radius of the (  (x), ( ), (x)) is the maximum of the Euclidean distance 

=max [  (x)− ,  +  (x)− ,  +  (x)- ,  
 
Theorem 3.1. 
For any two ErE, FrF∈ SPFSs(X) that is E,F∈ PFS where rE, rF∈ [0, √2] the distance measures over SPFSs are well 
defined distance measures. 
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Proof: 
We have to demonstrate that the proposed measures H3( , ), H4( , ),E3( , ) and H4( , ) given in 
definition satisfies the three axioms of distance measures over SPFSs. 
We know that distance measures for C-IFS formulas are well defined in Circular Intuitionistic Fuzzy Sets(X). 
Similar manner, we can prove for SPFS formulas. 
Case(i): we show that the distance property  
D( , )≥0 holds 

D( , ) = (| |
√

+ ∑ [( (x)− (x)) + (x)- (x) + ( (x)− (x)) ]∈  
We know that,  
 D(E,F) ≥ 0 holds for the C-IFSs E and F 
From the distance property, d(x,y) ≥ 0 
For all x,y ∈X and equality holds iff x=y. 
|x-y| ≥ 0 
|rE-rF| ≥ 0 
Hence, D( , ) ≥ 0 and when = in C-IFS (E) and rA-rB=0 iff E=F in IFS(E)Thereforethe validity of the first 
axioms for a distance is proved. 
Case(ii): 

Let us take D(E,F)= (| |
√

+ ∑ [( (x)− (x)) + (x)- (x) + ( (x)− (x)) ]∈  

D(F,E)= (| |
√

+ ∑ [( (x)− (x)) + (x)- (x) + ( (x)− (x)) ]∈  

Which satisfies the symmetric condition 
Therefore, second axiom can be proved since D is symmetric. 
Case(iii): 
We consider a third SPFS Gt    we have to satisfy that the triangle property 

D( , )= (| |
√

+ ∑ [( (x)− (x)) + (x)- (x) + ( (x)− (x)) ]∈  

D( , )= (| |
√

 

+
1
2 [( (x)− (x)+ (x)+ (x)) + ( (x)- (x)+ (x)+ (x)) + ( (x)− (x)+ (x)+ (x)) ]

∈ 

 

D( , ) ≤ D( , ) + D( , ) holds. 
We know that, 
D(E,G) ≤ D(E,F)+D(F,G) 
According to a wellknown inequality |x|+|y|≥|x+y| for three real numbers, 
                  |rE,rG|≤|rE,rF|+|rF,rG| 
for all possible combinations of rE, rFand rG∈ [0, √2]. 
As a result, when both sides of the last two inequality formulas, 2 and 3 are applied together, 
 the validity of 1, i.e) the axioms for distance is held. 
 
A Method for Multiple Attribute Decision making with spherical picture fuzzy information 
 
In this section, we will use the existing operators to handle various attributes in a spherical picture fuzzy 
information. The MADM issues for alternative assessment with spherical picture fuzzy information are represented 
by the following presumptions or notations. Let R= {R1, R2, ..., Rm} be a set of m alternatives and S = {S1, S2, ..., Sn} be a 
set of n attributes. Let P be the picture fuzzy decision matrix. Assume that the picture fuzzy decision matrix P = 
(pij)mn, where pij (i = 1,2,..., m), (j = 1, 2,..., n) are in the form of PFNs, is the picture fuzzy decision matrix. The PFWG 
operator is used in the following to evaluate alternatives in MADM issues using spherical picture fuzzy information. 
Step 1.  
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We calculate the overall preference values (i = 1, 2,..., m) of the alternative Ai using the decision data given in the 
matrix P and the PFWG operator.  
Step 2. Evaluate the scores S( i) (i = 1, 2, ..., m) of the overall picture fuzzy values  by  
 
Definition 2.9. 
Step 3. Rank all the alternatives Ri (i = 1, 2, ..., m) according to the values of S ( i) (i = 1, 2, ..., m) and choose the best 
alternative. 
 
Numerical example  
Let there be five project Ri (i=1,2,3,4,5) and we have to choose best one. External choose five criteria to evaluate 
the project: (1) R1 is the relevance; (2) R2 is the effectiveness; (3) R3 is the creativity; (4) R4 is the impact. The 
experts must evaluate five projects under the aforementioned four criteria in anonymity in order to prevent them 
from influencing one another.The Decision matrix P=pij giveninTable1. 
 
MCDM Algorithm 
Now, we use the proposed strategy to evaluate a project with spherical picture fuzzy information. 
Step 1: utilize the decision information given in matrix Pi and      

I =PFWGw(Pi1,Pi2,Pi3, …,Pin) 
We have, 

1=(0.439853,0.133514,0.198915) 
 2=(0.302763,0.252098,0.272259) 

3=(0.520169,0.137973,0.175133) 
 4=(0.632456,0,0.175133) 

5=(0.437,0.115,0.20) 
Step 2: Calculate the scoresS( i) (i=1,2,3,4) of the overall picture fuzzy preference values I by  
Definition 2.9. 
  S( 1)=0.402, 
  S( 2)=0.052, 
  S( 3)=0.262, 
  S( 4)=0.761, 
  S( 5)=0.374. 
 
Step 3: Rank all the alternatives Ri (i=1,2,3,4) in accordance with the values of S( i): R4>R1>R5>R3>R2. 
 
Comparison Analysis. 
First, when the input arguments are Picture Fuzzy Numbers, our method can be applied as already stated, Spherical 
Picture Fuzzy Sets are extensions of the standard Intuitionistic Fuzzy Sets, Circular Intuitionistic Fuzzy Sets and 
hence of Zadeh’s Fuzzy Sets. This method can be plays predominant role in decision making situations. Next, our 
approach can be examined with PFWG.  
 
Finally we conclude that, in picture fuzzy sets scores deviation between candidates H1and H5 is very very less which 
is difficult for us to rank. By using Spherical Picture Fuzzy Sets scores, it improves the accuracy and enhance the 
deviation between H1 and H5. Hence it is easy to us to rank. 
 
CONCLUSION 
 
In this paper, a new distance measures of the Spherical Picture fuzzy set was introduced which is an expansion of 
Circular-Intuitionistic fuzzy sets and picture fuzzy sets. In addition, we have presented a new approach for the 
Spherical picture fuzzy environment. We have used SPFS distance measures to solve multiple attribute decision-
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making issues where the attribute values are represented by picture fuzzy information. Finally, an accurate instance 
of project evaluation has been provided to illustrate how feasible and useful the new approach. Asa future work 
some more applications will be studied. 
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Table1: Picture fuzzy decision matrix P 
 S1 S2 S3 S4 
R1 (0.2,0.3,0.1,0.4) (0.7,0.1,0.1,0.1) (0.1,0.2,0.6.0.1) (0.4,0.1,0.2,0.3) 
R2 (0.4,0.2,0.3,0.1) (0.1,0.6,0.1,0.2) (0.3,0.2,0.4,0.1) (0.3,0.1,0.4,0.2) 
R3 (0.2,0.5,0.1,0.2) (0.6,0.1,0.1,0.2) (0.5,0.1,0.2,0.2) (0.5,0.1,0.3,0.1) 
R4 (0.2,0.3,0.1,0.4) (0.6,0.2,0.1,0.1) (0.5,0.3.0.2,0) (0.5,0,0.3,0.2) 
R5 (0.7,0.2,0.2,0.1) (0.4,0.1,0.2,0.1) (0.7,0.1,0.2,0.1) (0.3,0.1,0.2,0.1) 
The information of the attribute weights are referred to as: w=(0.2,0.4,0.1,0.3) 
 
Table 2. Comparison Analysis. 

 Picture fuzzy values Scores (PFS) Scores (SPFS) 
H1 (0.4398,0.1335,0.1989) 0.239 0.402 
H2 (0.3027,0.2520,0.2722) 0.030 0.052 
H3 (0.5201,0.1379,0.1751) 0.345 0.262 
H4 (0.6324,0,0.1751) 0.457 0.761 
H5 (0.437,0.115,0.20) 0.237 0.374 
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In this work we focus our study on  )-quasi normal operators by acting on a complex Hilbert space 
H. When an operator TB(H) is said to be  )-quasi normal operator then T[ 2T *T ] [TT * ] T [ 2 

T *T ] where 0 ≤  ≤ 1 ≤ . We demonstrate that a joint ) –quasi normal tuple is produced when an 
m-tuple of operators satisfying appropriate requirements is multiplied by a joint  ) - quasi normal 
tuple. 
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INTRODUCTION 
 
In this paper, we will study some properties of joint (α, β) - quasi normal operators in several variables. Let H be a 
complex Hilbert space, an operator T is normal if TT*= T*T . This has been done by relaxing some conditions of 
normality and introducing classes such as (α,β) quasi normal operators. E - Rasoul, M . Farzollah and Ali Morassaei 
[9] presented the concept of (α,β) – Normal operators in Hilbert spaces. Throughout the paper, H denotes the usual 
Hilbert space over the complex field and the separable, infinite-dimensional B (H) Banach algebra of all bounded 
linear algebra in Hilbert space H. T is a normal operator for α=1=β and for α=1 we perceive from the left inequality 
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that T* is hyponormal and for β=1, from the right inequality we say that T is hyponormal. Moslehian has declared this 
class of operators as covered in [7]. 
 
Preliminaries 
 
Let B(H) denote the Banach algebra of all bounded linear operators on a Complex Hilbert space H. 
 
Definition 2.1 
It is referred to as an operator T ∈ B(H) is said to be Normal if T*T = TT* 
 
Definition 2.2 
It is referred to as an operator T ∈ B(H) is said to be (α,β)- Normal if β 2 T*T ≥ T T*≥ α2 T*T 
 
Joint (�, �) Quasi Normal Operators  
Proposition 3.1 
Let  ∈ ( ) be (α, β) quasi normal. Then,  = ( , … … , ) ∈ ( )  is joint (α, β) quasi normal. In point of fact, 
since T is (α, β) - quasi normal, it follows that 
T[α2⟨Tx|Tx⟩] ≤ [⟨T∗x|T∗x⟩]T ≤ T[β2⟨Tx|Tx⟩], ∀ x ∈ H. 
 
Proof 
Let x1, x2, ....................... ,xn ∈ H and for  = ∑1≤ ≤  , then we can write 

[ 2⟨ (∑1≤ ≤  )| (∑1≤ ≤  )⟩] − [⟨ ∗(∑1≤ ≤  )| ∗(∑1≤ ≤  )⟩]  ≥ 0 ----------(1)  
[⟨ ∗(∑1≤ ≤  )| ∗(∑1≤ ≤  )⟩]  − [ 2⟨ (∑1≤ ≤  )| (∑1≤ ≤  )⟩] ≥ 0 ----------(2)  
Then 

[ 2(∑1≤ , ≤ ⟨ | ⟩)] − (∑1≤ , ≤ ⟨ ∗ | ∗ ⟩)  ≥ 0                     -----------(3) 
 
(∑1≤ , ≤ ⟨ ∗ | ∗ ⟩)  − [ 2(∑1≤ , ≤ ⟨ | ⟩)] ≥ 0                    -----------(4)  
for 1, 2 … . .  ∈ . 
Therefore, T is joint (α, β) − quasi normal. 
 
Proposition 3.2 
Let  ∈ ( ) and consider  = ( , … … , ) ∈ ( )  . Then, T is joint (α, β) − quasi normal if and only if T is (α, 
β) - quasi normal. 
Proof 
Let T is (α, β) quasi normal and by proposition (2.1) we say that joint (α, β) − quasi normal. Conversely, assume that T 
is (α, β) − quasi normal. By known definition, it becomes 
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Therefore, T is (α, β) - quasi normal. 
 
Theorem 3.3 
 
Let T = (T1,.......................... ,Tm) be m-tuple of operators on H and let 0 ≤  ≤ 1 ≤  and assume that 

 
 
 
 

Then, T=(T1,.......,Tm) is joint (α, β) - quasi normal tuple iff each  is (α, β) - quasi normal for i=1,2, m. 
 
Proof  
Let T = (T1, ..................... ,Tm) is joint (α, β) - quasi normal tuple iff 

 
 
 
 

By applying (8),we get, 
 

 
 
 
 
 
 
 
 
 
 
 
 

Therefore,  is (α, β) - quasi normal for k = 1,2, ................................ m. 
 
Theorem 3.4 
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The above example proves that, by proposition 3.2 even if A and B are joint (α, β )- quasi normal operators, their 
product AB is not joint (α, β )-quasi normal operator. 
 
CONCLUSION 
 
We defined as the idea on joint (α, β)-Quasi normal operators in several variables are relatively new. We attempted 
to prove some properties of joint (α, β)-Quasi normal operators in several variables in complex Hilbert space. The 
results of this paper will be accessible for further research to develop application side of Functional Analysis. 
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In many real time applications such as planning, production, inventory and in other domains, the 
decision makers plays an important role. Trapezoidal Fuzzy Neutrosophic Number (TFNN) has an major 
role to measure the vagueness and uncertainty data  of real life. In this research work, we presented a 
new method for solving Linear fractional programming problem (LFPP)  using  simplex method 
technique and a  ranking function of TFNN. In LFPP, the coefficients of  the objective function and 
constraints were represented as TFNN .Further, numerical examples were illustrated to make  a 
comparative study with  the existing methods. Finally, we  observe that  our  proposed methodology 
gives  the most optimized solution than the existing methods.  
 
Keywords - Fuzzy numbers, Neutrosophic Number, Trapezoidal Fuzzy Neutrosophic Number and 
Linear Programming Problem.  
 
 
INTRODUCTION 
 
Linear fractional programming problem (LFPP)  is represented as the ratio of two linear functions namely real 
cost/standard cost, inventory/sale and other ratios which measure the efficiency of the LFPP. In real time 
applications, the decision makers may find it difficult  to make decisions due to incomplete and  obscure 
information. In such cases, LFPP is a major focus of several researchers due to its application in various fields namely 
traffic planning, production planning, financial  planning, game theory , hospital and health care planning .Isbell and 
Marlow [5]  introduced a methodology for solving a  LFPP by using a sequence of linear programming 
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problem[LPP].Charnes and Cooper [3] have proposed a variable transformation method for solving LFPP. Later 
on,Swarup[11] solved the LFPP using different  types of solution procedures based on the simplex method 
developed by Danzig  where as  Bitran and Novas [2] have solved the LFPP by computing  the generalization of the 
derivative to multivariate functions of objective functions.Fuzzy linear fractional programming problem is 
generalization of the LFPP  with fuzzy number. Neutrosophic number  is the  major focus of several researchers due 
to its  scope in various research domains. Hence, researchers have developed many novel methods to solve LFPP 
using neutrosophic and different types of fuzzy concepts. Smarandache[10] introduced the  neutrosophic set  to 
handle incomplete, uncertainty and indeterminacy. Later on,Abdel-Basset[1]  have introduced a method for  solving  
the fully neutrosophic linear programming problems. Sapan Kumar Das  et.al.,[9] have developed an intelligent dual 
simplex technique to solve LFPP  by considering all the coefficients of the objective function and constraints as 
triangular neutrosophic number  except the decision variables. Rasha Jalal Mitlif [8] developed an  efficient method 
for solving fuzzy linear fractional programming problem through ranking function with triangular fuzzy number in 
their work and  included  few examples to prove the advantage of their method. Elhadidi  et.al.,[4] introduced a  
ranking function for solving  LFPP with trapezoidal neutrosophic number. In this paper, we have introduced a new 
method by combining TFNN and simplex method technique for solving LFPP.  
 
PRELIMINARIES 
The basic terminologies involving  Trapezoidal Fuzzy Neutrosophic Number and Score Function are outlined in this 
section.  
 
Definition 2.1: Trapezoidal Fuzzy Neutrosophic Number [6] 
If  T , I  , F ∈ [0,1] and  ,  ,  , ∈ R  such that ≤ ≤  ≤   then  we define Trapezoidal  Fuzzy 
Neutrosophic  Number   by    = 〈( ,  ,  , ) ; T , I  , F 〉 whose truth-membership (T ) , indeterminacy-
membership (I  )  and  falsity-membership(F ) functions are given as follows. 

( ) = 

⎩
⎪
⎨

⎪
⎧

( ) , ≤ ≤
 T          , ≤ ≤
( )

           
  , e ≤ ≤

0,           ℎ

                                     

Ѳ( ) = 

⎩
⎪
⎨

⎪
⎧

( ) , ≤ ≤
                , e ≤ ≤ e

( ) , ≤ ≤
1                         ℎ

    

λ( )= 

⎩
⎪
⎨

⎪
⎧

( ) ( ) , e ≤ ≤ e
F                     ,    e ≤ ≤ e

( ) ,     e ≤ ≤ e
1                     otherwise 

    

 
Definition 2.2 : Score Function [6] 
Let    = 〈( ,  ,  , ) ; T , I  , F 〉   be the Trapezoidal Fuzzy Neutrosophic Number then the special ranking of   
TFNN   named   Score Function is given by    
S ( ) =  ( + + + ) T + (1 − I ) + (1 − )  
 
Proposed method for solving LFPP 
In this paper ,we  introduce an intelligent method for solving the LFPP in which the coefficients of the objective 
function and the constraints  are TFNN  except the decision variables.   
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Let us consider the LFPP  as follows.   
Max (or)Min ( ) =  ( )

( )
          s.t                                                                                (1) 

where the  objective functions   ( )and ( )  are the two  linear functions and the set T is defined as T =
{ / ≤ , > 0}.   Here A is  a  fuzzy matrix. 
 
Step 1: We consider the general form of  LFPP with m constraints and n variables  which is represented as   

Max(or)Min ( ) =  
∑ c +
∑ +

 

                                                   s.t     ∑ ≤  
                                                  ≥ 0    here   = 1,2, … , .                                                          (2) 
Step 2: In the above LFPP, we represent all the coefficients in the objective function and the constraints as  TFNN like 
below  

Max(or)Min ( ) =  
∑ ( , , , ; , , ) + ( , , , , ; , , )
∑ ( , , , ; , , ) + ( , , ,  ; , , )  

Subject to   
                    ∑ , , , ;  , ,  ≤ , , , ; , , . 
                       ≥ 0 ,  = 1,2, … , . 
 
We proposed a novel methodology for solving LFPP by using TFNN with a idea of Simplex Method.The following 
algorithm explains the proposed methodology. 
Step 3:In the above LFPP, we   decompose the objective function into  two  LPPs  as  below.  
(P-1) 
Max (or)Min ( ) =  ∑ ( , , , ; , , ) + ( , , , , ;  , , ) 

s.t      ∑ , , , ;  , ,  ≤ , , , ; , , . 
                                                  ≥ 0    here   = 1,2, … , .                                                           
      (P-2) 
Max (or)Min  ( ) =  ∑ ( , , , ; , , ) + ( , , , , ; , , )     

s.t       ∑ , , , ; , ,  ≤ , , , ; , , . 
                                  ≥ 0    here   = 1,2, … , .                                                           
 
Step 4: Using the definition 2.2 in  above  LPP given in  (P-1) and (P-2) ,we get the modified LPPs  as below 
(P-3) 
Max (or)Min ( ) = ∑ , , , ; , , + ( , , , , ;  , , ) 

                  s.t      ∑ , , , ; , , + ( , , , ; , , )    
                             ≥ 0    here   = 1,2, … , .                                                                 
(P-4) 
Max (or) Min  ( ) =  ∑ , , , ; , , + ( , , , , ;  , , )     

                        s.t       ∑ , , , ;  , , + ( , , , ; , , )               
                                    ≥ 0    here   = 1,2, … , .                                                           
Step 5: By solving the above LPP given  in  (P-3) and (P-4)  by Simplex Method  to  get  the optimal solutions namely 
  ( )    ( ) . 
Step 6: The optimal solution of the given LFPP is got by using the formula  below 
Max Z(x)  = ( ) 

( ) 
   and  Min  Z(x) = ( ) 

( )   
 

If  the objective function is of minimization type then convert it into maximization type by  using the formula  Max 
Z(x)= - Min Z(x) 
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Application of proposed method 
Numerical Example 3.1: 
Here we illustrate a numerical example in the field of Production of Casting  Company 
A  casting  company  in coimbatore produces two kinds of  products  namely   Grey Iron and S.G .Iron with profits 
around 8 rupees   and 18  rupees per product respectively. However,  the cost  of the 100 grams of Grey Iron is 
around  Rs.16 and cost of  100 grams of  S.G .Iron is around Rs.18 .It is assumed that  a fixed cost of  Rs.12  is added  
to the cost function for the  process  of production. Suppose  the  raw materials needed  for manufacturing the  
products Grey Iron  and S.G.Iron are  about  Rs.64 per Kg and Rs.82  per Kg respectively, then  the supply for the  
raw material is   restricted to  Rs.95. Product  Grey Iron requires  8 hours per Kg of processing time and  Product  
S.G.Iron  requires 10 hour per kg  of processing time ,but total time available is  about 22 hours daily. Determine , 
how many  Kg’s of Grey Iron and S.G. Iron  should be  manufactured  in order to  maximize  the  total profit. 
 
Solution: Let  X  and  X   denote the number of units  of  two kinds  of  products  produced  namely Grey Iron  and  
S.G .Iron. 
 
Step 1: Formulating the above as  the LFPP ,we get 
Max Z(x) =                                                                                                         (3) 
Subject to  
64 X +82 X   ≤ 95 , 8 X +10X  ≤ 22 , X , X  ≥ 0 
 
Step 2: We  have represented all the coefficients used in  objective function and the constraints  as TFNN  like below 
 
Max Z(x) = ( , , , ; . , . , . )   ( , , , ; . , . , . )

( , , , ; . , . , . )   ( , , , ; . , . , . ) ( , , , ; . , . , . )
 

s.t. 
(60,62,64,66; 0.2,0.5,0.6)X  + (80,82,85,86;0.3,0.6,0.4)   ≤(92,94,97,100;0.8,0.2,0.4) 
(1,6,10,13;0.9,0.1,0.3)X  + (1,6,11,15;0.7,0.6,0.3) ≤(16,18,22,23;0.3,0.6,0.4) and X ,  ≥ 0  
 
Step 3:In the  above  LFPP, we  decompose the objective function  into two LPPs  as  follows. 
(P-1) 
Max ( ) = (1,6,10,13; 0.9,0.1,0.3) + (11,16,20,23; 0.9,0.1,0.3)  
s.t. 
(60,62,64,66;0.2,0.5,0.6) X  + (80,82,85,86;0.3,0.6,0.4)   ≤(92,94,97,100;0.8,0.2,0.4) 
(1,6,10,13; 0.9,0.1,0.3) X   + (1,6,11,15; 0.7,0.6,0.3)  ≤(16,18,22,23;0.3,0.6,0.4)  
 and  X ,  ≥ 0  
(P-2) 

Max ( )  = (5,15,25,30; 0.7,0.5, 0.6) + (11,16,20,23; 0.9,0.1,0.3) + (4,8,17,25;  0.3, 0.6, 0.4) 
s.t. 
(60,62,64,66;0.2,0.5,0.6) X  + (80,82,85,86;0.3,0.6,0.4)   ≤(92,94,97,100;0.8,0.2,0.4) 
(1,6,10,13; 0.9,0.1,0.3) X   + (1,6,11,15; 0.7,0.6,0.3)  ≤(16,18,22,23;0.3,0.6,0.4) and  X ,  ≥ 0 
 
Step 4: The crisp value of  each TFNN  is   calculated using  definition 2.2    
S(8) =  4.68,S(10) =3.71, S(12) = 4.39 ,S(16)=7.5 ,S(18) = 10.94, 
S(22) = 6.42, S(64) =17.33 ,S (82) =18.73 , S(95) =52.66  
By substituting the crisp values in (P- 1) and ( P- 2), we get the modified LPPs as follows  
(P- 3) 
Max (x) = (4.68) X  + (10.94) X  
s.t    17.33X  +18.73X  ≤ 52.66 ,  4.68X  + 3.71X  ≤ 6.42 and X , X  ≥ 0  
(P-4) 
Max  (x) = 7.5 + 10.94 + 4.39 
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s.t     17.33X  +18.35 X  ≤ 52.66 , 4.68X  + 3.71X  ≤ 6.42 and X , X  ≥ 0  
 
Step 5:Solving (P-3) and  (P-4) by using  simplex method,we get  Max (x) =18.93 where X =0,X  =1.73 and Max (x) 
=23.32 where X =0,  X  =1.73. 
 
Step 6:The optimum solution of the  LFPP is got by applying the below formula    
Max Z =    = .

.
      = 1.23 

 
Numerical Example3.2 [12]: 
Let us consider the problem solved by Sumon Kumar Saha et.al.,[12] in Section 4,Example 1  
Step 1 :Consider the LFPP 
Min Z(x) =                                                                                                                    (4) 

         s.t     -X  + X  ≤ 4 ,  2 X + X  ≤ 14 , X  ≤ 6  and X , X  ≥ 0 
 
Step 2: We represent the coefficients used in the objective function and the constraint’s as     TFNN  like below 
 

Min Z(x)  =
−(1,3,5,6; 0.2,0.3,0.5)x +  (0,2,4,5; 0.8,0.6,0.4)x + (1,3,5,6; 0.2,0.3,0.5)
(0,2,4,5; 0.8,0.6, 0.4)x + (1,2,5,6; 0.2,0.5,0.6)x + (1,2,5,7; 0.5,0.4,0.9)  

 s.t. 
  -(0,2,4,5; 0.8,0.6,0.4) X  + (0,2,4,5; 0.8, 0.6, 0.4) X   ≤(1,2,5,7; 0.5,0.4,0.9) 
   (1,3,5,6; 0.2,0.3,0.5) X  + (0,2,4,5; 0.8, 0.6, 0.4) X  ≤(7,10,19,30; 0.8,0.4,0.7)  
   (0,2,4,5; 0.8, 0.6, 0.4) X  ≤(3,7,9,12; 0.7,0.2,0.5) and X , X ≥ 0  
 
Step 3:In the above   LFPP, we  decompose the objective function  into  two LPPs as  follows. 
(P-1) 
Min  ( ) =−(1,3,5,6; 0.2,0.3,0.5)x  + (0,2,4,5; 0.8,0.6,0.4)x + (1,3,5,6; 0.2,0.3,0.5) 
     s.t. 
-(0,2,4,5; 0.8,0.6,0.4) X  + (0,2,4,5; 0.8, 0.6, 0.4) X   ≤(1,2,5,7; 0.5,0.4,0.9) 
(1,3,5,6; 0.2,0.3,0.5) X  + (0,2,4,5; 0.8, 0.6, 0.4) X  ≤(7,10,19,30; 0.8,0.4,0.7) 
(0,2,4,5; 0.8, 0.6, 0.4) X  ≤(3,7,9,12; 0.7,0.2,0.5) and X , X   ≥ 0 
(P-2) 
Min ( )  =(0,2,4,5; 0.8,0.6, 0.4)x + (1,2,5,6; 0.2,0.5,0.6)x + (1,2,5,7; 0.5,0.4,0.9)  
    s.t. 
-(0,2,4,5; 0.8,0.6,0.4) X  + (0,2,4,5; 0.8, 0.6, 0.4) X   ≤(1,2,5,7; 0.5,0.4,0.9) 
(1,3,5,6; 0.2,0.3,0.5) X  + (0,2,4,5; 0.8, 0.6, 0.4) X  ≤(7,10,19,30; 0.8,0.4,0.7)  
 (0,2,4,5; 0.8, 0.6, 0.4) X  ≤(3,7,9,12; 0.7,0.2,0.5) and X , X  ≥ 0 
 
Step 4: The crisp value of  each TFNN  is   calculated using  definition 2.2   
S(1) = 1.24, S(2) = 1.31 ,S (3) = 0.96 ,S(4) = 1.12, S(6) = 3.87, S(14) =7.01 
By substituting the crisp values in (P- 1) and ( P- 2), we get the modified LPPs as follows  
 (P-3)  
Min  ( )  = -(1.31) X  + (1.24) X +1.31 
s.t    -(1.24) X  +(1.24) X  ≤ 1.12 ,(1.31) X  +(1.24) X  ≤ 7.01, (1.24) X  ≤ 3.87  and  X , X  ≥ 0  
(P-4) 
Min ( )  = (1.24) X  +0.96 X  +1.12 
s.t  -(1.24) X  +(1.24) X  ≤ 1.12 ,(1.31) X  +(1.24) X  ≤ 7.01, (1.24) X  ≤ 3.87  and   X , X ≥ 0. 
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Step 5:Solving (P-3) and  (P-4) by  simplex method ,we get Min ( ) = -5.70 where  X =5.35, X =0 and Min ( ) =1.12 
where   X =0, X =0. 
 
Step 6:The optimum solution of the LFPP is got  by applying the below formula   
Min  Z(x) = ( )  

( )    
= .

.
   =-5.09   and   Max Z(x) = - Min [Z(x)]=-[-5.09]=5.09 

We observe that the same problem given in Numerical Example 3.2  was solved by Sumon Kumar Saha et.al.,[12] in 
the Section 4 ,Example 1  and they got the solution as Min Z(x)=-1.09  but the same problem solved by  proposed 
method and gives the solution as Min Z(x)=-5.09.This shows that our proposed method gives the most optimal 
solution.  
 
Numerical Example 3.3[9]: 
Let us consider the problem solved by Sapan kumar Das  et.al.,[9] in Section 4. 
 
Step 1: Consider  the LFPP  
Max Z(x) = 

.
                                                                                                           (5) 

S.t    4 + 3 +5   ≤ 28,  5 + 3 +3 ≤ 20  and  , , ≥ 0 
 
Step 2: We represent the coefficients used in the objective function and the constraint’s  as      TFNN  like below 
 
Max Z=     ( , , , ; . , . , . )   ( , , , ; . , . , . )   ( , , , ; . , . , . )

( , , , ; . , . , . )   ( , , , ; . , . , . ) ( , , , ; . , . , . ) ( . , , . , ; . , . , . ) 

s.t. 
(1,2,5,7; 0.5, 0.4, 0.9)  + (1,2,5,6; 0.2, 0.5, 0.6) + (2,4,7,10; 0.8, 0.2, 0.4)  ≤(24,26,28,30; 0.4, 0.25, 0.5) 
(2,4,7,10; 0.8, 0.2, 0.4)  + (1,2,5,6; 0.2, 0.5, 0.6) +(1,2,5,6; 0.2, 0.5, 0.6)  ≤(10,12,27,30; 0.2, 0.3, 0.5)  

, ,  ≥ 0  
 
Step 3:In the above  LFPP,we  decompose the objective function  into  two LPP as  follows. 
 (P-1) 
  Max ( ) = (1,6, 10,13; 0.9,0.1,0.3) + (5,8,9,13; 0.4,0.6,0.8) + (6,8,10,15,0.6,0.4,0.7)  
  s.t. 
(1,2,5,7; 0.5, 0.4, 0.9) X1 + (1,2,5,6; 0.2, 0.5, 0.6) +  (2,4,7,10; 0.8, 0.2, 0.4)  ≤(24,26,28,30; 0.4, 0.25, 0.5) 
(2,4,7,10; 0.8, 0.2, 0.4) X1 + (1,2,5,6; 0.2, 0.5, 0.6) +(1,2,5,6; 0.2, 0.5, 0.6)  ≤(10,12,27,30; 0.2, 0.3, 0.5) 

, ,  ≥ 0  
(P-2) 

Max ( )  = (1,6, 10,13; 0.9,0.1,0.3) + (6,8,10,15; 0.6,0.4,0.7) + (3,7,9,12; 0.7,0.2,0.5)  
+ (0.5,1,1.5,2; 0.75,0.5,0.25)                                              

s.t        (1,2,5,7; 0.5, 0.4, 0.9)  + (1,2,5,6; 0.2, 0.5, 0.6) + (2,4,7,10; 0.8, 0.2, 0.4)  ≤(24,26,28,30; 0.4, 0.25, 0.5) 
                (2,4,7,10; 0.8, 0.2, 0.4)  + (1,2,5,6; 0.2, 0.5, 0.6) +(1,2,5,6; 0.2, 0.5, 0.6)  ≤(10,12,27,30; 0.2, 0.3, 0.5) 
                 , ,  ≥ 0  
 
Step 4: The crisp value of  each TFNN  is   calculated using  definition 2.2    
  S(3) =  0.96 ,  S (4 ) =1.13 , S (5) =  3.16,  S (6) = 3.88, S (7) = = 2.19, S (8) = 4.69, S (1.5) =  0.63,       S(20) = 6.91 ,S (28 ) = 
11.14 
By substituting the crisp values in (P- 1) and ( P- 2), we get the modified LPPs as follows  
  
(P-3)  
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Max  ( ) = 4.69   + 2.19 + 3.66  

s.t     1.13  + 0.96  +3.16  ≤ 11.14 ,  3.16  +0.96 +0.96 ≤ 6.91 and , ,   ≥ 0  
( P- 4) 
Max  ( ) = 4.69  +3.66  +3.88 + 0.63 
s.t   1.13  +0.96 + 3.16  ≤ 11.14 ,   3.16  + 0.96 + 0.96 ≤  6.91    
       and   , ,  ≥ 0  
 
Step 5 : Solving (P-3) and (P-4) by simplex method ,we get Max  ( )=18.59 where  =0,  =5.28, = 1.92  and 
Max (x)  =27.4  where  =0, =5.28, = 1.92. 
 
Step 6: The optimum solution of the  LFPP is got by applying the below formula    
Max Z =  ( )

( )
  = .

.
   = 1.47 

 
We observe that the same problem given in Numerical Example 3.3  was solved by Sapan kumar Das  et.al.,[9] using 
Triangular  Neutrosophic Number and they got the solution as Max Z=1.16  but the same problem solved by our 
proposed method gives the solution as Max Z=1.47.We observe  that the proposed method gives the best optimal 
solution.  
 
RESULTS AND DISCUSSION 
 
We have developed a new method for solving LFPP using TFNN and made its intensive studies.  The various 
optimal solutions obtained for the LFPP by using Triangular  Neutrosophic Number and TFNN are shown in the 
comparison table and a  multiple bar diagram  is shown to prove the stability of the proposed method.We  conclude 
that  the  optimal solution obtained by the proposed method using TFNN gives the  most optimized value than the 
existing one. 
 
A Multiple Bar Diagram is  shown below to  visualize the optimal solutions obtained by the proposed methods with 
some  of the  existing methods.  
 
CONCLUSION 
 
 In this paper, a new ranking method for solving LFPP by  combining  TFNN with simplex  method was introduced. 
A real time application of  proposed method   has been taken to  prove  the advantage ,stability and accuracy of 
proposed method.By comparing and analyzing the optimal solutions arrived ,we conclude that  our proposed 
method  gives the most higher optimal solution and it is better than the existing techniques. In future, researchers 
can extend this technique with some different score function and  ranking function to convert TFNN into a  crisp 
value which will be helpful in the field  of  science and  technology. 
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Table 1. Optimal Value 
Particulars Optimal Value for 

Numerical Example 3.1 
Optimal Value         for 
Numerical Example3. 2 

Optimal Value        for  
Numerical Example 3.3 

 Linear fractional 
programming  problem[LFPP] 

Max Z=0.63 
 

Min Z=(-12/11)=-1.09 
Base Paper[12] 

Max Z=1 
 

Triangular  Neutrosophic 
Number[TNN] 

Max Z=1.17 Min Z=-3.02 Max Z=1.16 
Base Paper[9] 

Proposed Method  Max Z=1.23 Min Z=-5.09 Max Z=1.47 
 

 
Fig.1. Optimal Value 
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The Fuzzy Multi Transportation Problem (FMTP) is solved in this paper by considering the ranking 
technique of the Fuzzy Multi Numbers. Here, we consider the Triangular Fuzzy Multi Number of the 
FMTP. The Fuzzy Multi Numbers (FMN) are transformed to crisp data by the ranking technique and based 
on this ranking crisp data, the initial and the optimal solution of the Fuzzy Multi Transportation Problem 
are obtained.  The numerical examples of balanced and unbalanced Triangular Fuzzy Multi Number with 
its membership functions of the FMTP shows the efficiency of the procedure explained. 
 
Keywords:  Fuzzy Set, Fuzzy Multi Set, Fuzzy Number, Triangular Fuzzy Multi Number, Fuzzy 
Transportation Problem, Ranking Technique.  
  
 
INTRODUCTION 
 
Hitchcock in 1941 introduced the basic transportation model with the transportation constraints on crisp values.  
Transportation problem is a particular class of linear programming, which is associated with day-to-day activities in 
our real life. It helps in solving problem on distribution and transportation of resources from one place 
toanother.Themainobjectiveistominimizethetransportationcostpossiblebysatisfyingthedemandatdestinationfromsup
plyconstraint. But in present situation, due to several uncontrolled reasons, the transportation parameters like 
demand, supply and unit transportation costar uncertain. Hence, the fuzzy transportation problems were formulated 
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and solved by many researchers. O’heigeartaigh [7] was who proposed a method to solve the fuzzy transportation 
problem with fuzzy demand and supply. 
 
Lotfi A. Zadeh[9] in 1965 introduced the Fuzzy set theory, Since then fuzzy mathematics has been applied in various 
fields like decision making, pattern recognition, information processing and various analysis methodologies. The 
Fuzzy set theory is a class of objects with a membership between 0 and 1.Zimmermann [10] proposed the basic 
definitions of fuzzy sets and algebraic operations. Alsoin1975, Lotfi A. Zadeh proposed the Fuzzy numbers, most 
used fuzzy tools in fuzzy applications. The Fuzzy Number was defined by Dijkmanet.all[4], are basically fuzzy sets 
satisfying the properties of normality, convexity and piece-wise continuity.Buckley [1] use fuzzy numbers to express 
their preferences and Li & Lee [5] proposed the order of fuzzy numbers based on the concept of probability measure 
of fuzzy events. Triangular fuzzy numbers, Trapezoidal fuzzy numbers and Pentagonal fuzzy numbers are most 
popular forms of fuzzy numbers used in various applications. Later, a new method to find the fuzzy optimal 
solution of fully fuzzy linear programming problems with triangular fuzzy number was proposed by Nagoor Gani & 
Mohamed Assarudeen [6].Ranking the fuzzy numbers is an important aspect of decision making in a fuzzy 
environment for practical applications, and Chen [2] the ordering value of each fuzzy number and uses these values 
to determine the order of the n fuzzy numbers.Yager [8] first discussed fuzzy multisets, he uses the term of fuzzy 
bag; an element of X may occur more than once with possibly of the same or different membership values.  
 
In this paper, we have applied the fuzzy multi ranking technique of triangular fuzzy multi numbers with its 
membership function in the transportation problem of uncertainty. As the efficiency of the defined fuzzy multi 
ranking techniques is analyzed using the numerical examples. The numerical examples were of balanced, 
unbalanced transportation problems whose supply, demand and costswere in the form of triangular fuzzy multi 
numbers. Hence, it is recommended to use this ranking measure for any multi decision making situations. 
 
PRELIMINARIES 
In this section, the basis notions, concepts and definitions are reviewed.  
 
Definition: 2.1 
Let  be a nonempty set. A fuzzy set  of  X is defined as  = { <  x,  ( )> / x∈  },  where ( ) is called 
membership function and it maps each element of  X to a value between 0 and 1. 
 
Definition: 2.2 
A multi set(MS)is an unordered collection of objects in which, unlike an ordinary set, objects are allowed to repeat. 
Each individual occurrence of an object is a multi-set which is called its element.  
 
Definition: 2.3 
Let X be a nonempty set. A fuzzy multi set (FMS) A in X is characterized by the count membership function Mc such 
that Mc : X → Q where Q is the set of all crisp multi sets in [0,1]. Hence, for any ∈  , Mc(x) is the crisp multi set 
from [0, 1]. The membership sequence is defined as ( ( ), ( ), … … … ( ) ) where  ( )  ≥  ( )  ≥ ⋯  ≥ ( ) 
Therefore, FMS Ais given by =  〈 , ( ( ), ( ), … … … ( ) ) 〉 / ∈   
 
Definition: 2.4 
A fuzzy number is a generalization of a regular real number. It does not refer to a single value but rather to a 
connected set of possible values, where each possible value has its weight between 0 and 1. The weight is called the 
membership function.  
A fuzzy number is a convex normalized fuzzy set on the real line R such that there exist at least one x ∈ R with 

( )= 1 and ( )is piecewise continuous.  
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Definition: 2.5 
A triangular fuzzy numberA is denoted by 3 – tuples ( , ,  ), where ,      are real numbers and  ≤   ≤
 with membership function defined as 
 

( ) =  

⎩
⎪
⎨

⎪
⎧

0                     ≤
−
−             ≤ ≤
−
−              ≤ ≤

    0                      ≥   ⎭
⎪
⎬

⎪
⎫

 

 
 
Definition: 2.6 
The ranking function is approach of ordering fuzzy numbers which is an efficient. The ranking function is denoted 
by F (ℝ ),  where ℝ: F(ℝ  ) →ℝ , and F (ℝ  ) is the set of fuzzy numbers defined on a real line, where a natural order 
exist. 
Let , ∈ ℝ, then ranking function for real numbers ,  is defined as  
(i)  ( , ) > 0 ⟺ ( , 0) > ( , 0) ⟺ >  
(ii) ( , ) < 0 ⟺ ( , 0) < ( , 0) ⟺ <  
(iii) ( , ) = 0 ⟺ ( , 0) = ( , 0) ⟺ =  
 
RANKING MEASURES OF FUZZY MULTI NUMBERS 
 
Definition: 3.1 
A fuzzy multi number is a generalization of a regular real number. It does not refer to a single value but rather to a 
connected set of possible values, where each possible value has its weight between 0 and 1. The weight is called the 
membership function. The membership sequence is in the form ( ( ), ( ) , … … … ( ) ) where  ( )  ≥  ( )  ≥
⋯  ≥ ( ). 
 
Definition: 3.2 
The cardinality of the membership function Mc(x) is the length of an element x in the Fuzzy Multi Set A denoted as 

, defined as η = Mc(x) 
If A, B, C are the FMS defined on X, then their cardinality η = Max { η(A), η(B), η(C) }. 
 
Definition: 3.3 
A triangular fuzzy multi number  is denoted by 3 – tuples ( , ,  ), where ,     are real numbers and 

 ≤    ≤   with membership function defined as 
 

( ) =  

⎩
⎪
⎨

⎪
⎧

0                     ≤
−
−              ≤ ≤
−
−

             ≤ ≤

    0                      ≥    ⎭
⎪
⎬

⎪
⎫

 

 
Definition: 3.4 
In general, a fuzzy number A is described as any fuzzy subset of real line R, whose membership function   satisfies 
the condition that is a continuous mapping from R to the closed interval [0,1]. Then the Ranking Measure 
ofGraded Mean Integration Representation proposed by Chen and Hsieh [3]is as follows for the membership 
sequence is in the form ( ( ), ( ) , … … … ( ) ) where  ( )  ≥  ( )  ≥ ⋯  ≥ ( )with the Cardinality, the 
length of an element x in the Fuzzy Multi Set A denoted as . We have used the introduced ranking measures of the 
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triangular fuzzy multi number , extended from the of Graded Mean Representation Method by Chen & Hsieh for 
the fuzzy numbers. 
 
The defined Ranking Measure the Graded Mean Integration Representation of the triangularfuzzy multi number  
of (ai, bi, ci)  is ( ) =

η 
∑ (   )

 
η  

 
Clearly it satisfies the properties of the ranking measure 
 
(i) (  )  > 0 
(ii) ( , ) > 0 ⟺ ( ) > ( ) ⟺ >  
(iii) ( , ) < 0 ⟺ ( ) < ( ) ⟺ <  
(iv) ( , ) = 0 ⟺ ( ) = ( ) ⟺ =  
 
 
IV   MATHEMATICAL MODEL & COMPUTATIONAL ALGORITHM OF FUZZY MULTI TRANSPORTATION 
PROBLEM 
 
Mathematical model for Fuzzy Multi Transportation Problem with Triangular Fuzzy Number 
The transportation problem with m origins (rows) and n destinations (columns) is considered with , the cost of 
transporting one unit of the product from  FM (Fuzzy Multi) origin to FM (Fuzzy Multi) destination.  
 

= , ,  be the quantity of commodity available at origin i. 
= , , the quantity of commodity needed at FM (Fuzzy Multi) destination j. 
= , , is the quantity transported from  origin to  destination, so as to minimize the FM (Fuzzy Multi) 

transportation cost. 
 

  = ⊗ , ,  

Subject to, , ,  = , ,    = 1,2, … ,   

, ,  = , ,    = 1,2, … ,   

, ,  ≥   0     = 1,2, … ,  and  = 1,2, … ,   
Where m is the number of supply points and n is the number of demand points. 
 
Computational Algorithm 
 
First, in this triangular fuzzy multi transportation problem; the quantities are reduced into an integer using the 
ranking measure of triangular fuzzy multi number. Then to find the basic feasible solution, VAM method is used as 
the advantage of this method is that it gives an initial solution which is nearer to an optimal solution. Also, in this 
paper MODI method is used to find the optimal solution. 
 
NUMERICAL EXAMPLES 
The triangular fuzzy multi numbers can be used to represent uncertain and incomplete information in decision-
making, risk evaluation, and expert systems. Measurement of similarity should keep some parameters of triangular 
fuzzy numbers. Shape and midpoint are important metrics of a triangular fuzzy number. Therefore, they should be 
taken into consideration when measuring the similarity of triangular fuzzy multi numbers. 
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EXAMPLE: 4.1 
An FMTP of 3x4with cost as the Triangular Fuzzy Multi Number is considered below 
 
First, we reduce triangular fuzzy multi number to a crisp data: 
The above 3×4 matrix is of balanced transportation problem with the triangular fuzzy multi numbers, which has four 
repeated fuzzy triangular numbers in each cell. These measures are considered for four different times in day 
(morning, afternoon, evening and night).We have to convert the fuzzy multi number to a corresponding crisp 
number and for this we use the concept of ranking measure. By using the formula of the Ranking Measure of 
theTriangular fuzzy multi numbers of Chen & Hsieh 
 
Ai (ai, bi, ci) as 

 
∑ (   )

 
  , wecan get the crisp data. Here, the cardinality = 4,  

 
Using the VAM method, the initial solution obtained is represented in the following table  
 
Using the MODI method of the fuzzy multi transportation table and checking the optimality for all dij > 0, the 
solution is found to be optimum and unique as32 + 2∈  + 4∈  . 
 
EXAMPLE: 4.2 
A Balanced FMTP of 3x3with supply and demand as the triangular fuzzy multi numbers is considered below 
 
And here, we reduce triangular fuzzy multi number to a crisp data by Graded Mean Integration Representation by 
Chen & HsiehAi (ai, bi, ci) as  

 
∑ (   )

 
  , wecan get the crisp data. Here, the cardinality = 3, The above 3×3 

matrix is of balanced transportation problem with measures of three different times in day (morning, afternoon and 
night). 
 
Using the VAM method, the initial solution obtained is represented in the following table and whose Initial Cost of 
this IFTP is  820 + 30∈ 
 
Using the MODI method of the fuzzy multi transportation table and checking the optimality for all dij > 0, the 
solution is found to be optimum and unique as 820 + 5∈ 
 
EXAMPLE: 4.3 
This is an unbalanced FMTP of 3x3 with supply and demand as the triangular fuzzy multi numbers 
 
Once again to reduce the triangular fuzzy multi numbers to a crisp data, we use the same ranking measurer of 
Graded Mean Integration Representation. The cardinality = 3,  
as the 3×3 unbalanced transportation problem is of three different times in day (morning, afternoon and night). 
 
Using the VAM method, the initial solution obtained is represented in the following table  
 
Using the MODI method of the fuzzy multi transportation table and checking the optimality for all dij > 0, the 
solution is found to be optimum and unique as 31. 
 
CONCLUSION 
 
In this paper, a method of finding the initial and the optimal solution for fuzzy multi transportation problem with 
the triangular fuzzy multi number has been proposed. We have used the ranking technique of graded mean 
integration representation by Chen & Hsieh of triangular fuzzy multi number. The numerical examples 4.1, 4.2 and 
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4.3 illustrate the efficiency of the proposed technique for both balanced and unbalanced FMTP. In Future,this 
approach of solving the FMTP may also be utilized for trapezoidal, pentagonal, hexagonal and octagonal fuzzy multi 
transportation problems. 
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Table 1. An FMTP of 3x4with cost as the Triangular Fuzzy Multi Number is considered below 

 
Table 2. Crisp Data  

 D1 D2 D3 D4 Supply 
S1 3 7 6 4 5 
S2 2 4 3 2 2 
S3 4 3 8 5 3 

Demand 3 3 2 2  
 
 
 

 D1 D2 D3 D4 Supply 

S1 

{(1,1,1) 
(1,2,3) 
(2,3,4) 
(4,6,8)} 

{(4,5,6) 
(3,6,9) 
(5,7,9) 

(9,10,11)} 

{(3,4,5) 
(4,5,6) 
(3,6,9) 

(8,9,10)} 

{(1,1,1) 
(2,4,6) 
(4,5,6) 
(4,6,8)} 

5 

S2 

{(1,1,1) 
(1,2,3) 
(1,2,3) 
(2,3,4)} 

{(1,1,1) 
(1,2,3) 
(2,4,6) 

(8,9,10)} 

{(1,1,1) 
(1,2,3) 
(2,4,6) 
(4,5,6)} 

{(1,1,1) 
(1,1,1) 
(1,2,3) 
(2,4,6)} 

2 

S3 

{(1,1,1) 
(2,3,4) 
(2,4,6) 
(7,8,9)} 

{(1,1,1) 
(2,3,4) 
(2,3,4) 
(4,5,6)} 

{(4,5,6) 
(7,8,9) 

(8,9,10) 
(9,10,11)} 

{(4,5,6) 
(3,6,9) 
(1,2,3) 
(5,7,9)} 

3 

Demand 3 3 2 2  
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Table 3. VAM method,  
 
 
 
 
 
 
 
 
 

Table 4. Initial Cost of this IFTP is 32 + 2∈  + 4∈ . 
 
 
 
 
 
 
 
 

Table 5. Balanced FMTP of 3x3with supply and demand as the triangular fuzzy multi numbers  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Table 6. Graded Mean Integration Representation 
 

 
 
 
 
 
 
 

 
 
 
 
 

 D1 D2 D3 D4 Supply 

S1 3 3 7 6 4 2 5 

S2 2 4 3 2 2 ∈  2 + ∈  

S3 4 ∈  3 3 8 5 3 + ∈  

Demand 3 +∈  3 2 2 +∈   

 D1 D2 D3 D4 Supply 
S1 3 3 7 6 4 2 5 
S2 2 4 3 2 2 ∈  2 + ∈  

S3 4 ∈  3 3 8 5 3 + ∈  

Demand 3 +∈  3 2 2 +∈   

 D1 D2 D3 Supply 

S1 50 30 220 {(1,1,1) 
 (1,1,1)  
(1,1,1)} 

          S2 90 45 170 {(1,2,3) 
 (2,3,4)  
(2,4,6)} 

          S3 250 200 50 {(2,3,4) 
 (2,4,6) 
 (4,5,6)} 

Demand {(2,4,6)  
(1,2,3)  
(4,6,8)} 

{(1,1,1) 
 (1,2,3) 
 (2,3,4)} 

{(1,1,1) 
 (1,1,1) 
 (2,4,6)} 

 

 D1 D2 D3 Supply 

S1 50 30 220 1 

S2 90 45 170 3 

S3 250 200 50 4 

Demand 4 2 2  
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Table 7. VAM method,  
 
 
 
 
 
 
 
 
 

Table 8.MODI method  
 
 
 
 
 
 
 
 
 

Table 9. Unbalanced FMTP of 3x3 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 10. Graded Mean Integration Representation 
 

 
 
 
 
 
 
 

 
 
 
 
 
 

 D1 D2 D3 Supply 

S1 50 1 30 ∈ 220 1+∈ 

S2 90 3 45 170  3 

S3 250 200 2 50 2  4 

Demand 4 2+∈ 2  

 D1 D2 D3 Supply 

S1 50 1 +∈ 30 220 1+∈ 

S2 90 3 - ∈ 45  ∈ 170  3 

S3 250 200 2 50 2  4 

Demand 4 2+∈ 2  

 D1 D2 D3 Supply 

S1 4 3 2 
{(4,5,6) 

(5,10,15) 
(10,15,20)} 

S2 2 5 0 
{(10,11,12) 
(12,13,14) 
(10,15,20)} 

S3 3 8 6 
{(10,11,12) 
(11,12,13) 
(12,13,14)} 

Demand 
{(6,7,8) 
(7,8,9) 

(8,9,10)} 

{(2,4,6) 
(4,5,6) 
(4,6,8)} 

{(1,1,1) 
(4,5,6) 
(4,6,8)} 

 

 D1 D2 D3 Supply 

S1 4 3 2 10 

S2 2 5 0 13 

S3 3 8 6 12 

Demand 8 5 4  
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Table 11. VAM method,  
 
 
 
 
 
 
 

Table 12. Initial Cost of this IFTP 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 D1 D2 D3 D4 Supply 
S1 4 3 4 2 0 6 10 

S2 2 8 5 1 0 4 0 13 

S3 3 8 6 0 12 12 

Demand 8 5 4 18  

 D1 D2 D3 D4 Supply 
S1 4 3 5 2 0 5 10 

S2 2 8 5 0 4 0 1 13 

S3 3 8 6 0 12 12 

Demand 8 5 4 18  
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In this article, an efficient numerical algorithm based on Legendre wavelets operational matrix is proposed for 
solving multi term fractional differential equations with variable coefficients. Legendre wavelets operational matrix 
for fractional integration is derived and it is employed to reduce fractional differential equations into a system of 
algebraic equations. Some numerical examples are included to elucidate the simplicity and the efficiency of the 
proposed method. The absolute errors are also compared with some existing numerical techniques.  
 
Keywords: Caputo fractional derivative, Legendre wavelets, Operational matrix, Multi term Fractional differential 
equations with variable coefficients.  
  
INTRODUCTION 
 
The origin of fractional calculus is traced back to the end of seventeenth century. Fractional calculus, as a 
generalization of ordinary calculus, deals with an arbitrary order integration and differentiation. Nowadays many 
fractional models have a great attention in various disciplines, such as Medicine, Economics, Dynamical problems, 
Mathematical physics, Traffic model, Fluid flow, Bio Sciences, Bio Engineering, Electro chemistry, Electromagnetism, 
Viscoelasticy and so on.   Moreover, most fractional order differential equations have no exact solution. Owing this 
fact, many researchers have engaged in developing the numerical techniques for fractional order differential 
equations. Some of these numerical approaches include Finite element method, Finite difference method, Adomian 
decomposition method, Homotopy perturbation method, Homotopy analysis method, Variational iteration method, 
Spectral tau method and Spline collocation method. Some polynomials namely, Laguerre polynomials[6], Bernoulli 
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polynomials[19], Chelyshkov polynomials[20], fractional-order Lagrange polynomials[18], Bernstein Polynomials[7], 
Shifted Chebyshev polynomials[1] are also employed to solve fractional order integral and differential equations 
numerically.  Recently, orthogonal wavelets have become more popular numerical techniques for solving differential 
and integral equations due to their excellent properties. Many researchers have employed the operational matrices of 
fractional integrations of Legendre wavelets[16, 17, 22], Taylor wavelets[21], Müntz-Legendre wavelets[15], Haar 
wavelets[11], Chebyshev wavelets[5], Second kind Chebyshev wavelets[23], Euler wavelets[24] and Bernoulli 
wavelets[14] to find the approximate solutions of arbitrary order differential and integral equations.  The main 
objective of this paper is to find the numerical solutions of multi term fractional order differential equations having 
variable coefficients based on Legendre wavelet operational matrix. The proposed method converts the fractional 
order differential equations into simultaneous algebraic equations by Legendre wavelet operational matrix. The large 
system of algebraic equations may some times lead to a greater computational complexity and a large amount of 
storage requirements, but the Legendre wavelets operational matrix is a structurally sparse matrix, which decreases 
the computational complexity of the resultant algebraic equations.  This article is classified as follows. In section 2, 
we briefly describe some basic definitions and properties of fractional calculus. A brief overview of Legendre 
wavelets, function approximation and operational matrix for fractional integration of Legendre wavelets is presented 
in section 3. In section 4, the applicability and the efficiency of the proposed approach are elucidated on some 
numerical examples and error estimations are also presented. Finally we conclude our work in section 5. 
 
Preliminaries 
We discuss here fractional order integral and differential operators with the preliminary mathematical facts of 
fractional calculus.  
Definition 2.1 [4,10,12,13]The fractional integral with order ≥ 0, of the function ℎ( ) ∈ ([0, ∞)), in Riemann-Liouville 
sense, is given by  

ℎ( ) =

⎩
⎨

⎧
1

Γ( )  ( − ) ℎ( ) ,   > 0.

ℎ( ),                           = 0.

 

  
 Let ℎ( ), ( ) ∈ ([0, ∞)), , ∈ ℝ, > −1, ≥ 0.  
 Then  
(i)     ( ℎ( ) + ( )) = ℎ( ) + ( ).

(ii)     =
Γ( + 1)

Γ( + + 1) .  

 
Definition 2.2 [4,10,12,13]The fractional derivative with order ≥ 0, of the function ℎ( ) ∈ ([0, ∞)), in Caputo sense, is 
given by  

ℎ( ) = ( ℎ( )) =

⎩
⎪
⎨

⎪
⎧ 1

Γ( − )  
ℎ( )( )

( − ) ,   − 1 < < , ∈ ℕ.

ℎ( ),                     = ∈ ℕ.

 

  
 Let ℎ( ), ( ) ∈ ([0, ∞)), , ∈ ℝ, ≥ 0.  
 Then  
(i)     = 0,   ℎ     .
(ii)     ( ℎ( ) + ( )) = ( ℎ( )) + ( ( )).
(iii)     ( ℎ( )) = ℎ( ).

(iv)     ( ℎ( )) = ℎ( ) −  ℎ( )(0 ) ! ,     − 1 < ≤ ,

 

 where ∈ ℕ, > 0 and ℎ( )(0 ): = lim →
( )ℎ( ), = 0,1,2, … , − 1. 
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Legendre wavelets approximations of functions 
We now discuss the Legendre wavelet and its operational matrix for fractional order integration.  
Legendre Wavelets 
Wavelets represent a family of functions generated from dilations and translations of a mother wavelet function ( ) 
over ℝ. Varying the dilation parameter  and the translation parameter  continuously, we obtain the following 
family of continuous wavelets,  

( ) = | |
−

, ≠ 0, ∈ ℝ. 

Restricting the parameters  and  to discrete values as = , = , > 1, > 0, , ∈ ℕ, we arrive the 
family of discrete wavelets, 

( ) = | | ( − ), 
where { ( )} forms a basis for (ℝ). Particularly, when = 2 and = 1, { ( )} forms an orthonormal basis for 

(ℝ).  The Legendre wavelets are defined over the interval [0,1) as  

( ) =
+ 2 (2 − ), ∈ [ , ).

0,                                ℎ ,

 (1) 

where = 2 − 1, = 1,2,3, . . . , 2 , = 0,1,2, . . . , − 1 and , ∈ ℕ. In (1), 2  is the dilation parameter, 2  is 

the translation parameter and the coefficient +  is used for orthonormality. Moreover, ( ), = 0,1,2, . . . , −
1, are mutually orthogonal Legendre polynomials of order  with regard to the weight function ( ) = 1 over the 
interval [−1,1] and satisfy the following recurrence formulae,  

( ) = 1, ( ) = , ( ) =
2 + 1

+ 1 ( ) − + 1 ( ), = 1,2,3, . .. 

 
Approximation of Square Integrable Functions 
An arbitrary function ℎ( ) from ([0,1)) can be written in terms of Legendre wavelets as 
ℎ( ) = ∑  ∞ ∑  ∞ ( ),  (2) 
where the coefficients  are resolved by the inner product  

〈ℎ( ), ( )〉 =  ℎ( ) ( ) . 

 If we truncate the series in (2), then ℎ( ) can be approximated as  
ℎ( ) = ∑  ∑  ( ). (3) 
 For simplicity, (3) can be written as  
ℎ( ) = ∑  ( ) = Ψ( ), (4) 
 where = 2 , = , ( ) = ( ), = [ , , . . . , ]  is the coefficient vector, 
Ψ( ) = [ ( ), ( ), . . . , ( )]  and the index  is determined by the relation = ( − 1) + + 1.  
Discretizing (4) at the collocation points = , = 1,2,3, … , , we attain  
≃ Φ × , (5) 

where = [ℎ( ),ℎ( ), . . . ,ℎ( )] ×  is the vector of the function ℎ( ) at the collocation points and Φ × =
[Ψ( ), Ψ( ), . . . , Ψ( )] is a Legendre wavelet coefficient matrix of order . Specifically, the Legendre wavelet 
coefficient matrix for = 2 and = 3 becomes  
 

Φ × =

⎝

⎜
⎜
⎜
⎛

1.4142 1.4142 1.4142 0 0 0
−1.6330 0 1.6330 0 0 0
0.5270 −1.5811 0.5270 0 0 0
0 0 0 1.4142 1.4142 1.4142
0 0 0 −1.6330 0 1.6330
0 0 0 0.5270 −1.5811 0.5270

⎠

⎟
⎟
⎟
⎞
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Lemma 3.1 Suppose ℎ( ) is the truncated Legendre wavelets expansion of a continuous function h(t) defined on [0,1). If ℎ( ) is 
bounded by a positive constant , that is, |ℎ( )| < , then the Legendre wavelet coefficients of h(t) are bounded as  

≤  (6) 

Proof. Suppose ℎ( ) is the truncated Legendre wavelets expansion of ℎ( ). Then 
ℎ( ) = ∑  ∑  ( ), (7) 
where the coefficients  can be determined by  

= 〈ℎ( ), ( )〉 =  ℎ( ) ( )

=  ℎ( ) ( )

= 2 +
1
2  ℎ( ) (2 − )

 

  
Changing the variable 2 −  by , we have  

= ∫  ℎ ( )  (8) 

Since |ℎ( )| < , we have  

=
+

2
 ℎ

+
2

( )

≤
+

2
 ℎ

+
2

( )

 

≤ ∫  ( )                      (9) 

 Since ( ) ≤ 1,∀ ∈ [−1,1], we have  
∫  ( ) ≤ 2 (10) 
 Thus  

≤  (11) 

  
Theorem 3.2 If ℎ( ) is a continuous function defined on [0,1) and ℎ( ) is the approximation of ℎ( ) by using Legendre 
wavelets, then we have the upper bound error  

∥ ℎ( )− ℎ( ) ∥  ≤ ∑  ∞ ∑  ( ) + ∑  ∞ ∑  ∞ ( ) ,(12) 

 where ( ) = . 

Proof. Suppose ℎ( ) is the truncated Legendre wavelets expansion of ℎ( ). 
The truncated error term can then be calculated as  
ℎ( ) − ℎ( ) = ∑  ∞ ∑  ( ) + ∑  ∞ ∑  ∞ ( )(13) 
  
Thus  
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ℎ( ) − ℎ( ) ≤  ∑  ∞ ∑  ( ) + ∑  ∞ ∑  ∞ ( )

= ∫  ∑  ∞ ∑  ( ) + ∫  ∑  ∞ ∑  ∞ ( )

≤ ∑  ∞ ∑  + ∑  ∞ ∑  ∞

  3.1,  ℎ

ℎ( ) − ℎ( ) ≤ ∑  ∞ ∑  ( ) + ∑  ∞ ∑  ∞ ( ) .

 

  
Legendre wavelets operational matrix of fractional integration 
An -set of Block pulse functions(BPFs) over [0,1) is defined as,  

( ) = 1,     [
− 1

, ),

0,     ℎ ,
 

where = 1,2,3, … , , ∈ ℕ. 

For ∈ [0,1), ( ) ( ) = ( ),    = .
0,         ≠ .  

And 

 ( ) ( ) =
1

,     = .
0,      ≠ .

 

 Any square integrable function ℎ( ) can be expressed in terms of BPFs as  

ℎ( ) ≃  ℎ ( ) = ℎ ( ), 

 

where ℎ = [ℎ ,ℎ , . . . ,ℎ ] ,ℎ =  ℎ( ) ( )  and ( ) = [ ( ), ( ), . . . , ( )] . 

The BPFs and Legendre wavelets are connected by the relation  
Ψ( ) = Φ × ( ). (14) 
 The fractional integration , ≥ 0 of the vector function ( ) is defined as in [9], that is,  

( ( )) ≃ × ( ), (15) 
where ×  is the Block pulse operational matrix of ( ( )),  

 

With  
The fractional order integration  of the vector function Ψ( ) can be approximated as,  

(Ψ( )) ≃ × Ψ( ),                   (16) 
where ×  is known as operational matrix of Legendre wavelets with order ≥ 0. By (14) and (17), we obtain  

(Ψ( )) = (Φ × ( )) = Φ × ( ( )) ≃ Φ × × ( ).(17) 
Thus, combining (16) and (17), we attain  

× Ψ( ) ≃ (Ψ( )) ≃ Φ × × ( ) = Φ × × (Φ × ) Ψ( ) 
and so  

× ≃ Φ × × (Φ × ) . (18) 
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 For instance, the operational matrix for fractional integration of Legendre wavelets for = 3, = 2 and = 0.5 

yields, ×
. =

⎝

⎜⎜
⎛

0.5282 0.1819 −0.0298 0.4438 −0.0871 0.0256
−0.1452 0.2243 0.1329 0.0799 −0.0449 0.0198
−0.0598 −0.0964 0.1688 −0.0417 −0.0002 0.0029
0 0 0 0.5282 0.1819 −0.0298
0 0 0 −0.1452 0.2243 0.1329
0 0 0 −0.0598 −0.0964 0.1688 ⎠

⎟⎟
⎞

 

 
Illustrative Examples 
The applicability and the efficiency of the proposed strategy are elucidated by the following numerical examples.  
 
Example 4.1 Let us examine the fractional order differential equation having variable coefficients  

ℎ( ) + ( ) ℎ( ) + ℎ( ) = ( ), (19) 
where ( ) = − + 56 − 42 + ( ) − , ≥ 0, with regard to the conditions  
ℎ(0) = 0,     ℎ′(0) = 0. (20) 
The classical solution of (19) is − .  
Suppose  
ℎ( ) ≃ Ψ( )and ( ) ≃ Ψ( ), where = [ , , … , ].(21) 

Then  

ℎ( ) = (ℎ( )) = × Ψ( ) (22) 
 and  
ℎ( ) = × Ψ( ) + ℎ(0) + ℎ′(0) (23) 
Using (21), (22), (23) in (19), we have  

Ψ( ) + ( ) × Ψ( ) + × Ψ( ) = Ψ( ) (24) 
  
We can attain the coefficient vector  by solving the equation (24) at the collocation points. Using the coefficient 
vector  in (23), we get the numerical solutions of (19). Table 1 exhibits that the absolute errors become smaller 
when the values of  are increased. Table 1 also shows that the numerical solutions rapidly converge to the classical 
solution. Table 2 exhibits the absolute errors of the shifted Chebyshev polynomial method (SCPM)[1] and the 
proposed strategy. Table 2 clearly shows that the proposed strategy is superior to SCPM.   
 
Example 4.2  Let us examine the multi term fractional order differential equation  
ℎ( ) + ℎ( ) + ( ) ℎ( ) + ℎ( ) = ( ), (25) 

where ( ) = −2, ( ) = +
√

+ . − 14 + 42 − −
√

. + 4 − 2, ≥ 0, with regard to the conditions  
ℎ(0) = ℎ′(0) = 0. (26) 
The classical solution of (25) is − .  
Suppose  
ℎ( ) ≃ Ψ( )and ( ) ≃ Ψ( ), where = [ , , … , ].(27) 

 Then  

ℎ( ) = × Ψ( ) (28) 
  
ℎ( ) = × Ψ( ) (29) 

 and  
ℎ( ) = × Ψ( ) + ℎ(0) + ℎ′(0) (30) 
 Using (27), (28), (29), (30) in (25), we have  

Ψ( ) + × Ψ( ) − 2 × Ψ( ) + × Ψ( ) = Ψ( )(31) 
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 Solving the equation (31) at the collocation points, we attain unknown coefficient vector . Using the coefficient 
vector  in (30), we get the numerical solutions of (25). Table 3 exhibits that the absolute errors become smaller 
when the values of  are increased. Table 3 also shows that the numerical solutions rapidly converge to the classical 
solution. Table 4 exhibits the absolute errors of the Triangular function method(TF)[3], Block pulse function 
method(BPF)[3] and the proposed method. Table 4 clearly shows that the proposed strategy reaches a higher 
precision than TF and BPF.  
 
Example 4.3 Let us examine the multi term nonlinear fractional order differential equation having variable 
coefficients  
ℎ( ) + ℎ( ) + ℎ ( ) + ℎ( ) = ( ), (32) 

where ( ) = 1 +
√

+ 2, ≥ 0,  
with regard to the initial conditions  
ℎ(0) = ℎ′(0) = 0. (33) 
The classical solution of (32) is .  
Suppose  
ℎ( ) ≃ Ψ( )and ( ) ≃ Ψ( ), where = [ , , … , ].(34) 

Then  

ℎ( ) = × Ψ( ) (35) 
and  
ℎ( ) = × Ψ( ) + ℎ(0) + ℎ′(0) (36) 
Using (34), (35), (36) in (32), we have  

Ψ( ) + × Ψ( ) + ( × Ψ( )) = Ψ( ) (37) 

Solving the equation (37) at the collocation points, we attain unknown coefficient vector . Using the coefficient 
vector  in (36), we get the numerical solutions of (32). Table 5 exhibits the absolute errors of Chebyshev operational 
matrix method (COM)[2]. Clearly Table 5 shows the proposed strategy is superior to Legendre wavelet method. 
 
Example 4.4 Let us examine the multi term fractional order differential equation having variable coefficients  

ℎ( ) + 2 ℎ( ) + 3√ ℎ( ) + (1− )ℎ( ) = ( ), (38) 
where ( ) =

( . )
. + 4 +

( . )
+ (1 − ) , ≥ 0,  

with regard to the conditions  
ℎ(0) = ℎ′(0) = 0. (39) 
The classical solution of (38) is .  
Suppose  

ℎ( ) ≃ Ψ( )and ( ) ≃ Ψ( ), where = [ , , … , ].(40) 
Then  

ℎ( ) = × Ψ( ) (41) 

ℎ( ) = × Ψ( ) (42) 
and  

ℎ( ) = × Ψ( ) + ℎ(0) + ℎ′(0) (43) 
Using (40), (41), (42), (43) in (38), we have  

Ψ( ) + 2 × Ψ( ) + 3√ × Ψ( ) + (1− ) × Ψ( ) = Ψ( ) (44) 
 
Solving the equation (44) at the collocation points, we attain unknown coefficient vector . Using the coefficient 
vector  in (43), we get the numerical solutions of (38). Table 6 exhibits that the absolute errors become smaller 
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when the values of  are increased. Table 6 shows that the numerical solutions rapidly converge to the classical 
solution.   
 
CONCLUSION 
 
In this article, an efficient numerical algorithm based on Legendre wavelets operational matrix was derived and 
successfully employed to solve multi term fractional differential equations having variable coefficients. The Legendre 
wavelet operational matrix is structurally a sparse matrix, which reduces the computational complexity in solving 
the system of algebraic equations. Moreover, the proposed numerical technique gives solutions with high precision 
of accuracy. Error tables and graphical demonstrations of numerical examples reveal that the proposed strategy is 
superior to Shifted Chebyshev polynomial method, Triangular function method, Block pulse function method and 
Chebyshev operational matrix method in solving multi term fractional differential equations with variable 
coefficients.  
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Table  1:  Absolute errors of Example 4.1 obtained by the proposed strategy for =  and different values of . 

 =  =  =  =  =  
0.0625 1.2784e-08 3.5312e-08 2.7676e-09 3.4999e-10 6.0736e-11 
0.1875 2.1658e-06 1.3301e-06 2.1540e-07 4.4809e-08 1.2051e-08 
0.3125 2.1718e-05 9.1652e-06 2.0342e-06 6.8218e-07 3.8829e-07 
0.4375 8.9130e-05 3.4167e-05 1.2310e-05 7.5941e-06 6.4770e-06 
0.5625 2.3500e-04 1.0550e-04 6.7192e-05 5.7522e-05 5.4926e-05 
0.6875 4.7475e-04 3.1623e-04 2.9617e-04 2.8621e-04 2.8238e-04 
0.8125 7.3332e-04 8.4457e-04 9.7158e-04 9.8441e-04 9.8299e-04 
0.9375 4.0433e-04 1.6523e-03 2.2491e-03 2.3496e-03 2.3635e-03 

  
Table  2:  Absolute errors of Example 4.1 attained by the proposed strategy and SCPM. 

 SCPM The proposed strategy( = , = ) 
0.1 2.521476e-04 2.0114e-07 
0.2 5.142769e-04 1.1124e-05 
0.3 8.289741e-04 7.2013e-05 
0.4 9.248573e-04 7.8780e-05 
0.5 3.452169e-04 4.8732e-04 
0.6 5.485201e-04 3.9816e-04 
0.7 6.129357e-04 8.5205e-04 
0.8 2.968571e-04 1.7584e-04 
0.9 5.685742e-04 3.1318e-04 

 
Table  3:  Absolute errors of Example 4.2 obtained by the proposed strategy for =  and different values of . 

 =  =  =  =  =  
0.0625 1.0745e-04 2.6864e-05 6.7151e-06 1.6786e-06 4.1960e-07 
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0.1875 9.9732e-05 2.5095e-05 6.2858e-06 1.5724e-06 3.9315e-07 
0.3125 7.3914e-05 1.9530e-05 4.9849e-06 1.2571e-06 3.1549e-07 
0.4375 3.4211e-06 2.8077e-06 1.0885e-06 3.1598e-07 8.4134e-08 
0.5625 2.0063e-04 4.0729e-05 9.1468e-06 2.1662e-06 5.2711e-07 
0.6875 6.3477e-04 1.3848e-04 3.2347e-05 7.8180e-06 1.9220e-06 
0.8125 1.4859e-03 3.3318e-04 7.8913e-05 1.9205e-05 4.7377e-06 
0.9375 3.0117e-03 6.8648e-04 1.6393e-04 4.0058e-05 9.9015e-06 

 
Table  4:  Maximum absolute errors of Example 4.2 obtained by the proposed strategy, TF and BPF method for 

= . . 

TF BPF The proposed strategy = , =  

3.96626e-04 0.01261473 3.1693e-05 

 
Table  5:  Absolute errors of Example 4.3 obtained by COM and the proposed method. 

 COM The proposed strategy 
( = , = ) The proposed strategy ( = , = ) 

0.2 8.8 × 10  4.3390e-04 1.0848e-04 
0.4 7.8 × 10  4.3213e-04 1.0804e-04 
0.6 3.8 × 10  4.2473e-04 1.0620e-04 
0.8 2.8 × 10  4.0609e-04 1.0155e-04 

 
Table  6:  Absolute errors of Example 4.4 attained by the proposed method for =  and different values of . 

 =  =  =  =  =  
0.0625 3.3867e-04 6.8162e-05 1.0863e-05 3.7567e-07 8.0652e-07 
0.1875 2.0627e-04 8.6279e-06 1.6765e-05 1.2699e-05 7.0835e-06 
0.3125 4.2434e-06 9.1757e-05 6.6746e-05 3.7604e-05 1.9501e-05 
0.4375 2.7972e-04 2.3475e-04 1.3856e-04 7.3607e-05 3.7531e-05 
0.5625 6.3156e-04 4.1213e-04 2.2772e-04 1.1834e-04 5.9946e-05 
0.6875 1.0324e-03 6.1403e-04 3.2914e-04 1.6920e-04 8.5433e-05 
0.8125 1.4638e-03 8.3094e-04 4.3802e-04 2.2379e-04 1.1277e-04 
0.9375 1.9087e-03 1.0544e-03 5.5007e-04 2.7994e-04 1.4089e-04 

 

  
Figure  1:  Comparison of the attained numerical 
solutions for = , =  with the classical solution of 
Example 4.1. 

Figure  2:  Comparison of the attained numerical 
solutions for = , =  with the classical solution 
of Example 4.2. 
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Figure  3:  Comparison of the attained numerical 
solutions for = , =  with the classical solution of 
Example 4.3. 

Figure  4:  Comparison of the attained numerical 
solutions for = , =  with the classical solution 
of Example 4.4. 
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Titanium dioxide nanoparticles were developed as a new and efficient heterogeneous catalyst for the 
synthesis of 2-amino-4H-pyran annulated heterocyclic systems by reacting ethyl/methyl acetoacetate 
with aldehyde and malononitrile. At 800C for half an hour, a reaction between different aldehydes, 
methyl acetoacetate, and malononitrile was carried out in EtOH as a green solvent. In good yields, this 
process produced 2-amino-4H-pyran-containing heterocyclic compounds, including thirteen 
derivatives.Titanium dioxide nanoparticles were recycled and reused five times with no reduction in 
catalyst quantity or efficiency. Because titanium dioxide is a cheap, readily accessible, non-toxic, and 
recyclable catalyst, this method is exceedingly efficient, economical, and environmentally friendly. 
 
Keywords: Titaniumdioxide, Aldehyde , Ethyl/Methyl Acetoacetate, Malononitrile, 2-amino-4H-pyran. 
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INTRODUCTION 
 
With growing concern about environmental pollution, the development of innovative green approaches in chemical 
synthesis has received a lot of attention. Heterogeneous catalysis and green solvents are critical to the successful 
development of green chemistry, and promising techniques have been reported[1]. The dangers of organic solvents 
drew researchers' attention to the development of new methods for using EtOH as a solvent[2,3].  Recently, several 
papers have proven the relevance of ethanol in chemical processes [4]. Catalytic processes generated by 
heterogeneous catalysts provide advantages such as ease of handling, easy work up, and catalyst renew-ability. TiO2 
is a low-cost and widely available heterogeneous acidic catalyst with numerous commercial uses, including selective 
NOx reduction in stationary sources, photocatalysis for pollutant elimination or organic synthesis, sensors, 
photovoltaic devices, and paints [5]. Metal oxides with nanoscale dimensions exhibit remarkable magnetic, physical, 
surface chemical, and catalytic characteristics [6,7]. TiO2 nanoparticles have been used as a catalyst in organic 
syntheses such as the Friedel Crafts alkylation of indoles with epoxides [8]. amino-4H-pyrans are important 
biological compounds that have spasmolytic, analgesic, anticonvulsant, antibacterial, anticancer, anti-tubercular, 
anthelmintic, antioxidant, antiglycation, and antidepressant properties [9-11]. 
 
2-amino-4H-pyrans, which are annulated heterocyclic structures, exhibit anti-bacterial, anti-tumor, anti-
hypertensive, and vasodilator properties. As a result, the development of new greener techniques for their synthesis 
remains of interest [12-15]. Following our attempts to explore new approaches for the synthesis of heterocyclic 
molecules[16,17]. Within some of the min, a green approach for the synthesis of 2-amino-4H-pyrans in ethanol with 
TiO2 NPs as the heterogeneous reusable catalyst was devised. (Scheme 1). In this work, we have synthesized 2-
amino-4H-pyrans derivatives efficiently in a one-pot synthesis employing nano-sized titanium dioxide as a 
heterogeneous catalyst. The current approach has various advantages, including excellent yields, short reaction 
durations (20-60 min), and ecologically friendly and mild reaction conditions. The catalyst is easily isolated from the 
reaction products and can be recovered in high purity for direct reuse. Because they may be easily recovered from 
the reaction mixture by simple filtration and reused after activation, heterogeneous catalysts have an economic 
advantage over traditional homogeneous catalysts. 
 
 
 

Abdulfatah Abdullah Abdu Saifan  et al., 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

63738 
 

   
 
 

Experimental 
Materials were purchased from chemist supply companies like Merck, Fluka, and Aldrich. The melting points (in 
degrees Celsius) were measured with an open-glass capillary on an Electrothermal MK3 equipment. TLC was used to 
track reaction completion on silica gel plates using a chloroform solvent solution (CHCl3). The functional groups 
were examined using FTIR. All of the substances' IR spectra were measured using a Perkin Elmer FT-IR 550 
spectrophotometer. Bruker DRX-400 spectrometer was used to measure 1H and 13C NMR spectra. The X-ray 
diffraction investigation was performed using the Philips Xpert X-ray diffraction system (XRD). The KYKY EM-3200 
scanning electron microscope was used to get the SEM pictures. 
 
Synthesis of Titanium dioxide (TiO2) nanoparticles. 
In a typical experiment, synthesize titanium dioxide by dissolving 5 ml of TiCl4 solutions into 45 ml of distilling 
water under vigorous stirring at room temperature for 25 min. then o.1 mole of urea was added to the reaction and 
heated in Water Bath at 60oC for 15 to 40 min. then got the precipitates and then filtration and dried(white powders) 
and characterized by (SEM, EDX, Mapping, IR, and XRD). 
 

Characterization 
Using a Bruker (D5005) X-ray diffractometer with graphite monochromatized CuK radiation (=1.54056), the 
crystalline properties of the synthesized TiO2 -NPs were investigated. It was decided to use a 40 kV accelerating 
voltage and a 30 mA emission current for the tests. The structure of the TiO2 -NPs was verified with both XRD and 
FTIR spectroscopy measurements. SEM was utilized to investigate the TiO2 -NPs' chemical makeup. The Hitachi S-
4800 high-resolution (HR) field emission scanning electron microscope was used for the SEM observations. Elements 
were analyzed with the help of an EDAX spectrometer, which was included with the FE-SEM instruments. Using a 
spectrophotometer (Jasco V 670), we obtained absorption spectra of the samples in the 200-1000 nm range while 
recording them in the diffused reflectance spectrum (DRS) mode.Adsorption edge values were extrapolated to obtain 
band gap values. 
 
General procedure for the synthesis of 2-amino-4H-pyrans. 
In this method, in a two-neck round bottom flask, a combination of aromatic aldehyde, malononitrile, and 
ethyl/methyl acetoacetate (1:1:1 mol ratio) with the titanium dioxide catalyst (10 mg) was added. Then, the ethanol as 
solvent was added to the reaction vessel and refluxed at 800C under continuous stirring. TLC plates were used to 
monitor the reaction's progress, while a TLC tank was filled with a 7:3 mixture of ethyl acetate and n-hexane. After 
the reaction was finished, the mixture was filtered to remove the solvent, and the result was mixed with a little 
amount of hot alcohol. The catalyst was separated by filtration after the product had been stirred and dissolved in 
alcohol. Finally, the catalyst was rinsed multiple times with hot alcohol to thoroughly collect all products. After 
evaporating the ethanol, place the filtrate at room temperature to collect the 2-amino-4H-pyran derivatives as 
showing in Fig. 1. 
 
Synthesis of ethyl 6-amino-5-cyano-2-methyl-4-(4-chlorophenyl)-4H-pyran-3-carboxylate(1a) 
M.p.; 175-1770C; Yield: 92%; IR (ATR, CM-1): 3365, 3404 (-NH primary amine), 1675 (-C=O), 2191 (-CN), 834 (-C-Cl); 
Anal. Calcd. For C16H15ClN2O3: N-8.74, H-4.72, C-60.20; Found: N-8.79, Cl-11.12, H-4.47, H-4.47; 1H NMR: 4.03 
(m,2H,-CH2), 1.29 (t,3H,-CH3 ester), 6.80 (s,2H,NH2), 2.2 (s,3H,CH3), 6.4-4.7 (m,4H,Ar-H); 13C NMR (100 MHz, 
DMSO-d6,ppm): 156.15 (C-12), 158,39 (C-10), 156.92 (C-9), 143.84 (C-6), 131.42 (C-3), 128.97 (C-1,C-5), 128,25 (C-2,C-
4), 119,47 (CN), 106.74 (C-8), 60.09 (C-13), 56.90 (C-11), 39.09 (C-7), 18.18 (CH3), 13.67 (C-14). m/z: 319.7 
 
Synthesis of ethyl 6-amino-5-cyano-2-methyl-4-(3-hydroxyphenyl)-4H-pyran-3-carboxylate (2a). 
M.p.; 163-1640C; Yield: 93%; IR (ATR, CM-1): 3365, 3404 (-NH primary amine), 1675 (-C=O), 2191 (-CN), 3580 (-OH); 
Anal. Calcd. For C16H16N2O4: N-5.72, C-63.78, H-5.27; Found: N-9.33%, H-5.37, C-63,99; 1H NMR: 4.03 (m,2H,-CH2), 
1.29 (t,3H,-CH3 ester), 6.80 (s,2H,NH2), 2.2 (s,3H,CH3), 6.4-6.7 (m,4H,Ar-H), 4.41 (s,iH,OH); 13C NMR (100 MHz, 
DMSO-d6,ppm): 165.30 (C-12), 158,46 (C-10), 156.93 (C-9), 144.10 (C-6), 130.42 (C-4), 134.10 (C-2), 128.10 (C-1), 126.35 

Abdulfatah Abdullah Abdu Saifan  et al., 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

63739 
 

   
 
 

(C-5), 126,22 (C-3), 119,42 (CN), 106.81 (C-8), 60.11 (C-13), 56.96 (C-11), 39.09 (C-7), 18.20 (CH3), 13.69 (C-14). m/z: 
301.1 
 
Synthesis of ethyl 6-amino-5-cyano-2-methyl-4-(4-nitrophenyl)-4H-pyran-3-carboxylate(3a). 
M.p.; 176-1770C; Yield: 96%; IR (ATR, CM-1): 3365, 3404 (-NH primary amine), 1680(-C=O), 2198 (-CN), 1516 (-N=O); 
Anal. Calcd. For C16H15N3O5: N-12.07, C-58.00, H-4.34; Found: N-12.76%, H-4.59, C-58.36; 1H NMR: 4.03 (m,2H,-CH2), 
1.29 (t,3H,-CH3 ester), 6.80 (s,2H,NH2), 2.2 (s,3H,CH3), 7.4-8.1 (m,4H,Ar-H); 13C NMR (100 MHz, DMSO-d6,ppm): 
164.90 (C-12), 158,49 (C-10), 157.93 (C-9), 152.40 (C-6), 146.42 (C-3), 128.10 (C-2.C-4), 123.10 (C-1.C-5), 119,19 (CN), 
105.95 (C-8), 60.17 (C-13), 56.21 (C-11), 39.08 (C-7), 18.28 (CH3), 13.62 (C-14). m/z: 330.1 
 
Synthesis of ethyl 6-amino-5-cyano-2-methyl-4-(2-hydroxyphenyl)-4H-pyran- 3-carboxylate(4a). 
M.p.; 165-1670C; Yield: 90%; IR (ATR, CM-1): 3365, 3404 (-NH primary amine), 1675(-C=O), 2191 (-CN), 3580 (-OH); 
Anal. Calcd. For C16H16N2O4: N-9.07, C-63.42, H-5.30; Found: N-9.33%, H-5.37, C-63.99; 1H NMR: 4.03 (m,2H,-CH2), 
1.29 (t,3H,-CH3 ester), 6.80 (s,2H,NH2), 2.2 (s,3H,CH3), 6.86-7.27 (m,4H,Ar-H), 9.68(s,1H,OH); 13C NMR (100 MHz, 
DMSO-d6,ppm): 165.25 (C-12), 158,29 (C-10), 156.89 (C-9), 143.90 (C-6), 131.4 (C-1), 128.77 (C-2), 127.10 (C-3),126.90 
(C-4), 126.57 (C-5), 119,39 (CN), 106.78 (C-8), 60.20 (C-13), 56.92 (C-11), 39.08 (C-7), 18.24 (CH3), 13.64 (C-14). m/z: 
301.1 

 
Synthesis of ethyl 6-amino-5-cyano-2-methyl-4-phenyl-4H-pyran-3-carboxylate(5a). 
M.p.; 189-1900C; Yield: 91%; IR (ATR, CM-1): 3365, 3397 (-NH primary amine), 1692(-C=O), 2168 (-CN); Anal. Calcd. 
For C16H16N2O3: N-9.80, C-67.42, H-5.43; Found: N-9.85%, H-5.67, C-67.59; 1H NMR: 4.03 (m,2H,-CH2), 1.29 (t,3H,-CH3 
ester), 6.80 (s,2H,NH2), 2.2 (s,3H,CH3), 6.86-7.27 (m,5H,Ar-H); 13C NMR (100 MHz, DMSO-d6,ppm): 164.95 (C-12), 
158,32 (C-10), 157.12 (C-9), 145.1 (C-6), 126.8  (C-1,C-5), 128.9 (C-2,C-4), 127.10 (C-3), 126.90 (C-4), 126.57 (C-5), 119,39 
(CN), 285.11 
 
Synthesis of methyl 6-amino-4-(4-chlorophenyl)-5-cyano-2-methyl-4H-pyran-3-carboxylate(9a). 
M.p.; 192-1940C; Yield: 97%; IR (ATR, CM-1): 3365, 3404 (-NH primary amine), 1675(-C=O), 2191 (-CN), 834 (-C-Cl); 
Anal. Calcd. For C15H13N2O3: N-9.07, C-59.00, H-4.15; Found: N-9.19%, H-4.30, C-59.11; 1H NMR: 6.80 (s,2H,NH2), 
2.31 (s,3H,CH3), 3.61 (s,3H,CH3), 7.15-721 (m,4H,Ar-H); 13C NMR (100 MHz, DMSO-d6,ppm): 165.16 (C-12), 158,39 
(C-10), 156.93 (C-9), 142.80 (C-6),131.42(C-3), 128.97 (C-1.C-5),128.24 (C-2.C-4), 119,49 (CN), 106.95 (C-8), 60.07 (C-13), 
56.91 (C-11), 39.08 (C-7), 18.18 (CH3), 13.66 (C-14). m/z: 305.0 
 
Synthesis of methyl 6-amino-5-cyano-4-(3-hydroxyphenyl)-2-methyl-4H-pyran-3-carboxylate(10a). 
M.p.; 163-1650C; Yield: 90%; IR (ATR, CM-1): 3365, 3404 (-NH primary amine), 1675(-C=O), 2191 (-CN), 3580 (-OH); 
Anal. Calcd. For C15H14N2O4: N-9.65, C-62.42, H-4.73; Found: N-9.79%, H-4.93, C-62.93; 1H NMR: 6.80 (s,2H,NH2), 
2.31 (s,3H,CH3), 3.61 (s,3H,CH3), 6.7-7.0 (m,4H,Ar-H); 13C NMR (100 MHz, DMSO-d6, ppm): 165.31 (C-12), 158,47 (C-
10), 156.93 (C-9), 144.80 (C-6),134.11 (C-2), 130,41 (C-4), 128.97 (C-1), 126.35(C-5),126.22(C-3),119,41 (CN), 106.81 (C-8), 
60.11 (C-13), 56.95 (C-11), 39.08 (C-7), 18.19 (CH3), 13.68 (C-14). m/z: 287.09 
 
Synthesis of methyl 6-amino-5-cyano-2-methyl-4-(4-nitrophenyl)-4H-pyran-3-carboxylate(11a). 
M. p.; 175-1770C; Yield: 94%; IR (ATR, CM-1): 3370, 3440 (-NH primary amine), 1680(-C=O), 2198 (-CN), 1516 (-N=O); 
Anal. Calcd. For C15H13N3O5: N-13.13, C-57.09, H-4.10; Found: N-13.33%, H-4.16, C-67.14; 1H NMR: 6.80 (s,2H,NH2), 
2.31 (s,3H,CH3), 3.61 (s,3H,CH3), 7.0-8.0 (m,4H,Ar-H); 13C NMR (100 MHz, DMSO-d6, ppm): 164.90 (C-12), 158,49 (C-
10), 157.87 (C-9), 152.41 (C-6),146.3 (C-3), 138,3 (-C2,C-4), 123.6 (C-1,-C5), 119,91 (CN), 105.97 (C-8), 60.18 (C-13), 56.21 
(C-11), 39.08 (C-7), 18.29 (CH3), 13.62 (C-14). m/z: 316.09 (C-3), 126.90 (C-4), 126.57 (C-5), 119,39 (-CN), 106.79 (C-8), 
60.18 (C-13), 56.93 (C-11), 39.08 (C-7), 18.25 (CH3), 13.64 (C-14). m/z: 287.09 
 
Synthesis of methyl 6-amino-5-cyano-2-methyl-4-phenyl-4H-pyran-3-carboxylate(12a). 
M.p.; 194-1950C; Yield: 96%; IR (ATR, CM-1): 3340, 3397 (-NH primary amine), 1692(-C=O), 2186 (-CN); Anal. Calcd. 
For C15H14N2O3: N-10.27, C-66.42, H-5.13; Found: N-10.36%, H-5.22, C-66.66; 1H NMR: 6.80 (s,2H,NH2), 2.31 
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(s,3H,CH3), 3.61 (s,3H,CH3), 6.5-7,5 (m,5H,Ar-H); 13C NMR (100 MHz, DMSO-d6, ppm): 164.98 (C-12), 158,32 (C-10), 
157.12 (C-9), 145.01 (C-6),128.9 (C-2,-C4), 126,08 (-C1,-C5), 127.16 (C-3). m/z: 271.1 
 
RESULTS AND DISCUSSION 
 
The sol-gel technique was used to create nano-sized titanium dioxide from titanium tetrachloride and ethanol, as 
described in the literature [18]. According to the data, the prepared titanium dioxide has a surface area of 51.859 
m2/g. Based on a calculation assuming a spherical shape for the catalyst particles, this corresponds to a size of 18.94 
nm. An XRD pattern revealed a distinctive peak at 25.340. Fig.2. shows the XRD peaks for anatase associated with the 
(101), (004), (200), (105), and (204) reflections, which correspond with the reported findings [19]. For this sample, the 
crystallite diameters are determined to be 10 nm from the half-height width of 20 of the peak at 25.340 for anatase 
associated with The (101) TiO2, using the Scherrer formula. The disparity in particle size between the specific surface 
area measurement and the XRD diffraction pattern is owing to the difference in particle shape assumption, i.e. the 
BET analysis assumes a spherical shape whereas the XRD analysis is based on the anatase phase. The morphological 
SEM picture indicates that the particles are roughly 29 nm in size and agglomerate  showing in Fig. 3.  The study of 
TiO2 nanoparticles (anatase and rutile) using energy-dispersive X-ray spectroscopy (EDX) reveals peaks for Titanium 
and oxygen. There is no trace of any other contaminants in the EDX study, as shown in Fig. 4. TiO2 energy-dispersive 
x-ray diffraction (EDX) spectrum (anatase and rutile).  Fig. 5. shows the (FT-IR) spectra of titanium dioxide 
nanoparticles. The FT-IR spectra were captured between 4,000 and 400 cm-1. Bands with frequencies of 3,445 cm-1 for 
OH, 1,640 cm-1 for C=O stretching, and bending of nitro N-O (1,395 cm-1). The creation of titanium dioxide 
nanoparticles was approved by the peak at 650 cm-1 that were absorbed. 
 
To begin, we investigated the treatment of aldehyde and amine as a model reaction in H2O using various catalysts to 
assess the effectiveness of titanium dioxide nanoparticles in this process. The reaction conditions for the production 
of 2-amino-4H-pyran derivatives were optimized. Optimization of catalyst quantity (Table 3, entries 1-4), 
temperature (Table 3, entries 5-11), and solvent (Table 3, entries 12-15) were studied, as in the preceding section. As a 
result, the reaction of benzaldehyde, malononitrile, and ethyl acetoacetate was chosen as the model reaction Table. 4. 
The ideal condition for the model reaction, according to these investigations, is shown in entry 10. Table.2. displays 
some of the findings from tests conducted on different types of catalysts. TiO2 nanoparticles outperformed both 
TiO2at room temperature and the other catalysts indicated in Table 2 in terms of yield and reaction rate. Ce-ZSM-11, 
Fe3O4@g-C3N4, MNP@PEG-ImOH, HPNb, and Zn+2/4A, were initially tested as catalysts, However, even at large 
catalyst loadings, the yields achieved were only modest (Table 2, entries 1–6). Titanium dioxide nanoparticles in 
ethanol had a 96% isolated yield, which was the best result (Table 2, entry 7). TiO2 nanoparticles may be more 
effective than other catalysts because they have a larger surface area.  
 
An increase in catalyst loading from 10% to 20% did not improve the yield significantly while lowering the catalyst 
loading from 10% to 8% and decreasing the temperature from 80 to 45 0C lowered the yield and increased the 
reaction time. To illustrate the catalyst's efficiency, a blank reaction was performed in the absence of the catalyst in 
the presence of refluxing EtOH. Only 30% of the product was separated after 6 h of stirring, classical work-up, and 
recrystallization from ethanol (Table 3, entry 9). We then continued to optimize the above-mentioned model reaction 
by measuring the efficiency of numerous classical solvents used as comparison medium (Table 3). In each case, the 
substrates were combined with 10% titanium dioxide nanoparticles and agitated with 2 ml solvent. It was discovered 
that CH2Cl2, toluene, CH3CN, H2O, and the solventless system were unfavorable for the synthesis of the product 
(Table 3, entries 1- 6).  The effect of temperature was also studied by carrying out the influence of temperature was 
further investigated by running the model response at various temperatures (Table 3, entries 8-10). When the 
reaction was carried out in EtOH at 80 0C, the product produced an excellent yield (Table 3, entry 8). Using a variety 
of structurally different aldehydes, we assessed the efficacy and applicability of our methodology for component 
condensation. Table 4 shows the results of smooth cyclo condensation of several aliphatic, aromatic, and aldehydes 
in good to outstanding yields. As indicated in this Table, aromatic aldehydes with electron-deficient or electron-rich 
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substituents on the aromatic ring, as well as aliphatic aldehydes, gave excellent yields of the required 2-amino-4H-
pyran(Table 4, entry 1-13). In terms of ecologically friendly techniques, the benefits of the utilized catalyst are 
considerably greater if it can be recovered and reused. To investigate the recyclability of the catalyst, titanium 
dioxide nanoparticles were recovered from the reaction mixture in the model reaction using a simple workup and 
employed in five consecutive runs without substantial loss of catalytic activity (Table 5).  Reaction conditions: 
benzaldehyde (1mol), malononitrile (1mol), ethyl acetoacetate (1mol), 10 gm of TiO2NPs in ETOH at 800C 
 
CONCLUSIONS 
 
We discovered a simple and effective approach for synthesizing 2-amino-4H-pyran in EtOH utilizing titanium 
dioxide nanoparticles as catalysts. This approach has various advantages, including a high yield, a quick reaction 
time, a simple work-up procedure that avoids the discharge of toxic organic solvents, ease of separation, and the 
catalyst's recyclability. 
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Table.1.Optimization of substituted 2-amino-4H-pyran derivatives synthesis conditions. 
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Table.2. Comparison of catalytic activity of titanium dioxide nanoparticles with some other catalysts. 

Reaction conditions: benzaldehyde: malononitrile: ethyl acetoacetate (1:1:1). 
 

Table. 3. The efficiency of several classical solvents 

 
 
 
 
 

20

21

22

23

24

25

This work

Entry        Catalyst                      Condition          Time(h:min)      Yield(%)                  Ref.
          

TiO2 NPs (15 mol%)

Ce-ZSM-11 (100 mg)

Fe3O4@g-C3N4 (20 mg)

MNP@PEG-ImOH (200 mg)

HPNb (100 mg)

Zn2+/4A (100 mg)

TiO2 NPs (10 mg)

1

2

3

4

5

6

7

H2O, R.T.

EtOH, Reflflux

EtOH, 60 C

H2O, R.T.

Solvent-free,MW, 80 C

EtOH, Reflflux

EtOH 80 C

04:00

01:30

00.30

00.25

02:00

04:00

00.40

77

85

80

89

91

95

96

Entry Solvent Temperature 0C Time (h) Yield(%)

1 - 25 6 60

2 - 80 6 68

3 CH3CN Reflux 6 35

4 CH3CN Reflux 6 45

5 Toluene Reflux 6 50

6 H2O Reflux 6 30

7 H2O+ETOH Reflux 6 42

8 ETOH 80 00.40 96

9 ETOH 40 6 78

10 ETOH 25 4 45
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1 1 91

2 2 90

3 3 88

4 4 87

5 5 85

Entry Cycle Yielda(%)

Table.4.Synthesizing substituted 2-amino-4H-pyran derivatives catalyzed by Titanium dioxide 

 
Reaction conditions: aromatic aldehyde: malononitrile: ethyl/methyl acetoacetate (1:1:1),Titanium dioxide  (10 mg), 

EtOH 80 0C. 

Table. 5.Recyclability of the catalyst in the model reaction 
 
 
 

 
 

 
 
 
 
 

 
 

Entry Aldehyde Prodect Time(min) Yield(%) M.P(Obsd)0C M.P(Lit)0C

1 4-Chlorobenzaldehyde 1a 15 92 175-177 127-174[26]

2 3-Hydroxybenzaldehyde 2a 18 93 163-164 164-165[27]

3 4-Nitrobenzaldehyde 3a 15 96 176-177 176-179[28]

4 2-Hydroxybenzaldehyde 4a 35 90 165-167 163-165[29]

5 Benzaldehyde 5a 21 91 189-190 191-192[30]

6 4-Methoxybenzaldehyde 6a 20 95 135-137 136-138[31]

7 4- Bromobenzaldehyde 7a 40 93 170-172 172-174[32]

8 2-Nitrobenzaldehyde 8a 40 89 181-182 180-181[33]

9 4-Chlorobenzaldehyde 9a 35 97 192-194 190-192[34]

10 3-Hydroxybenzaldehyde 10a 25 90 163-165 164-165[35]

11 4-Nitrobenzaldehyde 11a 40 94 175-177 176-178[36]

12 Benzaldehyde 12a 20 96 194-195 195-196[37]

13 4-Methoxybenzaldehyde 13a 35 84 134-136 136-137[38]
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Fig. 1. Preparation of 2-amino-4h-pyrans by using titanium dioxide as catalyst. 

 

 
Fig.2. XRD pattern of TiO2 nanoparticles 

 
Fig. 3. SEM image of the synthesised TiO2. 

Fig. 4. EDX AND Mapping of TiO2 nanoparticles. 

2- amino-4H-Pyrans

Aldehyde 

Malononitrile

Ethyl 
acetoacetate

   80 oC  

TLC

Filtration 
Heating 
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Fig. 5. FT-IR pattern of titanium dioxide nanoparticles. 

 

Scheme 1.A plausible mechanism for the synthesis of 2-amino-4H-pyrans. 

 
R= OH, CH3, OCH3. Cl, Br, NO2, H, 
R1= Ethyl (a1, a9), Methyl (a10, a14) 

Scheme 2. 
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In graph theory, the minimum spanning tree (MST) problem is an important problem with many 
practical applications. The MST problem in fuzzy graphs has been already studied. In this paper, 
we discuss the MST problem in graph with Z- number weighted edges(Z-graph). Anew ranking 
function for Z-numbers (the ratio ranking function) is introduced. Prim’s algorithm based on new 
ranking procedure is then used to find the MST in Z-graph. 

Keywords: Minimum Spanning tree, Z-number, Prim’s Algorithm, Graph with Z-number weighted 
edges, Ratio ranking function. 
  
 
INTRODUCTION 
 
A variety of algorithms such as the Prim’s algorithm, the Kruskal algorithm are available to find minimum spanning 
tree (MST) in classic graph theory. Chang and Lee [1],De Almeida [2], Archana A.Deshpande, and Onkar K-
Chaudhari [3], Anita Pal and Arindam Dev [4] have studied the MST problem in a fuzzy environment. 
In this paper, we present a novel approach to the problem of an MST in a graph with Z-number weighted edges. The 
solution involves a new type of ranking function for the Z-numbers called the ratio ranking function. 
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PRELIMINARIES 
Definition: Minimum Spanning tree 
A Minimum Spanning Tree (MST) is a subset of edges of a connected weighted undirected graph that connects all 
the vertices with the minimum possible total edge weight. 
 
Definition: Z- number 
A Z–number Z= (A, B) is an ordered pair of fuzzy numbers. The first component A is a restriction of real-valued 
uncertain variable X. The second component B is a measure of the reliability of the first component.  
 
Definition: Z-Graph 
A Z-graph is a simple connected graph with Z-number weighted edges. 
 
Definition: Momentum ranking function of Z-number [5] 
Let R1 and R2 be any two ranking functions for fuzzy numbers. Then for the Z-number A and B define the 
momentum ranking function [MRF] by M (A,B)=R1(A) *R2(B). 
 
Definition: min R Operation [6] 
Let * be any one of the basic arithmetic operations addition, subtraction, multiplication or division.  Let  be any 
suitably chosen ranking function.  Then the min R Operation[14] is defined by (A, B)(*,min)(C, D)=(A*C, min(B, D)), 
where A*C is calculated by using the extension principle, min(B, D) = B if ( ) ≤ ( ) and  D if ( ) < ( ) 
 
Example: Sum of two triangular Z-numbers by min R  
Take Z1=(A1, B1)= ( , , ), ( , , ) ,and Z2 = (A2, B2) = ( , , ), ( , , )  are any two Z-
numbers. The sum of two triangular Z-numbers Z1 and Z2 is defined by (+,  ) =  (( + ,  + , +

),  ( , )). 
 
NOVEL ALGORITHM FOR FINDING ZMST IN A GRAPH 
A novel ranking function for Z- number is given below: 
 
Ratio ranking function 
Let us consider a minimization problem for Z-valued cost function. So, when we are interested in minimizing the 
cost given by Z-number (A,B) we need to minimize the first component A which represents the cost but maximize 
the second component B which refers to the reliability. Since the second component is non negative it is enough to 
minimize the reciprocal of the second component. 
 
Hence, we define the ratio ranking function ( , ) = ( )

( ) , Where , are ranking functions on set of fuzzy 
numbers. 
 
Example: Consider the two edges E and F respectively with weights([6,7,8],[.8,.9,1]) and ([8,9,10],[.4,.5,.6]). 
Common sense suggests that the edge E should be preferred since the fuzzy cost associated with it is lesser than the 
fuzzy cost associated with the edge F, while the reliability of information regarding edge E is higher than the 
reliability of information regarding edge F. 
 
Take = =  where ([ , , ]) = . 
 
Then ([6,7,8], [. 8, .9,1]) =

.
= 7.78 and ([8,9,10], [. 4, .5. .6]) =

.
= 18 

So, the ratio ranking function leads to the correct conclusion, that the edge E is associated with the minimum cost. 
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Some researchers had applied momentum ranking function for solving minimization problem. For example, refer to 
[7] ,the momentum ranking function was applied by the researcher to handle the shortest path problem in this 
article. 
 
Suppose herewe apply momentum ranking function for the above-mentioned edges E and F. 
 
Here also consider = =  where ([ , , ]) = . 
 
Then MRF[([6,7,8], [. 8, .9,1])] =  [6,7,8] ∗ [. 8, .9,1] = 7 ∗ .9 = 6.3 
MRF [([8,9,10], [. 4, .5, .6])] =  [8,9,10] ∗ [.4, .5, .6]=9∗.5= 4.5 
This leads to the conclusion that the edge F has minimum cost, which is obviously wrong. 
Because of this, it is preferable to use the ratio ranking function rather than momentum ranking function, to solve 
minimization problem such as shortest path problems and MST problems. 
 
Problem formulation for ZMST 
Consider a simple connected graph G consisting of ‘n’ number of vertices = { , ,⋯ , } and 'm' number of edges 
E ⊆V X V. 
The ZMST Problem is formulated as follows: =  ∑ ,where the minimum is taken over the spanning tree of 
subgraph of G, Subject to∑ = − 1 
Here, Ce-represents the weight of an edge e, which is a Z-number. 

∑ - represents the number of edges in ZMST is n-1, where = 1,     
0,       

Y-Total cost of ZMST 
 
Prim’s algorithmis generally used to find the MST in a graph.  
While adapting algorithms which work with crisp numbers so that they can deal with Z-numbers two issues need to 
be tackled:(i) Formal arithmetic operations as outlined by Zadeh are too complicated. So suitable simplified 
operations proposed by Stephenare used. (ii) Comparison of two Z-numbers by a suitable ranking procedure. Here 
we are interested in a minimization problem, so we can utilize the ratio ranking function.  
 
Modified Prim’s Algorithm 
Input: 
Let G= (V, E) be a simple connected graph with Z-number weighted edges. 
Let = { , ,⋯ , } and = { , ,⋯ , }, n(V)=n, n(E)=m 
cost ( ) – weight of , i=1 to m. 
 
Aim: To find ZMST T(W, B) of G 
Process 
Initialization 
Let W= { }\\  is a starting vertex of T 
B= { }       \\ B is the edge set of T 
Cost= 0  \\ corresponding Z-number is ((0,0), (1, 1)) 
 
Procedure 
Start from  
While V\W≠Φ, Do 
Among all the edges with one end in W and another end in V\W, 
We find an edge ( , ) with minimum cost; 
Cost=cost (+, ) cost ( , ); 
B=BU ( , ); 
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W= (W U { , })\W; 
end while 
 
Output 
T= (W, B) is the minimum spanning tree of G,n (W)= n,n (B) = n-1 
Start from the vertex . Among all the edges with one end in W and another end in V\W, we find an edge with a 
minimum weight. The edge with the minimum weight is chosen by a suitable ranking method. Suppose in V\W is 
adjacent to with a minimum weight. 
 
Now W= { , }, and among all the edges which have one end in W and another end in V\W, find the edges which 
are adjacent to , with a minimum weight. Continuing like this, we find a tree that includes all the vertices of G 
and the edgeswith minimum weight. Hence, we get a spanning tree with n vertices and n-1 edges. 
 
Example 
Consider graph G given in the figure 1. The edge weights are given in the table 1. The problem is to find the 
minimum spanning tree of G. 
 
Here, V= {a, b, c, d, e,f} 
 
To find the minimum spanning tree T of a graph with Z-number weighted edge and its cost. 
Using the modified Prim’s algorithm, the output isW= {a, b, c, f, e, d}, B= {ab, bc, bf, fe, fd}  
The Spanning tree is and the corresponding cost is  ((150,180,210),(.6,.65,.7)) 
 
CONCLUSION 
  
In this paper, a new ranking method for Z-numbers has been introduced to deal with optimization problems where 
the objective function has to be minimized .The modified form of Prim’s algorithm for finding MST in a simple graph 
with Z-number weighted edges has been presented.We have demonstrated the proposed algorithm using numerical 
example. This algorithm finds the ZMST and its corresponding cost. 
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Table 1 The edge weights 

Edges Weight 
ab ((30,35,40),(.6,.65,.7)) 
af ((50,60,70),(.8,.85,.9)) 
ae ((60,65,70).(.9,.95,1)) 
bc (10,15,20),(.6,.65,.7)) 
bf ((40,45,50),(.7,.75,.8)) 
cd ((60,65,70).(.8,.85,.9)) 
cf ((40,45,50),(.75,.8,.9)) 
fe ((20,30,40),(.6,.65,.7)) 
fd ((50,55,60),(.8,.85,.9)) 
ed ((80,85,90),(.9,.95,1)) 

 
 

 
 

Fig 1. Graph G Figure 2. The spanning tree 
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In this article, we examine Analysis of a Markovian retrial queue with Feedback, Recurrent customers 
and server vacation. In this model, all service times, retrial times and vacation times are assumed to have 
an exponential distribution. We obtain the probability generating function for the number of customers 
in the system. We also compute the average number of customers and waiting time in the system. Some 
of the special cases are discussed. To calibrate the model’s stability some numerical examples are 
illustrated.  
 
Keywords: Retrial Queue, Feedback, Recurrent customers, Server vacation, Steady-state equations. 
MSC 2010 No.: 60K25, 68M20, 90B22  
 
INTRODUCTION 
 
The queueing systems, which include the possibility of a customer after receiving one service, returning to the server 
for additional service, are called queue with feedback. Formation of queues with feedback mechanism was first 
introduced by Takecs(1963) discipline In this paper, an M/M/1 Retrial queueing model with Recurrent Customers 
and Server Vacation is taken. Retrial queues are characterized by the phenomenon that arriving customers who find 
the server busy join the retrial group (called orbit) to repeat their request for service after some random time. Retrial 
queuing systems have been widely used to model many practical problems in telephone switching systems, 
telecommunication networks, and computers competing to gain service from a central processing unit. For recent 
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bibliographies on retrial queues, see [2,3,8,9,14]. Boxma and Cohen[4] studied a M/G/1 queue in which there is a 
fixed number of permanent customers present who rejoin the queue on their completion of service. This sys tem with 
permanent customers in the retrial context was analzed by Farahmand[11]. Queues with vacations have been studied 
extensively in the past: a comprehensive survey can be found in Teghem[14] and Doshi[7]. The Organization of the 
paper is as follows: The model under consideration is described in section 2. In section 3, we analyze the model by 
deriving the system steady state equations. Using the equations, the probability generating function of queue length 
are obtained in section 4. 
 
MODEL DESCRIPTION 
 
We consider an M/M/1 Feedback-retrial queue with transit (also called ordinary) customers and a fixed number K (K 
≥ 1) of recurrent (also called permanent) customers. After service completion, recurrent customers always return to 
the retrial group and transit customers leave the system forever. 
 
Transit customers arrive according to a Poisson process with rate λ. If a transit customer finds the server free on his 
arrival, he occupies the server, otherwise, he enters the re-trail group in accordance with an FCFS discipline. We will 
assume that only the transit customers at the head of the orbit is allowed for access to the server. Successive inter 
retrial times of any transit customer follow an exponential distribution with rate α. The service times for the transit 
customers are exponentially distributed with rate µ 1 . There is a fixed number K of permanent customers in the 
system. After having received service, recurrent customers immediately return to the retrial group in accordance 
with an FCFS discipline. We will assume that only the recurrent customer at the head of orbit is allowed for access to 
the server. Successive inter-retrial times of any recurrent customer follow an exponential distribution with rate . The 
service times for the recurrent customers are exponentially distributed with rate µ 2 . After each service, the next 
customers to be served is determined by a competition between the retrial time of transit customers, recurrent 
customers. After completion of service there is no transit customers in the orbit the server takes the vacation of 
random length. At the end of vacation, if the server finds no transit customer in the orbit, he immediately takes 
another vacation and continuous in this manner until he finds atleast one transit customer upon return from 
vacation. The vacation times are the exponentially distributed with parameter . The inter arrival times, retrial times, 
service times and vacation times are mutually independent. Let O(t) be the number customers in the orbit at time t 
and C(t) denotes the server state at time t. 
We observe that (O(t), C(t)): t ≥ 0 is a continuous Markov chain. 
 
MODEL ANALYSIS EQUATIONS 
 
We define the following limiting probabilities for our subsequent analysis of the queueing 
 

P , lim
→∞

{C(t) = 0,    O(t) = n,                n ≥ k + 1 
  

P , lim
→∞

{C(t) = 1,    O(t) = n,                n ≥ k + 1 
 

P , lim
→∞

{C(t) = 2,    O(t) = n,                n ≥ k + 1 
 

P , lim
→∞

{C(t) = 3,    O(t) = n,                n ≥ k + 1 
 
 
The system has the following set of steady state equations: 
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PROBABILITY GENERATING FUNCTIONS OF QUEUE LENGTH 
We define the following probability generating functions: 

 
applying (8) into equations (1)-(7), we get 

 
substituting equations (10), (11) and (12) in (9), we get 
 

 
Let us define P (z) = P 0 (z) + z(P 1 (z) + P 2 (z)) + P 3 (z) the pgf for number of customers in the system. 

 

Applying the normalizing condition P(1) =1, in equation (18), we get 
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Particular cases 
 
i) Ifθ→∞p=0 and q=1, then the present model will be remodeled as an M/M/1 retrial queue with 

recurrent customers. 
ii) If α→∞ and θ→∞, p=0 and q=1, then the present model will be remodeled as an M/M/1 queue with 

recurrent customers. 
iii) If α→∞, θ→∞, p=0,q=1 and k=0 then the present model will be remodeled as an M/M/1 queue. 
iv) If k=0, p=0andq=1, then the present model will be remodeled as an M/M/1 retrial queue with server 

vacation. 
v) If k=0,p=0,q=1 and θ→∞, then the present model will be remodeled as an M/M/1 retrial queue.  
 
OPERATING CHARACTERTISTICS  
Let E(L) denote the mean number of customers in the system. The Probability generating 
function for the number of customers in the system is 
 

 
Differentiating with respect to z 
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NUMERICAL RESULTS 
The curved graph constructed in Figure 1 and the values tabulated in the Table 1 are obtained by setting the 
fixed values ν=2,α=1,β=2.5,k=1,θ=1,p=0.4 , q = 0.6, t = 0.3 and varying the values of λ from 1 to 2 incremented 
with 0.2 and extending the values of µ from 1 to 2 in steps of 0.5. We observed that as λ rises Ls also rises which 
shows the stability of the model. 
 
The curved graph constructed in Figure 2 and the values tabulated in the Table 2 are obtained by setting 
the fixed values µ=1.5, α=1,β=2.5,k=1, θ=1,p=0.4 q=0.6,t = 0.3 and varying the values of λ from 1 to 2 
incremented with 0.2 and extending the values of µ2 from 3 to 7 in steps of 2. We observed that as λ rises 
Ls also rises which shows the stability of the model. 
 
The curved graph constructed in Figure 3 and the values tabulated in the Table 3 are obtained by setting 
the fixed values µ=1,α=1.5,ν=3,k=1,θ=1,p=0.4,  q=0.6,t = 0.3 and varying the values of λ from 1 to 2 
incremented with 0.2 and extending the values of β from 3 to 4.2 insteps of 0.6. We observed that as λ 
rises Ls also rises which shows the stability of the model. 

 
The curved graph constructed in Figure 4 and the values tabulated in the Table 4 are obtained by setting 
the fixed values  µ = 2,  β  = 2.5,  ν  = 4,  θ  = 1,  k  = 1,  p = 0.4 q  = 0.6,t = 0.3 and varying the values of λ 
from 1 to 2 incremented with 0.2 and extending the values of α from 0.5 to 1.5 in steps of 0.5.We observed 
that as λ rises Ls also rises which shows the stability of the model. 
 
CONCLUSION  
 
In this paper, analysis of a Markovian retrial queue with recurrentcustomers, feedback and server vacation is 
evaluated. We obtain the PGF for the number of customers and the mean number of customers in the orbit. We 
workout the waiting time distribution. We also derive the performance measures. We perform some particular cases. 
We illustrate some numerical results. 
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Table1: Ls with turnover of λ 
 
 
 
 
 
 
 
 
 

Table 2: Ls with turnover of λ 
 
 
 
 
 
 
 
 

 
Table 3: Ls with turnover of λ 

 
 
   
 
 
 
 
 

Table 4: Ls with turnover  of λ 
 
λ α=0.5 α=1 α=1.5 
1.0 1.43362 0.907895 0.422727 
1.2 1.82298 1.42323 1.08291 
1.4 2.14633 1.81655 1.54657 
1.6 2.4331 2.14808 1.91892 
1.8 2.69745 2.44393 2.24147 
2.0 2.94706 2.71723 2.53379 
 

λ µ =1 µ=1.5 µ=12 
1.0 1.37705 1.6783 1.0122 
1.2 1.75706 1.56923 1.42941 
1.4 2.08181 1.90298 1.76926 
1.6 2.37506 2.19946 2.06733 
1.8 2.64836 2.47301 2.34015 
2.0 2.90805 2.73134 2.59649 

Λ µ2=3 µ2=5 µ2=7 
1.0 1.13277 1.03061 0.954587 
1.2 1.57374 1.5145 1.46316 
1.4 1.92949 1.89079 1.85035 
1.6 2.23977 2.21188 2.17666 
1.8 2.52273 2.5008 2.46806 
2.0 2.78788 2.76923 2.73754 

Λ β=3 β=3.6 β=4.2 
1.0 1.12222 1.18125 1.23333 
1.2 1.55489 1.60501 1.64978 
1.4 1.90973 1.95673 1.99909 
1.6 2.22274 2.26915 2.31128 
1.8 2.51036 2.55741 2.60037 
2.0 2.78788 2.76923 2.73754 
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Figure 1: Transition state diagram of the system model. 

  
Table1: Ls with turnover of λ Figure 3: Ls with turnover of  

 

 
Figure 4: Ls with turnover of   Figure 5: Ls with turnover of  
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Periodontal diseases are complex inflammatory conditions affecting the supporting structures of the 
teeth, with a significant impact on oral health. Traditional diagnostic approaches for periodontal diseases 
have relied on clinical parameters and subjective assessments, often leading to limited predictive 
capabilities and suboptimal treatment outcomes. In recent years, there has been a growing recognition of 
the crucial role played by the oral microbiome in periodontal health and disease. This article highlights 
the significance of integrating periodontal risk assessment and oral microbiome profiling as a 
comprehensive two-way diagnostic approach to enhance our understanding of the disease and improve 
clinical outcomes. By considering both host-related factors and the composition of the oral microbiome, 
this approach offers a more accurate assessment of disease susceptibility, severity, and treatment 
response. The integration of periodontal risk assessment and oral microbiome profiling holds great 
promise in guiding personalized treatment strategies and improving overall patient care. 
 
Keywords: periodontal diseases, periodontal risk assessment, oral microbiome, diagnostic approach, 
clinical significance 
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INTRODUCTION 
 
Periodontal diseases, including gingivitis and periodontitis, are prevalent inflammatory conditions that affect the 
supporting tissues surrounding the teeth. These diseases can result in tissue destruction, tooth loss, and have 
implications for systemic health. Traditional diagnostic approaches for periodontal diseases have primarily relied on 
clinical parameters, such as probing depth and bleeding on probing, along with subjective assessments. However, 
these methods often provide limited predictive capabilities and fail to consider the complex interplay between the 
host immune response and the oral microbiome. In recent years, there has been a remarkable advancement in our 
understanding of the oral microbiome and its role in periodontal health and disease. The oral cavity harbors a 
diverse microbial ecosystem consisting of bacteria, viruses, fungi, and other microorganisms. The composition, 
diversity, and functional potential of this oral microbiome have been recognized as key factors influencing the 
development and progression of periodontal diseases [1]. With the advent of molecular techniques and high-
throughput sequencing, researchers have gained unprecedented insights into the oral microbiome’s intricate 
relationship with periodontal health and disease. The use of methods such as 16S rRNA gene sequencing and 
metagenomics has allowed for a comprehensive characterization of the oral microbiome, enabling the identification 
of microbial signatures associated with health and disease states. This deeper understanding of the oral microbiome 
has paved the way for a paradigm shift in periodontal disease diagnosis and management. 
 
Recognizing the limitations of traditional diagnostic approaches, there is a growing recognition of the importance of 
integrating periodontal risk assessment and oral microbiome profiling as a comprehensive two-way diagnostic 
approach. By considering both host-related factors and the composition of the oral microbiome, this integrated 
approach provides a more accurate assessment of disease susceptibility, severity, and treatment response. The aim of 
this article is to highlight the significance of this comprehensive two-way diagnostic approach in enhancing our 
understanding of periodontal diseases and improving clinical outcomes. By combining periodontal risk assessment 
with oral microbiome profiling, clinicians can tailor treatment plans more effectively, identify high-risk individuals, 
predict disease progression, and develop personalized therapeutic interventions. In this article, we will explore the 
current knowledge surrounding periodontal risk assessment and oral microbiome profiling. We will examine the 
clinical significance of this integrated approach, its implications for treatment planning, and its potential to guide 
personalized interventions. Furthermore, we will discuss the future directions and challenges in the field, 
emphasizing the need for standardized protocols, validated diagnostic thresholds, and novel therapeutic strategies 
based on the comprehensive two-way diagnosis. 
 
Overall, the integration of periodontal risk assessment and oral microbiome profiling holds great promise in 
improving our understanding of periodontal diseases and revolutionizing their diagnosis and management. By 
harnessing the power of both host-related factors and microbial analysis, we can enhance clinical decision-making, 
optimize treatment outcomes, and ultimately improve the oral health and well-being of individuals affected by 
periodontal diseases. 
 
Periodontal Disease: A Multifactorial Condition 
 Periodontal disease is a chronic inflammatory condition affecting the supporting structures of the teeth, including 
the gums, periodontal ligament, and alveolar bone. It is one of the most prevalent oral diseases worldwide, with 
varying degrees of severity ranging from gingivitis (inflammation of the gums) to periodontitis (destruction of the 
supporting tissues) [1]. Etiology and Pathogenesis The development and progression of periodontal disease are 
influenced by a combination of factors, making it a multifactorial condition. While bacterial plaque accumulation is 
recognized as the primary etiological factor, numerous host-related factors contribute to disease susceptibility and 
severity. These factors include genetic predisposition, systemic conditions, lifestyle habits, and oral hygiene practices 
[2]. Genetic Predisposition Growing evidence suggests that genetic variations can modulate an individual's 
susceptibility to periodontal disease. Several genes involved in immune response, extracellular matrix remodeling, 
and inflammatory pathways have been implicated in disease susceptibility. For example, polymorphisms in genes 
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encoding interleukins (IL-1), tumor necrosis factor-alpha (TNF-α), and matrix metalloproteinases (MMPs) have been 
associated with increased risk of periodontitis [3]. Systemic Factors Systemic conditions, such as diabetes mellitus, 
cardiovascular disease, and immunodeficiencies, can influence the onset, progression, and severity of periodontal 
disease. Bidirectional relationships exist between periodontal disease and systemic health, with inflammatory 
processes in the oral cavity potentially exacerbating systemic conditions and vice versa. Moreover, systemic 
conditions may compromise the host's immune response, impairing the ability to control the oral microbiota and 
promoting periodontal disease progression [4]. Lifestyle Habits and Oral Health Certain lifestyle habits, such as 
smoking, poor nutrition, and alcohol consumption, have been associated with an increased risk and severity of 
periodontal disease. Smoking has a significant impact on the initiation and progression of periodontitis, as it alters 
the host's immune response and compromises tissue healing [5]. 
 

Traditional Diagnostic Methods and Limitations 
Traditionally, the diagnosis of periodontal disease has relied on clinical parameters, including probing depth, clinical 
attachment level, bleeding on probing, and radiographic assessment. While these methods provide valuable 
information about the current state of periodontal health, they have certain limitations that hinder a comprehensive 
understanding of the disease. 
 
Limitations of Traditional Diagnostic Methods  
 Subjectivity and Intra-observer Variability Clinical parameters such as probing depth and attachment level 
measurements are subjective and prone to intra-observer variability. Variations in probing force and angulation can 
lead to inconsistent measurements, affecting the accuracy and reliability of the diagnosis. Lack of Predictive Value 
Traditional diagnostic methods primarily assess the current disease status but may not provide predictive 
information about future disease progression. Identifying individuals at risk of developing periodontal disease or 
experiencing disease progression is crucial for early intervention and preventive strategies [6]. Inability to Assess 
Disease Activity Traditional methods often fail to capture the dynamic nature of periodontal disease and assess 
disease activity accurately. They do not provide information about the ongoing tissue destruction and inflammatory 
processes within the periodontal tissues. Limited Understanding of Disease Mechanisms Clinical parameters alone 
do not provide insights into the underlying pathogenic mechanisms involved in periodontal disease. Understanding 
the complex interplay between the host immune response, the oral microbiome, and other contributing factors is 
essential for effective management and personalized treatment approaches [7]. Advanced Diagnostic Approaches To 
overcome the limitations of traditional diagnostic methods, advanced diagnostic approaches have emerged, focusing 
on a more comprehensive assessment of periodontal disease. These approaches include periodontal risk assessment 
and oral microbiome profiling, which provide valuable insights into disease susceptibility, severity, and microbial 
dysbiosis. 
 
Periodontal Risk Assessment Periodontal risk assessment involves evaluating various patient-specific factors, such as 
genetic predisposition, systemic conditions, lifestyle habits, and oral hygiene practices, to determine an individual's 
risk of developing or experiencing progression of periodontal disease. By considering these factors, clinicians can 
identify high-risk individuals who may benefit from tailored treatment strategies and preventive measures [8]. Oral 
Microbiome Profiling The oral microbiome plays a crucial role in periodontal health and disease. Advanced 
sequencing technologies allow for the identification and quantification of microbial species or groups within the oral 
cavity. Oral microbiome profiling provides valuable information about the composition, diversity, and dysbiosis 
associated with periodontal disease. This knowledge can aid in understanding disease mechanisms, predicting 
disease progression, and developing targeted therapeutic interventions [9]. 
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Advancements in Periodontal Risk Assessment 
Genetic Predisposition and Periodontal Risk Genetic factors play a significant role in periodontal disease 
susceptibility and severity. Advances in genetic research have identified specific genetic variations associated with 
increased risk of developing periodontal disease. Polymorphisms in genes involved in the immune response, 
extracellular matrix remodeling, and inflammatory pathways have been investigated in relation to periodontal risk 
[10]. For example, studies have shown that variations in the interleukin-1 (IL-1) gene cluster, specifically the IL-1α 
and IL-1β genes, are associated with increased susceptibility to periodontitis. These genetic variations are linked to 
an exaggerated inflammatory response and impaired tissue repair mechanisms. Additionally, genetic variations in 
genes encoding matrix metalloproteinases (MMPs), which are involved in extracellular matrix degradation, have 
been associated with increased periodontal risk [11. Systemic Factors and Periodontal Disease Systemic conditions 
can influence the development and progression of periodontal disease. Advances in periodontal risk assessment 
have focused on understanding the bidirectional relationships between periodontal disease and systemic health [11]. 
For example, individuals with diabetes mellitus have an increased risk of periodontitis, and poor glycemic control 
can worsen periodontal disease outcomes. The interaction between periodontal pathogens and the host immune 
response in diabetes contributes to the chronic inflammation seen in both conditions. Similarly, systemic conditions 
such as cardiovascular disease, rheumatoid arthritis, and immunodeficiencies can impact the severity and 
progression of periodontal disease [12,13]. Lifestyle Habits and Oral Health Lifestyle habits, including smoking, 
nutrition, and alcohol consumption, can influence periodontal health. Advances in periodontal risk assessment have 
considered the impact of these habits on disease susceptibility and severity [14]. 
 
Cigarette smoking is a well-established risk factor for periodontal disease. Smoking affects the host immune 
response, impairs tissue healing, and alters the composition of the oral microbiota, leading to an increased risk of 
periodontitis. Additionally, poor nutrition, specifically a dietlacking in essential nutrients such as vitamins C and D, 
can compromise periodontal health and contribute to disease progression [15]. Oral Hygiene Practices and 
Periodontal Health Oral hygiene practices are critical for maintaining periodontal health. Advancements in 
periodontal risk assessment have explored the influence of oral hygiene habits on disease progression [16]. Effective 
oral hygiene practices, including regular toothbrushing, flossing, and interdental cleaning, help remove bacterial 
plaque and prevent its accumulation. Inadequate oral hygiene practices can lead to plaque buildup, gingival 
inflammation, and subsequent periodontal disease. Additionally, the use of adjunctive tools such as antimicrobial 
mouthwashes and interdental brushes can contribute to improved periodontal health [17]. These advancements in 
periodontal risk assessment provide clinicians with a more comprehensive understanding of individual 
susceptibility to periodontal disease and facilitate personalized treatment planning for improved clinical outcomes. 
 

Oral Microbiome: The Key Player in Periodontal Disease 
The oral microbiome refers to the diverse community of microorganisms that inhabit the oral cavity, including 
bacteria, fungi, viruses, and archaea. It plays a crucial role in maintaining oral health and has a significant impact on 
the development and progression of periodontal disease. Composition of the Oral Microbiome The oral cavity 
provides a unique environment for microbial colonization, with different ecological niches such as the teeth, gingival 
sulcus, tongue, and saliva. The oral microbiome is highly diverse, consisting of hundreds of different species. While 
some species are considered beneficial and contribute to oral health, others can be pathogenic and lead to the 
development of periodontal disease [18]. Dysbiosis and Periodontal Disease Periodontal disease is associated with a 
shift in the composition and diversity of the oral microbiome, a condition known as dysbiosis. Dysbiosis in the oral 
microbiome refers to an imbalance in the microbial community, characterized by an increase in the proportion of 
pathogenic species and a decrease in beneficial species [19]. Pathogenic bacteria, such as Porphyromonas gingivalis, 
Treponema denticola, and Tannerella forsythia, have been strongly associated with the development and progression of 
periodontal disease. These bacteria possess virulence factors that enable them to evade the host immune response, 
adhere to tooth surfaces, invade periodontal tissues, and initiate destructive inflammatory processes. Moreover, the 
presence of specific microbial complexes, such as the red complex (P. gingivalis, T. denticola, and T. forsythia), has been 
linked to increased disease severity [20]. 
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The dysbiotic oral microbiome generates a host immune response, leading to chronic inflammation within the 
periodontal tissues. This sustained inflammatory state contributes to the destruction of the periodontium, including 
the loss of periodontal ligament attachment and alveolar bone resorption, characteristic of periodontal disease. Role 
of the Oral Microbiome in Disease Progression The oral microbiome not only initiates periodontal disease but also 
plays a crucial role in its progression. As the disease advances, the dysbiotic oral microbiome can form biofilms, also 
known as dental plaque, on tooth surfaces and below the gum line. These biofilms provide a protected environment 
for bacterial colonization, making them more resistant to host immune responses and antimicrobial therapies [21]. 
Additionally, the dysbiotic oral microbiome can induce shifts in the local microenvironment, promoting a pro-
inflammatory state and further exacerbating tissue destruction. The interaction between microbial virulence factors, 
host immune responses, and the local environment contributes to the chronic nature of periodontal disease [21]. 
Understanding the composition and dynamics of the oral microbiome has important clinical implications for the 
diagnosis, treatment, and prevention of periodontal disease. Advances in high-throughput sequencing technologies, 
such as next-generation sequencing, have allowed for a more comprehensive analysis of the oral microbiome and its 
association with periodontal health and disease. 
 
Integrating Periodontal Risk Assessment and Oral Microbiome Profiling 
Personalized Approach to Periodontal Diagnosis Integrating periodontal risk assessment and oral microbiome 
profiling allows for a more personalized approach to periodontal diagnosis. By assessing individual risk factors and 
analyzing the composition of the oral microbiome, clinicians can gain a deeper understanding of a patient's 
susceptibility to periodontal disease and tailor their diagnosis accordingly. Periodontal risk assessment considers 
factors such as genetic predisposition, systemic conditions, lifestyle habits, and oral hygiene practices to determine 
an individual's risk of developing or experiencing progression of periodontal disease. Oral microbiome profiling 
provides insights into the composition, diversity, and dysbiosis of the oral microbiome, which can help identify 
specific bacterial species or complexes associated with periodontal disease [22]. By integrating these two approaches, 
clinicians can better evaluate a patient's overall periodontal health status and make more accurate and informed 
diagnoses. This personalized approach enhances the understanding of the underlying causes of periodontal disease 
and helps guide treatment decisions. 
 
Targeted Treatment Strategies for High-Risk Individuals Integrating periodontal risk assessment and oral 
microbiome profiling enables the development of targeted treatment strategies for high-risk individuals. High-risk 
patients, identified through the assessment of risk factors and oral microbiome analysis, may require more 
aggressive and personalized interventions to achieve optimal periodontal health outcomes [23]. For example, 
individuals with a genetic predisposition to periodontal disease or those harboring specific pathogenic bacterial 
species can benefit from targeted antimicrobial therapy. By identifying the presence of specific pathogens through 
oral microbiome profiling, clinicians can select antimicrobial agents that specifically target those bacteria, improving 
treatment efficacy. Additionally, high-risk individuals may require more frequent periodontal maintenance visits 
and supportive periodontal therapy to manage disease progression effectively. Interventions can also be tailored to 
address lifestyle factors such as smoking cessation counseling, nutritional guidance, and oral hygiene education, 
further enhancing treatment outcomes.24Monitoring Treatment Outcomes and Adjustments Integrating periodontal 
risk assessment and oral microbiome profiling facilitates the monitoring of treatment outcomes and the necessary 
adjustments in the management plan. By regularly assessing the oral microbiome and periodontal risk factors during 
and after treatment, clinicians can track changes in microbial composition and disease progression. Oral microbiome 
profiling can provide valuable information on the success of treatment interventions by assessing shifts in microbial 
diversity, the presence or absence of specific pathogenic species, and the establishment of a more balanced microbial 
community. Periodontal risk assessment allows for the evaluation of improvements in systemic conditions, lifestyle 
habits, and oral hygiene practices, which may impact periodontal health [25]. Monitoring treatment outcomes and 
making adjustments to the management plan based on changes in the oral microbiome and risk factors can optimize 
treatment success and long-term periodontal stability. Regular re-evaluation of the personalized treatment approach 
ensures that interventions remain tailored to the patient's specific needs and enhances the effectiveness of 
periodontal therapy. 
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Clinical Significance and Implications 
Integrating periodontal risk assessment and oral microbiome profiling holds significant clinical significance and 
implications for periodontal diagnosis, treatment, and prevention. This comprehensive approach provides clinicians 
with a deeper understanding of individual susceptibility to periodontal disease and allows for personalized 
treatment planning, resulting in improved clinical outcomes. By considering various risk factors, such as genetic 
predisposition, systemic conditions, lifestyle habits, and oral hygiene practices, clinicians can identify high-risk 
individuals who may require more intensive interventions and tailored treatment strategies. This personalized 
approach optimizes treatment outcomes by addressing specific risk factors and targeting pathogenic bacteria 
identified through oral microbiome profiling.26Furthermore, the integration of periodontal risk assessment and oral 
microbiome profiling enhances the monitoring of treatment outcomes and facilitates necessary adjustments to the 
management plan. Regular evaluation of the oral microbiome and risk factors allows for the tracking of changes in 
microbial composition and disease progression. This iterative process ensures that treatment interventions remain 
tailored to the patient's evolving needs, leading to long-term periodontal stability. 
 
Future Perspectives and Research Directions 
The integration of periodontal risk assessment and oral microbiome profiling opens up promising avenues for future 
research and clinical applications. Some potential future directions include: Development of personalized treatment 
algorithms: Further research can focus on developing algorithms that integrate periodontal risk factors, oral 
microbiome data, and clinical parameters to guide personalized treatment decisions and improve treatment 
outcomes [27]. Targeted antimicrobial therapy: Future studies can explore the efficacy and safety of antimicrobial 
agents specifically targeted at pathogenic bacteria identified through oral microbiome profiling, leading to more 
precise and effective treatment interventions [28,29]. Long-term monitoring and prediction of disease progression: 
Continued monitoring of the oral microbiome and risk factors can help predict the risk of disease progression and 
guide preventive interventions to maintain long-term periodontal health.Therapeutic modulation of the oral 
microbiome: Investigating interventions aimed at modulating the oral microbiome, such as probiotics, prebiotics, 
and microbial therapies, may offer new avenues for preventing and managing periodontal disease. Integration with 
emerging technologies: Integration with emerging technologies, such as artificial intelligence and machine learning, 
can enhance the interpretation and analysis of complex oral microbiome data, leading to improved risk assessment 
and treatment planning. 
 
CONCLUSION 
 
The integration of periodontal risk assessment and oral microbiome profiling represents a significant advancement 
in periodontal diagnosis, treatment, and prevention. This comprehensive approach allows for a personalized 
understanding of individual susceptibility to periodontal disease, guiding targeted interventions and enhancing 
treatment outcomes. By considering various risk factors and analyzing the composition and dynamics of the oral 
microbiome, clinicians can tailor their approach to each patient, ensuring optimal periodontal health. Future research 
in this field holds promise for the development of personalized treatment algorithms, targeted antimicrobial 
therapies, and the exploration of emerging technologies to further enhance periodontal care. 
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Biosynthesized nanoparticles are used in the study to detect their antimicrobial activity against E.coli, 
B.subtilis, P.aeruginosa, S.aureus, A.niger and C.albicans. The nanoparticles were produced from S.aureus cell 
free broth. The antimicrobial activity was determined using two methods: minimum inhibitory 
concentration and zone of inhibition using the Kirby-Bauer method. Positive controls were included 
using antibiotics. The results of both tests showed that the biosynthesized nanoparticles exhibited 
antimicrobial activity, which could have potential applications in the future. 
 
Keywords: E.coli, B.subtilis, P.aeruginosa, S.aureus, A.niger and C.albicans. 
  
 
INTRODUCTION 
 
Nanoparticles have emerged as a promising substance in the medical field, particularly for combating multidrug 
resistant bacteria. However, chemically synthesized metallic nanoparticles are known to be environmentally 
hazardous. In contrast, biosynthesized nanoparticles are considered eco-friendly. Biosynthesized silver nanoparticles 
have been shown to possess antimicrobial properties and can be used as an antimicrobial agent. This study 
investigated the effect of biosynthesized silver nanoparticles on different microorganisms using two common 
methods: minimum inhibitory concentration and zone of inhibition. The minimum inhibitory concentration is the 
lowest concentration of a medicinal material that can prevent visible growth of microorganisms and can be expressed 
as mg/L or µg/ml. The IC50 value is the concentration at which a substance expresses half of its maximum inhibitory 
effect. The zone of inhibition refers to the area in media where microorganisms cannot grow due to the activity of a 

ABSTRACT 

 RESEARCH ARTICLE 
 

http://www.tnsroindia.org.in
mailto:anupamam@itmvu.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

63769 
 

   
 
 

drug substance present in that area and can be observed with the naked eye. The zone size is typically measured in 
mm. 
 
METHODOLOGY 

 
Minimum Inhibitory Concentration Method 
0.5 McFarland Standard dilution of microbes to be used for the study. 500 µl diluted log cultures of bacteria were 
added to the micro centrifuge tube, along with 10 µl of prepared treatment dilutions of different concentrations, and 
incubated for 24 hours. After incubation, all content was transferred to the 96 well plate, and readings were taken by 
the Elisa Plate Reader (iMark Biorad) at 490 nm and 595 nm. Different antibiotics were used as positive controls. 

Positive control used in the MIC assay 
Name of organism Name of antibiotic 

B.subtilis Ciprofloxacin (100µg) 
E.coli Ciprofloxacin (100µg) 

P.aeruginosa Ciprofloxacin (100µg) 
S.aureus Ciprofloxacin (100µg) 

C.albicans Amphotericin B (25µg/ml) 
 
Zone of Inhibition Method 
The antibacterial activity was checked by following the Zone Inhibition Method (Kirby-Bauer method). The MHA 
plates were inoculated by spreading 100 µl of different bacterial cultures (adjusted to 0.5 McFarland units) and 
followed by placing the discs containing 10 µl of different concentrations (0 to 100 mg/ml). One disc in each plate was 
loaded with solvent alone, which served as vehicle control, and Ciprofloxacin discs (10µg) were taken as positive 
controls. The plates of bacterial cultures were incubated at 37 °C for 24 hours. Clear zones observed around the disc 
were measured and recorded.  The antifungal activity was checked by following the Zone Inhibition Method (Kirby-
Bauer method) for two fungal cultures. The PDA plates were inoculated by spreading 100 µl of fungal culture, 
A.niger. The SDA plates were inoculated by spreading 100 µl of fungal culture, C.albicans (adjusted to 0.5 McFarland 
Unit), followed by placing the discs containing 10 µl of different concentrations (0 to 50 mg/ml). One disc in each 
plate was loaded with solvent alone, which served as vehicle control, and a fluconazole disc (750µg) was taken as 
positive control against A.niger. Amphotericin B discs (25 µg) were taken as positive controls against C.albicans. The 
plates were then incubated for 48 hours. A clear zone created around the disc was measured and recorded. 

RESULTS 
Minimum Inhibitory Concentration 
Name of 
microorganism 

IC50 value µg/ml 

E.coli 1.512 
B.subtilis 6.816 
P.aeruginosa 2.129 
S.aureus 18.99 
A.niger 3.125 
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Zone of inhibition 
Name of microorganisms: Ecoli 

Amount µg/disk Zone size in mm 
0 0 

62.5 0 
125 6.5 
250 8 
500 10 
1000 11 

 
 
 
 
 
 
 
 
 
 
 

Name of microorganisms: C.albicans 
Amount µg/disk Zone size in mm 

0 0 
31.25 7 
62.5 8 
125 7.5 
250 10 
500 10 

 
Name of microorganisms: A.niger 

Amount µg/disk Zone size in mm 
0 0 

31.25 8 
62.5 9 
125 9 
250 10 
500 11 

 
Name of microorganisms: P.aeruginosa 

Amount µg/disk Zone size in mm 
0 0 

62.5 10 
125 10 
250 10 
500 11 

1000 11 
 
 

Name of microorganisms: B.subtilis 
Amount µg/disk Zone size in mm 

0 0 
62.5 7 
125 9.5 
250 10 
500 13.5 

1000 15 
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DISCUSSION 
 
As chemical antimicrobial materials become increasingly resistant to antibiotics, there is a growing need to find more 
effective agents to combat microorganisms. While silver salts have been used as antimicrobial materials, their effect 
can be limited by interference with the effect of salts. However, using silver in nano form can overcome this 
limitation. Silver nanoparticles have a positive charge and can continuously release silver ions, which increases the 
surface area between the silver ion and microorganisms, resulting in a more powerful effect. In this study, 
biosynthesized silver nanoparticles made from the cell-free supernatant of S.aureus were used for their antimicrobial 
activity against different microorganisms. The tested microorganisms included E.coli, B.subtilis, P.aeruginosa, S.aureus, 
A.niger and C.albicans. The results showed that the biosynthesized nanoparticles had effective antimicrobial activity. 
The highest minimum inhibitory concentration (IC50) was found in B.subtilis at 6.816 µg/ml. During the zone of 
inhibition test, a clear zone was observed surrounding wells in different microorganisms. While only six strains were 
used in this study due to time constraints, these nanoparticles may be effective against a broad range of 
microorganisms, including resistant and genetically mutated strains. Additionally, these biosynthesized 
nanoparticles are free from any redox reactions, which makes them a promising candidate for future use as an 
antimicrobial agent. 
 
CONCLUSION 
 
The biosynthesis of silver nanoparticles using S.aureus cell-free broth is a useful, eco-friendly, and cost-effective 
method. These biosynthesized nanoparticles have potential applications in the medicinal field and have been proven 
to be an effective antimicrobial agent. This study demonstrates that the use of biological methods to synthesize 
nanoparticles is effective and useful against a broad range of microorganisms, making them a promising candidate 
for future medicinal purposes. One of the advantages of using biosynthesized nanoparticles is their eco-friendliness 
and non-hazardous nature to the environment. In contrast, chemically synthesized nanoparticles via redox reactions 
can be environmentally hazardous. Therefore, the use of biosynthesized nanoparticles can help reduce environmental 
impact while still providing an effective solution for antimicrobial applications. Overall, the biosynthesis of silver 
nanoparticles using S.aureus cell-free broth is a promising approach that can offer numerous benefits in the field of 
medicine. 
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Horticultural crops are prone to a wide variety of biotic stresses, like nematodes, bacteria, viruses, fungus, and 
oomycetes owing to occurrence of changing climatic conditions. The infections caused by the pathogens restrict 
horticulture crops' resilience and geographic range and affect their rate of development, production, and value. 
Continuous cropping approach employed in horticultural establishments significantly lowers productivity and 
quality while exacerbating soil-borne illnesses. Recombinant DNA technology using state of the art biotechnological 
tools such as RNA interference and genome editing tools based upon the CRISPR-Cas9 system are the powerful aids 
that can be utilized for the production of resistant varieties. RNAi exploits the gene silencing mechanism in which 
the genes of the pathogenic species are knocked out or knocked down by designing the hairpin constructs. The most 
recent CRISPR based genome/gene editing is being widely exploited in developing disease resistant horticultural 
crops because of its number of advantages. The most common application of CRISPR is to edit the susceptibility 
genes in the host so that they can be resilient to many diseases. Various case studies of developing resistance 
horticultural crops using the recombinant DNA technology is discussed in this review.  
 
Keywords: biotic stress, resistant, recombinant DNA technology, RNAi, CRISPR genome editing 
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INTRODUCTION 
 
Horticulture is an ancient agricultural strategy that has gained worldwide prominence [1]. Fruits, vegetables, and 
medicinal, fragrant, and visually pleasing plants are examples of horticultural crops. These plants supply essential 
dietary nutritional components, pharmaceuticals, and fragrances, as well as significant aesthetic value to humans [2]. 
The Indian economy has a significant impact on the horticultural sector which accounts for around 33% of 
agricultural GDA. Aside from ensuring the nutritional security of the country, it also provides alternative rural 
employment opportunities, diversification of farm activities, and handsome income to farmers. Improved demand 
for horticultural produce due to increased health awareness, rising income, export demands, and population growth 
offers a challenge for expanding horticultural crop production and productivity. Change in climate has raised the 
chances of uncertainties and dangers, also putting extra stress on industrial systems. In agriculture, plant diseases 
inflict significant economic, quality, and quantity losses. Plant diseases must be controlled because agricultural yield 
accounts for 70% of the Indian economy [3].  Pathogens and pests impair agricultural yield numerically and 
qualitatively, causing economic losses and jeopardizing food security with the largest impact proved in resource-
poor areas with fleetly rising populations. Plants face a wide range of biotic stressors generated from numerous 
inhabiting creatures such as viruses, fungus, insects/pest, bacteria’s, nematodes and other organism. These biotic 
stressors induces a number of illnesses, outbreaks and harms the crop, eventually leading to decreased crop output 
[4].The protection of crop cultivars against pests and diseases and the enhancement of crop cultivars for improved 
yield are critical concerns. The scarcity of disease-resistant crop varieties is causing significant losses in agricultural 
production for farmers.Plant breeding is essential for developing agricultural cultivars that are resistant to pests and 
diseases, and that have enhanced productivity, which in turn provides food and nutrition security. Resistance 
breeding is a technique that combines genetic modifications and advanced molecular techniques with transgenic 
plants to create superior crop cultivars with increased resistance to pests and diseases. By using transgenic 
technologies, plant breeders can use cross species and integrate genes from unrelated plants and other organisms 
into crop plants, further enhancing their resistance to pests and diseases [5]. Numerous biotechnological methods as 
well as methodologies are being explored not only to increase the diversity and value of horticultural crops but also 
making the crops more resilient to combat the climatic challenges particularly biotic stresses.Various state of the art 
biotechnological tools, techniques and strategies that are imparting the viral, bacterial, fungal, insect resistances are 
discussed in this review. 
 
Viral Resistance  
In modern agriculture, plant viruses pose substantial risks to a wide range of crops, and the financial losses brought 
on by viral infections are second only to those brought on by other pathogens [6].Depending upon the type, some 
viruses have an extremely large number of hosts. Tomato spotted wilt virus(TSWV) has been linked to more than a 
thousand crops across 85 families including several veggies, tobacco and peanuts and cucumber mosaic virus are 
recognized for infecting over 1200 plant species across hundred families consisting the utmost of vegetables 
and decorative flowers [7].Multiple efforts have been put forward in order to create resistance to viral agents in 
plants by expressing the virus's proteins from transgenes via pathogen-derived resistance or small RNA-based RNA 
silencing mechanism[8]. RNA interference (RNAi) acts as a typical genome modification procedure providing widely 
adopted as a strategy for gene manipulation to improve immunity to viruses in crops used in agriculture. Small 
interfering RNAs (siRNAs) have been employed to identify and destroy RNA from viruses, thereby decreasing viral 
reproduction and spread. An apparent method for inhibiting a desired gene while without significantly impairing 
the activity of any other genes in the plant is provided by the RNAi process[9].Various strategies were employed for 
activating antiviral suppression, which fall under four subcategories: sense gene-induced post-transcriptional gene 
silencing, hairpin RNA-induced post-transcriptional gene silencing (hp-PTGS), trans-acting siRNA generated PTGS 
(TAS), and artificial miRNA induced PTGS (AMIR) [10].S-PTGS were utilized at the very early stages of 
advancement of growth for viral suppression. s-ptgs is a genetic modification method designed in order to enhance 
the susceptibility to viruses in horticulture crops. The procedure includes inserting a virus sense gene set inside the 
host plant's genome, resulting in RNA-mediated suppression of genes and providing virus resistance [11].(Hp-PTGS) 
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“Hairpin RNA-induced post-transcriptional gene silencing” is another genome editing technique used to improve 
viral resistivity in horticultural crops [12].This approach entails the inserting of a reversed repeat sequence that forms 
a hairpin design, which produces double-stranded RNA that triggers RNA-mediated gene suppression and imparts 
viral sensitivity [13].AMIR is a third-generation technology in which the complete miRNA sequences in the natural 
miRNA initial transcripts are substituted by particular RNA sequences that have properties comparable to targeted 
virus strains as well as favorable RISC (RNA Induced Silencing Complex) loading capabilities, resulting in the 
production of a novel synthetic miRNA gene. The AMIR genes went through transcription and is translated into 
developed miRNA via the appropriate motifs by the cellular miRNA biosynthesis pathway that imparts unique viral 
resistance once plants were modified [14]. The RNAi methodology is believed to be utilized consistently to yield 
Papaya ringspot virus (PRSV)-resistant papaya species.The modified papaya crops synthesize short hairpin RNA 
(shRNA) that addresses the PRSV coat protein molecule, forming siRNAs that break down viral RNA and offer 
resistance to PRSV infection.  
 
The RNAi-mediated degradation of PRSV RNA was identified utilizing reverse transcription-via quantitative 
polymerase chain reaction (RT-qPCR), which exhibited a strong correlation with the traditional RT-qPCR approach 
for PRSV detection. While comparison with non-recombinant plants, recombinant papaya crops illustrated a 
substantial amount of immunity to PRSV infection[15].The researchers created shRNA (short hairpin RNAs) 
complexes that targeted the TYLCV (Tomato yellow leaf curl virus) coat protein gene and introduced them into 
tomato plants. Transgenic tomato plants had lessened TYLCV invasion as well signs than non-transgenic plants, 
demonstrating successful RNAi-mediated viral resistance [16].The researchers designed a construct encoding a 
hairpin RNA targeting the CMV 2bgene and introduced it into cucumber plants using Agrobacterium-mediated 
transformation. The shRNA strands are assigned to a carrier virus, which infects plant tissue and causes the shRNA 
to be expressed. After that, the shRNA can direct the RISC to locate and deteriorate the supplementary CMV RNA 
molecules. In transgenic cucumber crops, researchers observed decreased CMV transmission rates and expression 
rates as compared to non-transgenic plants [17].CRISPR/Cas9 technology enables the creation of a wide variety of 
CRISPR deviations that can be utilized for a wide range of functions which was previously effectively used to build 
virus-resistant plant cultivars. Moreover, gene interruption is among the most prevalent practice or approaches for 
the CRISPR/Cas9 technique, which assists in addressing the error-prone nature of cellular NHEJ (DNA-repair 
machinery) [18]. Nucleotide insertion/deletion (InDel) at sgRNA-targeted locations causes a frameshift 
transformation and it affects genes activity [19].  
 
This method was previously utilized within the domain of virus resistance construction to create tolerance through 
modifying the expression of the susceptible (S) gene(s), disrupting crop-virus contact, and ultimately leading to 
decreased viral efficiency in the host plant. Another technique is to insert InDels into a gene's promoter instead of the 
coding region [18]. CRISPR-mediated promoter rupture inhibits the whole DNA transcription as well as their 
effector-binding region in highly susceptible crops through blocking a virus activator from attaching along the 
promoters [20]. This strategy also has the potential to design virus resistance in plants due to the gene clusters. In 
many hosts, removing chromosomal regions adjacent to S gene clusters would result in long-term viral resistance. 
Aside from virus silencing, CRISPR-mediated DNA substitution enables researchers towards exploring vital S 
domains[21]. An operational evaluation on vulnerability genes gives us a better understanding of how genes are 
regulated. Most guest proteins serve a critical purpose for the genome's pathogenesis, manifesting in the activation 
and positioning during viral infection.  A number of resistance (R) gene(s) have been found among native varieties, 
while effective resistance transmission into cultivated horticultural crops has been established [19]. Utilizing 
combinatorial homology-directed repair (HDR) procedures, such an approach might substitute erroneous as well as 
inadequately operating R genes against domesticated varieties of crops with a working R gene generated by a virus-
immune cultivar. CRISPR-mediated alteration generated by the bio-mimicry method alters the intended region back 
into sequences of a virus-immune variety [20].  This approach is useful as this permit the insertion of just particular 
alterations linked to virus-silencing feature instead of modifying each and every gene. As a result, changes within the 
nucleotide chains of particular genes between farmed and natural varieties are not adequate enough to impart long-
term resistance to many viruses that affect plants. In this case, the Cas9 tool may be employed to tweak a specific 
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gene to provide long-term resistance in plants [22]. Figure 1 illustrates the mechanism of CRISPR/Cas9 system in 
diagrammatic representation. CRISPR-Cas9 is being utilized in targeting a Citrus tristeza virus (CTV) along with the 
Citrus psorosis virus (CPsV) in citrus.The researchers targeted the CTV p23 gene as well as CPsV coat protein gene 
utilizing CRISPR-Cas9 system.When analyzed alongside the unmodified plants, the altered plants had fewer virus 
indications and smaller viral loads [23].In pepper crops, CRISPR-Cas9 has been implemented for gaining tolerance to 
the Banana bunchy top virus (BBTV). Using the CRISPR-Cas9 technology, scientists have addressed the BBTV Rep 
gene [24]. 
 
Fungal Resistance 
Although fungicides are frequently employed to treat a large spectrum of microbial infections, they are typically 
vague and eliminate both productive bacteria and infectious agents. Furthermore, the majority of fungicides are 
detrimental to the well-being of people as well as the natural ecosystem. Therefore, repeated exposure to these 
chemicals can result in fungicide resistance [25].As a result, generating fungal disease-resistant strains could be a 
viable optional strategy for efficient aesthetic productivity while minimizing fungal pathogen losses. Conventional 
rearing for fungal disease resistance is hampered by a number of constraints, including a lack of genetic sources for 
numerous illnesses, the transmission of unwanted characteristics through genes that are resistant, with the quick 
development of infections' ability to circumvent plant-silencing techniques [26].Genetic engineering, on the other 
hand, has the capacity to surpass the limits of traditional breeding procedures by manipulating the plant's capability 
to identify and fight fungal diseases. Researchers have been able to better comprehend the molecular basis of plant 
defensive responses because of the advancements in genetic engineering, which has resulted in the development of 
novel disease-fighting strategies. Unlike traditional cultivation, genetic manipulation enables the simultaneous rise 
of pathogenic tolerance against various diseases, along with the desired gene that can be put into the intended target 
host regardless of whether it isn't present in the natural gene reservoir [25]. According to a recent study, establishing 
suppression within crops for cultivation using controlling mechanisms is feasible and efficient. B.cinerea, a 
necrotrophic fungus generates the short RNAs (sRNAs) that act as crucial trigger in inducing host defense [27]. Host 
plants can in turn, transfer sRNAs into B. cinerea via extracellular vesicles, which reduces the production of 
pathogenicity-related genes. Host resistance is enhanced or inhibited by over expression or reduction of transmitted 
host sRNAs. The results of this study imply that transmitted host sRNAs help to protect the host by suppressing 
fungal DNA [28]. 
 
Also, the long non-coding RNAs (lncRNAs) serve substantial roles in a wide range of biochemical actions involving 
crop defense response pathways [29].Within tomatoes, lncRNA16397 stimulates SlGRX articulation and later it 
initiates ROS buildup as well as structure damage, while lncRNA33732 induces RBOH activity for boosting H2O2 
formation and so improves tomato immunity towards Phytophthora infestans [30].Grapes have 71 and 83 lncRNAs 
that respond to or are resistant against powdery mildewing transmission, correspondingly. According to new 
investigations, they promote a variety of reactions, including ROS, Ca2+, membrane strengthening, PR generation of 
protein, phytohormones, and secondary metabolic processes [31].The result of these increases the knowledge 
towards the comprehension of lncRNA modulation in the resistivity of horticultural plants. Another effective 
approach to generating resistance in cultivated crops may be translational surveillance of mRNA by regulatory 
element modification. In eukaryotes, upstream open reading frames (uORFs) are key regulators in mRNA translation 
[32].In one of the intriguing works, altering the uORF of LsGGP2, resulting in the generation of a critical chemical 
ascorbic acid production in lettuce, that enhances oxidative damage sensitivity as well as ascorbate concentration. 
Additionally, CRISPR/Cas9 enables the creation of transgene-free crop variants having enhanced characteristics 
which has major substantial implications for agricultural development [33].Correspondingly, constitutive AtNPR1 
expression in 35S: uorfs TBF1-AtNPR1 plants results in evident broad-spectrum resistance to disease with little 
growth implications. Since uORFs are persistent in eukaryotic mRNAs, which can be anticipated as controlling 
components that are going be tweaked for promoting wide-ranging tolerance while not having any effect upon 
typical development along with considerably aiding genetic potential among horticulture plants. TALEs 
(transcription activator-like effectors) serve as an emerging priority in the execution of gene discoveries that have the 
potential towards influencing resistance. TALEs possess the ability to adhere to effector binding elements (EBEs) 
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within the host plant inducer along with they can stimulate the expression of resistance (R) genes and host 
susceptibility(S) in Xanthomonas [34].Tomato Bs4 (bacterial spot resistance locus no. 4) is a TALE-sensing NLR 
polypeptide which recognizes AvrBs4 and stimulates disease resistance in the hosts. TALE-based approaches are 
ought to be utilized for finding effector R genes among different horticultural crops. Throughout the recent decade, 
many valuable technologies, like TALE nuclease (TALEN) machinery including the split-TALE (sTALE) framework, 
which were recently created enable genetic engineering, transcriptome controlling, as well as proteomics research 
[30].The advancement of all these approaches will contribute towards the acceleration of wide-spectrum fungal 
disease tolerance throughout horticultural development programs. One of the most severe diseases, Fusarium 
oxysporum f. sp. niveum (FON) causes watermelon (Citrullus lanatus) wilt, which has an impact on watermelon 
quality and yields globally [35].The phytosulfokine (PSK) precursor is encoded by the Clpsk1 gene, which is knocked 
out using the CRISPR/Cas9 system to greatly increase watermelon’s resistance to FON [36]. 
 
Insect/Pest Resistance  
The Bacillus thuringiensis soil bacterium's Bt (cry) gene has proven to be particularly successful in controlling a wide 
range of lepidopteran insects in numerous crops. The Bt gene in tomatoes was initially associated with insect 
resistance in 1987. In transgenic Bt tomato plants, resistance to Spodoptera lituria and Heliothis virescens was seen [37]. 
Agrobacterium tumefaciens was used to alter the brinjal (Solanum melongena cv. Pusa Purple Long) utilising the 
synthesised cry1Ab gene that codes for an insecticidal crystal protein [38]. The synthesised cryIA(b)gene was 
developed for transforming the cauliflower cultivar Pusa Snowball K-1, and the transgenic plants indicated the 
transgene’s productiveness in suppressing diamond back moth (Plutella xylostella) larval invasion through insect 
bioassays. Researchers created the transgenic cabbage (Brassica oleracea var. capitata) line DTC 507 to control 
resistance to the diamondback moth by encoding a translated integration result of cry1B and cry1Ab endotoxins 
from B. thuringiensis [39].Okra (Abelmoschus esculentus) was effectively transformed and expressed with the Bt gene 
(Cry1Ac) [40].During insect bio assay, fruits from transgenic lines exhibited a 100 percent rate of death for larvae. A 
variety of horticulture crops were given resistance by the insertion of both synthetic and natural insect resistance 
genes. Vine weevil resistance (Otiorhynchus sulcatus) has been demonstrated using transgenic strawberries via a 
continuous promoter producing a (Vigna unguiculata) cowpea proteolytic inhibitor oftrypsin gene (CpTi). Through 
the use of insect bioassays, the CpTi transgenic strains decreased the rate of weevil larval and pupal mortality. In 
resistance to the codling insect pest, produced transgenic apple varities that had a trypsin inhibitor conveying the 
CpTI gene through the cow peas with acry-1-A(c) gene via Bacillus thuringiensis [41]. 
 
RNA interference technology has allowed the development of insect resistance in horticultural crops. RNAi-based 
insect resistance had been developed in citrus against Asian citrus psyllid [42], for making transgenic potato resistant 
against Colorado potato beetle and the potato tuber moth [43]. RNAi technology is also being utilized to develop 
tomato plants having resistance against tomato fruitworm and pinworm [44]. Strawberries are a widely cultivated 
horticultural crop that is susceptible to several insect pests, including the two-spotted spider mite and the strawberry 
bud weevil. RNAi technology has been used to develop strawberry plants that are resistant to these pests by 
targeting genes involved in their feeding and development. A study conducted in Japan showed that RNAi-based 
insect resistance in strawberries can significantly reduce pest damage and increase yield [45].Another approach to 
creating insect and pest resistance in horticultural plants is through CRISPR mediated genome editing 
tool.Diamondback moth (Plutella xylostella) is a major pest in cabbage production worldwide. The CRISPR-mediated 
genome editing was used to create diamondback moth-resistant cabbage plants by targeting and disabling a gene 
involved in the production of glucosinolates, which are toxic compounds that cabbage plants produce in response to 
diamondback moth feeding. The gene-edited cabbage plants were shown to be highly resistant to diamondback 
moth without compromising plant growth and yield [46]. The CRISPR-mediated genome editing was used to create 
tomato plants that are resistant to tomato fruit borer by targeting and disabling a gene involved in the production of 
jasmonic acid, a hormone that is released in response to insect feeding. The gene-edited tomato plants were shown to 
be highly resistant to tomato fruit borer without compromising plant growth and yield [47]. 
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Bacterial Resistance  
Bacteria resistance is one of the major concerns in the world of horticulture, as it can help in the reduction of crop 
yield and quality. Plant pathogens or disease-causing bacteria pose a significant threat to horticultural crops, 
reducing their productivity and marketability. Some of the major bacterial diseases in horticulture crops include 
bacterial wilt, bacterial leaf spot, bacterial blight, and fire blight. Many bacterial pathogens develop resistance to one 
or more antibiotics that are commonly used to control bacterial infection. Such defense mechanisms can arise due to 
genetic mutations or transfer of resistance genes between different bacteria. Once the resistance gene is present, it can 
spread rapidly throughout bacterial populations and lead to the emergence of one or more virulent strains that can 
cause serious agricultural problems. The management of bacterial diseases in horticulture crops requires the careful 
use of antibiotics and other chemicals that are proven to be effective against bacterial pathogens. However, this 
approach leads to the development of antibiotic-resistant strains of bacteria, which eventually renders the chemicals 
useless. Therefore, new strategies are required to manage bacterial diseases in horticultural crops that do not rely on 
antibiotics or other chemical treatments [48]. The resistance to bacterial diseases like Xanthomonas campestris and 
Pseudomonas syringae had been acquired via RNAi using the hairpin construct [49]. The hypersensitive response-
assisting protein (HrpZ) which contributes to the release of virulent markers is encoded due to HrpZ gene, which is 
present in various plant pathogenic bacteria. It was showed that the HrpZ gene, which was placed into tomato and 
tobacco varieties, confers defense against pathogenic bacteria such Pseudomonas syringae [50]. 
 
TheRpm1 gene encodes a protein that is recognized for influencing bacteria's activity and initiating a defensive 
mechanism in Arabidopsis thaliana. Tomato plants were genetically engineered using the Rpm1 genewhich 
provideddefense against Pseudomonas syringae [51].The Xa21 from rice had been used to genetically engineer the 
tomato which was capable of providing defense against bacterial diseases like Xanthomonas campestris [52]. X. 
campestris is an essential pathogen affecting cruciferous plants, notably broccoli and cabbage.It has been revealed that 
the toxicity of X. campestris in cabbage as well as broccoli can be decreased by utilizing RNAi to silence the hrpX 
gene, which is implicated in the release of virulence proteins [53].A prominent agent of citrus crops is X. axonopodis. 
It has been revealed that the virulence of X. axonopodis in citrus can be artificially decreased by utilizing RNA 
interference to knock down the gumB gene, which participates in the generation of extrinsic polysaccharides 
[54].Pear and apple trees are seriously harmed by E. amylovora. It was successfully demonstrated the virulence of E. 
amylovora in pear and apple trees can be decreased by employing RNA interference to silence the pelL gene, 
which participates in the breakdown of pectin [55].A significant pathogen of several horticultural crops, such as 
tomato, pepper, and cucumber, is P. syringae. It has been discovered that P. syringae virulence in these crops can be 
decreased by utilizing RNA interference to silence genes involved in type III secretory structure, which are in charge 
of delivering effector molecules into the cells of plants [56]. 
 
CONCLUSION 
 
In the present review article, the potential applications of recombinant-DNA technology or genetic engineering for 
developing disease resistant horticultural crops have been discussed in detail. The state of the art biotechnological 
tools implementing the recombinant DNA technology has multiple applications in the farming industry as a result of 
the growing world population and demand for effective intensification, which is causing food insecurity. 
Biotechnology has had limited success in business to date in horticultural crops, such as fruits, vegetables, flowers, 
and landscape plants, compared to the increasing global adoption of biotech field crops. We can't ignore the potential 
of this technology at this moment in time to modify our horticultural crops to overcome various production limits 
like biotic or abiotic stressors and increased quality of fruit. Resolving many regulatory obstacles will make it 
possible for commercial distribution of an array of transgenic crops, enabling consumers and different beneficiaries 
to get the most from this remarkable technology. 
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Figure 1- Diagrammatic representation of mechanism of CRISPR mediated genome editing tool to generate virus 

resistant plants. 
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The experiment was conducted to examine the effects of dietary administration of commercially available 
probiotic, Zymetin (ZY) on growth performance and immune responses of white shrimp (Litopenaeus 
vannamei). Shrimp (0.31±0.04 g) was fed with basal diet (control without challenge test (-) and control 
with challenge test (+)), supplemented with 2.5%, 5.0%, 7.5%, and 10.0% Zymetin was encapsulated with 
commercial feed (CP Aqua) for 30 days. Five shrimp were sampled from each tank after the feeding 
experiment to determine bacterial levels and immunity. Finally all the shrimp were challenged by V. 
harveyi infection for 7 days. Shrimp week growth rates and food conversion ratios were significantly 
better in the ZY treatment after 30 days than in the control group. A higher Total Haemocyte Count 
(THC) and phenoloxidase activity were also measured in all ZY treatments than in the control group. 
Following a co-infection challenge test, probiotic treatments had higher PO, THC, and Respiratory Burst 
(RB) activity than the control (+). Then, the lowest survival rate of shrimp was observed in the control (+), 
whereas higher survivability was observed in Zymetin treated groups 
 
Keywords: Shrimp culture; Litopenaeus vannamei, Probiotics, Zymetin, Vibrio harveyi. 
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INTRODUCTION 
 
Aquaculture production has increased dramatically in recent years, with Penaeid shrimps being one of the most 
significant cultivated species worldwide, particularly in Asia, due to their high economic worth and exportability [1]. 
More than 5 million metric tonnes of prawns are produced each year, but the current global demand for both wild 
and farmed prawns is more than 6.5 million metric tonnes per year [2]. Nowadays, despite high levels of shrimp 
production by culture, shrimp farmers have suffered significant economic losses due to disease problems that have 
plagued the industry. The continuous outbreak of the White Spot Syndrome Virus (WSSV) disease in Penaeus 
monodon culture has led to a loss of shrimp culture in India. As a result, farmers are actively seeking alternative 
shrimp species for culture. In 2008, the Coastal Aquaculture Authority (CAA) of India introduced Litopenaeus 
vannamei, a new shrimp species, as an alternative Penaeid species for culture and export. Litopenaeus vannamei 
exhibits a fast growth rate, and its culture period is significantly reduced compared to Penaeus monodon. Therefore, 
Litopenaeus vannamei has been established as an alternative to Penaeus monodon for shrimp farming in several 
countries, including East, Southeast, and South Asia [3].  
 
The spread of infectious disorders, especially those brought on by viruses and bacteria, is one of the issues with 
white prawn intensive farming. Vibrio harveyi, a bacterium, was the source of the bacterial sickness that affected the 
white prawns [4]. Around the world, Vibrio harveyi has been identified as a dangerous infection for a variety of 
aquaculture organisms [5]).The condition has been managed using a variety of strategies. The use of antibiotics or 
other chemicals in aquaculture may increase the danger of infections that are resistant to antibiotics [6]. In order to 
prepare prawns for innate immunity by boosting their resistance to infections, probiotics were administered as a 
disease-controlling alternative. Probiotics are seen of as a live microbial food supplement that enhances the host's 
and their culture environments' microbial balance and wellness [7]. Probiotics significantly enhance disease 
resistance and modulate gastrointestinal microbiota in shrimp [8], lobster [9], and sea cucumber [10], parrot fish [11] 
and koi [12].  The present study aimed to determine the most optimum concentration of probiotic, Zymetin on the 
growth performance, immune response and disease resistance to infection with V. harveyi of shrimp (L. vannamei). 
 
MATERIALS AND METHODS 
 
Probiotic and Diet Preparation 
Commercially available probiotic, Zymetin (ZY) was used in this study. Two hundred milliliter of the ZY with rice 
bran, tapioca flour, sugar and yeast were added to 200 L of freshwater and left overnight with vigorous aeration. 
After fermentation, the slurry was applied evenly in the ponds. The dosage of the probiotic was increased as the 
culture days increased. four experimental diets were prepared with different concentration of probiotics 
supplemented with 2.5%, 5.0%, 7.5%, and 10.0% was encapsulated with commercial feed for 30 days. Diets were then 
stored in clean plastic bags at 4°C until use. 
 
Culture Condition 
A commercial hatchery in Sirkazhi, Tamil Nadu, India provided the experimental post-larval vannamei (PL) prawn, 
which was reared there for 21 days before testing. Shrimp with a mean initial body weight of 0.33 g and a density of 
15 per tank were randomly placed in triplicate tanks (30 35 40 cm; volume 0.3 m3 The shrimp were fed four times a 
day until they reached their target weight, with 10% of the total biomass in each feeding. Water temperature was 
maintained at 27-29°C; salinity ranged from 29–32‰; pH 7.4–7.5 and dissolved oxygen (DO) between 4.5-6.5 mg/L as 
well as ammonia nitrogen levels less than 0.016 mg L-1 inside culture vessels 
 
Growth and Feed Conversion Ratio 
After 1 month, the total number of prawns was counted and the mean body weight was calculated. Based on this 
weight of shrimp and the quantity of shrimp counted, the Daily Growth Rate (DGR) and Feed Conversion Ratio 
(FCR) were determined using the following equations: 
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where,  
DGR is the specific growth rate in weight (% g),  
Wt and Wo are shrimp weight at current time (t) and at the beginning of the experiment (o), respectively,  
t is the number of rearing days (day).  
FCR is food conversion ratio,  
F is the total dry food consumed (g) and  
Bt, Bm and Bo is the total biomass of the shrimp (g) at current time (t), due to mortality of shrimp (m) and at the 
beginning of the experiment (o), respectively, whereas t is the number of rearing days (day). 
 
Challenged Test 
The bacteria Vibrio harveyi was procured in CAS in Marine biology, Parangipettai, Tamilnadu, India. For the 
challenge test; ten shrimp were injected with a dose of live V. harveyi bacteria equal to 103 CFU per tank from a 24 h 
culture grown in ZMA medium at 29°C. The shrimp mortality rate was observed for 7 days following injection 
 
Immune Parameter Assay 
Using a syringe filled with anticoagulant solution, hemolymph was drawn from the ventral sinus. The identical 
samples obtained from the five prawns kept in the same tank were combined and utilized as a single batch. The 
anticoagulant solution for haemolymph (10 mM EDTA, 340 mM NaCl, 30 mM trisodium citrate, and pH 7.0). A 1:2 
(v/v) anticoagulant solution was extensively incorporated into the haemolymph. Shrimp haemolymph samples were 
taken twice, once after 30 days of feeding (before the challenge test) and once after the challenge test with V. harveyi 
was completed (7 days later). The THCs were determined using a haemocytometer at 100 times magnification. Cells 
were counted on both sides of the grids. THCs were calculated using the following equation: 
 
THC = Cells counted × dilution factor × 1000 = Volume of grid (0.1 mm3) 
 
According to Liu and Chen [13], phenoloxidase activity was measured. Briefly, 50 L of haemolymph were combined 
with 50 L of 0.1% trypsin in CAC buffer, which was incubated at 25°C for 10 min. After that, 50 L of L-DOPA (0.3% 
in CAC buffer) were added, mixed, and the ideal density was assessed at 490 nm. An increase of 0.001 min/mg 
protein in absorbance was used to measure one unit of enzyme activity. 
 
The method of Song and Hsieh [14] was used to evaluate the Respiratory Burst (RB) activity of haemoglobin by 
reducing NBT (nitrobluetetrazolium) as a gauge of superoxide anion (O2-). After being incubated for 30 minutes at 
room temperature, a total of 300 mL of the haemolymph-anticoagulant combination was centrifuged for 20 minutes 
at 3000 rpm, with the supernatant being discarded. After that, 100 mL of NBT (HBSS solution containing 0.3% NBT) 
was added, and stand for 2 hours at room temperature. The mixture was centrifuged at 3000 rpm for 10 min, the 
supernatant was collected, and 100 mL of 100% methanol was added. This was followed by another 10 min at 3000 
rpm centrifugation, with the supernatant being discarded. Then, two times, 70% methanol was used to rinse the 
formed pellets. The next 120 mL KOH (2 M) and 140 mL of dimethyl sulfoxide (DMSO) was added to dissolve the 
pellet. Insoluble pellet was then inserted into the microplate to measure Optical Density (OD) using a microplate 
reader at a wave length of 630 nm. Respiratory burst expressed as NBT reduction per 10 μL haemolymph. 
 
Statistical Analyses 
Results are presented as Mean ±SD (standard deviation of means). Data analysis was done with statistical analysis 
methods at a 95% confidence interval (α = 0.05). Statistical analyses were performed using a statistic program SPSS 
(version, 17.0). One-way analysis of variance (One-way ANOVA) was used to determine significant differences 
between the treatments followed by Duncan’s Multiple Range Test (DMRT). 
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RESULTS AND DISCUSSION 
 
Growth and Feed Conversion Ratio 
Supplementation of ZY appears to increase the WGR and decrease the FCR as compared to the controls. The highest 
DGR (9.94±0.18%) and the lowest FCR (1.42±0.05), respectively observed in 7.5% ZY treatment and was significantly 
different than control groups (p<0.05; Fig. 1). The 2.5% ZY treatment has no significant difference in growth 
performances compared with the control groups (p>0.05). Similar findings were made for the European lobster 
(Homarus gammarus L.), which when fed a probiotic diet comprising a combination of Bacillus spp. and MOS showed 
considerably higher weight gain, SGR, and FCR [9]. Bacillus subtilis and fructo oligosaccharide (FOS) were shown to 
improve growth performance in juvenile large yellow croaker (Larimichthy scrocea) by Ai et al. [15]. 
 
Immune Response  
Total Haemocyte Count (THC) of shrimp fed on different doses of probiotic is shown in Fig. 2. After 30 days of 
culture, THC increased significantly in the group treated with probiotic 7.5% (C) compared with control groups. 
THC of shrimp from the groups fed ZY supplemented with 2.5%, 5.0%, 7.5% and10.0% were higher (p<0.05) 
compared control (+). Shrimp fed with the control positive diet produced the lowest THC. According to Rodriguez 
and Le Moullac [16], Smith et al. [17], and Hauton [18], the haemocyte produces inflammatory-type reactions such as 
phagocytosis, haemocyte clumping, generation of reactive oxygen metabolites, and release of microbial proteins. 
After the challenge test, THC levels in all prawn treatments decreased. The body's defence mechanisms, including 
phagocytosis activity, encapsulation, nodule formation, and the degranulation process for system prophenoloxidase 
activation (ProPO), had an impact on the reduction of cells' hemocytes following the challenge test [17]. 
 
Phenoloxidase (PO) activities in haemolymph showed increasing tendency with the increasing doses of ZY in diets 
(Fig. 3). The shrimp in treatment 7.5% ZY  and 10% ZY produced the highest PO activities with, followed by shrimp 
fed with treatment 5.0% ZY and they were significantly higher than the control groups (Fig. 3; p<0.05). After being 
given the challenge test with V. harveyi, PO activities in control (-), control (+) and all treatments showed an increase. 
According to data, PO activity of shrimp before challenge test known to be positively correlated with the value of 
THC. Hemocytes of shrimp function within the production and release of PO into hemolin in the form of inactive 
pro-enzyme called ProPO [17]. After being given a challenge test all treatments showed an increase. Increased 
activity of PO indicates a high immune response of shrimp. Lesmanawati [19], stated that an increase in PO activity 
occurs on the fifth day post-infection IMNV and shrimp on synbiotic treatment resulted in an increase in PO was 
higher than the control. 
 
In this study, respiratory burst activities (RB) for all treatments were presented in Fig. 4. After feeding trial for 30 
days, RB activity in Haemolymph was not significantly different between probiotic treatments and controls (Fig. 4; 
p>0.05). In contrast, RB activity after challenged with V. harveyi significantly increased and was significantly different 
with controls (Fig. 4; p>0.05). According to Rodriguez and Le Moullac [16], respiratory burst (RB) is an oxygen-
dependent killing mechanism used by phagocytic cells to rid themselves of foreign particles. According to the 
findings, probiotic therapy does not boost RB activity; rather, V. harveyi infection is to blame for the rise. Numerous 
investigations [11, 20] revealed that the treatment of probiotics had no discernible effect on RB activity.  
 
Survival 
Shrimp survival after the 30 days of experimental period was similar in all experimental groups. Shrimp survivals 
after challenged with V. harveyi significantly increase as the dose of dietary probiotic in diet increased (Fig. 5; p<0.05). 
Shrimp fed with the control positive diet produced the lowest survival and were significantly different (p<0.05) from 
the groups fed synbiotic supplemented with ZY 2.5%, 5.0%, 7.5% and 10.%. This probiotic had significantly reduced 
mortality of the shrimp challenged by infection with V. harveyi and also stimulate immunity of the shrimp. In the 
previous study, probiotic SKT-b had been reported that probiotic may enhance resistance of shrimp (L. vannamei) 
to V. harveyi [21]. Similarly, the result has been reported that SKT-b is known to inhibit the growth 
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of V. harveyi pathogens effectively both in vitro and in vivo on tiger shrimp (Penaeus monodon) larva [22]. The high 
resistance of survival shrimp might be caused by enhanced of innate immunity. Results of this study showed that 
probiotic, Zymetin (ZY) in shrimp diets can significantly improve growth and disease resistance by enhancing 
immunity, as well as presumably modulating microflora in the shrimp's gut. The results showed that the most 
optimum dose of dietary probiotic in this study was shrimp 7.5% ZY. 
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Fig 1: Daily growth rateand feed conversion ratio of 
L. vannamei 

Fig 2: Total Haemocyte Count of L. vannamei 
 

  
Fig 3: Phenoloxidase activities in haemolymph of 
L. vannamei 

Fig 4: Respiratory burst activities of L. vannamei 
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Fig 5: Survival rate of L. vannamei 
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Text mining is the process of extracting hidden information from unstructured to semi-structured 
material. Text mining is the process of discovering new information by mechanically extracting it from 
various written resources. As vast amount of data is generated every minute some meaningful 
information should be extracted from the available resource and these data provide information and 
knowledge which will be very helpful for analysis. This paper focuses a main area based on health care 
records and also illustrates the methods and techniques in text mining .As health care databases are 
growing drastically we need to extract knowledge from the available sources. 
 
Keywords : Machine Learning, Text Mining, Health Care, Medical Records, Text Analytics. 
  
 
INTRODUCTION 
 
Text mining also called as Text Data Mining or Text Analytics is the process of drawing out content based on 
meaning and context from vast amount of text. It transforms the unstructured text into structured data for easy 
analysis and it used Natural Language Processing (NLP) to understand the human language for natural processing. 
Text mining extracts valuable insights from unstructured text. By analyzing vast amount of data generated, text 
mining analyzes complex and large dataset in a simple and effective way. In businesses large amount of data are 
generated every day as an opportunity and challenge. This data helps the companies to get smarter insights about 
people’s, opinions about a product or service which may be e-mail, product reviews, social media posts, customer 
feedback etc. So to process these kinds of data text mining uses simple methods and techniques, makes us 
understand about the working of text mining.[1] In the recent years Text Mining gained the attention of the users 
due to massive amount of data and it automates the process of classifying texts by sentiment, topic, and intent. Not 
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only businesses, as healthcare databases are growing exponentially, it collects text and numerical information about 
patient’s visits, prescriptions, and physician notes and so on. The medical service combined with e-clinical records 
could lead to improve the quality of healthcare and research initiatives, fewer medical errors, and lower costs. 
 
TEXT MINING BACKGROUND 
Data mining is a statistical technique for processing raw, structured data. Usually this is done with preexisting 
databases and spreadsheets to gather information. Here statistical tools are used for analyzing data. It is a 
combination of Artificial Intelligence, Machine Learning and Statistics mainly used in areas like marketing and 
health care. Considering healthcare, text mining improves the quality of treatments, increasing revenues or lower 
costs of healthcare organization such as a hospital. Data mining is widely used  area in computer science, economics, 
communication and marketing, allowing finding important patterns on information that are, otherwise, difficult to 
analyze. As text mining is closely related to Data Mining, it is used to process collection of unstructured text files 
such as Word documents, PDF files, text excerpts, and XML files. These textual data are used in academic research 
literature, health care, biology and marketing. 
 
Text mining is a variation of data mining from text data collections. The main aim of text mining is to find the 
knowledge from text data, which are unstructured or semi-structured. Text mining is a branch of Data Mining 
(DM) using KDD to discover knowledge from various data sources, which includes text data, relational databases, 
Web data, user log data, etc. Text Mining is  related to other research areas like Machine Learning (ML), 
Information Retrieval (IR), Natural Language Processing (NLP), [9] Information Extraction (IE), Statistics, Pattern 
Recognition (PR), Artificial Intelligence (AI), etc. As all the  data generated today are in the form of e-mails, text 
messages, documents and files and to know the best insights of data and its patterns text mining came into 
existence. Text mining is considered as a semi-automated process of extraction patterns and discovering 
knowledge from unstructured data. 
 
Until the introduction of Text mining, data mining was the dominant approach as they had to control only structured 
data. As Data volumes are exploding and most of this is unstructured and text mining is necessary to deal with 
unstructured data. so to handle both structured and unstructured data to provide greater insights in the business 
operations and decision making, we are in need of text mining.[2]Most businesses will collect huge amount of data 
through customer feedback, product reviews and social media posts. So to analyze this kind of vast amount of 
data text mining is necessary to find the valuable opinion and feedback of the customers clearly. Without text 
mining above mentioned task is a challenge to categorize the opinion and automation helps the companies to 
overcome their drawbacks by going through more feedbacks using opinion mining. 
 
TEXT MINING TECHNIQUES 
The process of Text mining involves various activities to gather structured information from the unstructured text by 
parsing, adding linguistic features and removing unnecessary patterns from database .[3]By structured data final 
evaluation will be done and the output will be interpreted. So this is an automatic process that extracts the valuable 
insights from data collected. These techniques deploy various text mining tools and applications for their  execution. 
To make the data structured the steps to be followed are 
 
Information Extraction- A most famous text mining process used to extract meaningful and valuable information 
from unprocessed or unstructured massive amounts of data. This is the initial step for identifying key phrases and 
relationships ,tokenization, focuses on identifying the extraction of attributes, entities, relationship from semi-
structured or unstructured text. Extracted information is stored in the associated database or some separate storage 
for additional processing with precision and recall processes. 
Informational Retrieval- By using this process relevant and associated pattern are extracted based on specific set of 
words. With the help of algorithms,  
different behavior of users is identified and discovers the relevant data and information. Search engines uses query 
based algorithms for Information retrieval to derive relevant documents according to the keywords used in search 
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Natural Language Processing (NLP): Text mining uses various methodologies for text processing, includes natural 
language processing (NLP). NLP is a subfield of computer science, linguistics, data science, and artificial intelligence 
deals with the interaction between humans and machines. It allows computers to understand both speech and text 
forms. Text analytics usually breaks down the sentences into words or phrases before analyzing. So unstructured text 
contents are separated apart to know the details in it. Using NLP, Text mining exact theme of the contents specified 
will be extracted. Text mining includes seven steps as shown in Fig.1 like Language identification, Tokenization, 
Sentence Breaking, Part of Speech Tagging (POS), Chunking, Syntax Parsing and Sentence Chaining. Each step is 
very ihortant to handle unstructured data in text mining 

 
 Language Identification: The first step in text analytics is language identification that identifies in what language 

the text is written in. It may be Spanish, Singlish, Arabic, English and so on. Lexanalytics is a text mining 
technology and NLP feature, processes each text document that goes through to transform data into structured 
data and also supports nearly 25 languages with more alphabets. 

 Tokenization: The second step is to break the sentence into pieces called tokens. Tokens are individual units like 
words, Punctuations, Hyperlinks or phonemes. Tokens are used in the process of text mining. The process of 
breaking the sentences into words is called Tokenization and it is language specific as every language follows 
different tokenization requirements. For Example English language uses punctuation methods and spaces to 
separate tokens .But logographic languages like Chinese have no space to break between words, so it differs 
based on the language. So algorithms can also be used to tokenize the sentences in various languages. 

 Sentence Breaking: After token identification, next step is to identify the end of the sentences. To separate the 
sentences also we need some spaces and punctuation symbols to identify the end of the sentence. Some deeper 
text analytics should be used to identify the sentences using boundary recognition. 

 Part of Speech Tagging and chunking: After language identification and tokenization, broken words should be 
tagged. After token identification and sentence breaking we should tag the words.Part of Speech tagging used to 
identify things like whether a given token represents a proper noun or a common noun, or if it’s a verb, an 
adjective, or something else entirely. This step is an important step in text analytics. 

 Chunking: Chunking is a process of extracting phrases from unstructured text, by analyzing a sentence to identify 
the constituents. So chunking refers to breaking sentences into component phrases.PoS tagging means assigning 
parts of speech to tokens whereas Assigning PoS-tagged tokens to phrases is called chunking. 

 Syntax Parsing: The syntax parsing is a way to determine the structure of a sentence. Syntax parsing is one of the 
most computationally-intensive steps in text analytics. Unsupervised machine learning models are used in 
Lexanalytics, works  on  more input words and complex matrix factorization, which helps to understand syntax 
just like a human. 

 Sentence Chaining: The final step in preparing unstructured text for deeper analysis is sentence chaining, also 
known as sentence relation that uses Lexalytics which utilizes a technique called “lexical chaining” to relate 
sentences. Even if paragraphs apart in a document, the lexical chain will flow through the document and help a 
machine detect overarching topics and quantify the overall “feel. 

 
 Clustering- Most crucial text mining technique that identifies intrinsic structures in text and organize into different 

subgroups called clusters. So a meaningful cluster should be formed from the unlabelled data without prior 
information. Tools like Cluster analysis helps in data distribution .Clustering is one of the most crucial text mining 
techniques. It tries to identify in-depth structures in textual information and organize them into relevant subgroups 
or ‘clusters’ for analysis. A challenge in the clustering process is to form clusters from the unlabeled textual data 
without having any prior knowledge on them. Different clustering techniques are hierarchical, distribution, density 
centroid, and k-means clustering, used for analyzing unstructured text documents. 
 

 Categorization :Texts are categorized and assigned to predefined set of topics based on their content.The main task 
of text classification/text categorization is to increase the detection of information that can lead to a better decision. 
Using Natural Language Processing (NLP) it gathers text documents for processing and analyzing to uncover the 
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right topics or indexes for each document. So co-referencing method is used to extract relevant synonyms and 
abbreviations from textual data. This methodology is used in healthcare systems to identify disease categories, 
operation procedures, and insurance reimbursement codes. Some useful analytical classification models, used to 
categorize text, are naive Bayesian classifier, nearest neighbor classifier, decision trees, and support vector machines. 
Applications included in categorization are document organization, spam filtering, SMS categorization, and 
hierarchical categorization of web pages. 

 
 Text visualization –This technique is used to represent textual information into a visual map which produces large 

textual information into visual layout. It enhances browsing capabilities and also improves the discovery of relevant 
information. Text flags are used to show the document category to represent individual or group of documents with 
the help of colors to show the density. It also helps us to know the hierarchy levels visually. The process of 
visualization involves Data preparation, Data analysis and extraction and visualization mapping. 
 

 Summarization– Generating   compressed text automatically, from multiple text sources to analyze and summarize 
the text contained in these multiple text sources. So, summarization collects various parts of the textual data to make 
a meaningful text. Lexicon lists are generated in this stage on the basis of phrase or words in the document. Length 
of  the Sentence, fixed phrase, paragraph, thematic words  and upper case word identification features can be 
analyzed for text summarization. This technique can be applied on multiple documents at the same time. Quality 
and type of classifiers depend on nature and theme of the text documents. So text summarization is used to create a 
summary according to the meaning of the text. Text summarization involves text pre processing, it is performed to 
clean the data to remove the spelling errors, avoid duplication and replacing acronyms. 
 
There are other approaches used in text mining for interpreting and exporting keywords. Keyword based association is 
based on association analysis that reduces the incorrect retrieval using some stop words, keywords or idiomatic 
expressions. Document classification method is used in libraries to assign tags to document, classifying genre and type 
of writing for tagging. Trend Analysis finds patterns on information for future event prediction and also estimates the 
events of past. Vector space model is a technique which is representing documents or searches by vectors to find 
similarities between them. Indexing Techniques uses tables and id of all documents for making related searches faster. 
Inverse document frequency finds out the words based on the importance of words and to search with more precision 
to extract keywords. Text mining techniques and methods are available to derive valuable insights from text data. 
Most commonly used text mining techniques are Word frequency ,The concept of finding out the recurrent terms 
from the data set and most mentioned words in unstructured text is very useful in analyzing customer reviews, 
social  media conversations or in feedbacks. So here the terms that are frequently used are analyzed in word 
frequency. Then Collocation which refers to combination of words which appear together most of the times. Some 
words usually come together, it may be bigrams(two words)  like “get started “or trigrams (three words) like “keep 
in touch “.So identifying collocation  and  using word improves the granularity of the text, for better understanding 
of its semantic structure and more accurate text mining results. Finally Concordance used to recognize the particular 
context or a word or set of words appears. As human language can be ambiguous and the same word can be used in 
different contexts.  
 
METHODS USED IN TEXT MINING 
There are various techniques being developed to solve the text mining problems, they are basically the relevant 
information retrieval according to the requirement of users. Counting on the information retrieval techniques, [1] 
some common methods are shown in Fig.2. 
 
Term Based Method: Term is defined as a word which has a well-explained meaning in a document. Every term in a 
document is having a specific meaning and documents are analyzed on the basis of term weight age. Even this 
method is facing problems like polysemy and synonymy. A word has multiple meanings is called polysemy and 
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multiple words having the same meaning is called synonymy. So by finding out the semantic meaning of many 
terms is not sure for answering what exactly users want.  

 
Phrase Based Method: When compared to term this provides semantic information and is less confusing as Phrase 
carries more semantics like information and is less ambiguous. In phrase based method document is analyzed on 
phrase basis and more distinct when compared with terms. The reason to choose phrase based methods include 
Phrases have inferior is statistical properties to terms, and low frequency of occurrence, Extensive replication and 
noisy phrases are present among them.  

 
Concept Based Method: Here analysis done on sentence and document level. Two terms can have same frequency in 
same document, but the meaning is that one term contributes more appropriately than the other term. The terms that 
capture the semantics of the text should be given more importance. This model included three components. The first 
component analyzes the semantic arrangement of sentences. The second component designs a conceptual ontological 
graph (COG) to explain the semantic structures and the last component extract top concepts based on the first two 
components to build feature vectors using the standard vector space model. Concept-based model can easily 
differentiate between non important terms and meaningful terms which describe a meaning in the sentence .It uses 
natural language processing techniques and Feature selection is used in query concepts to optimize the 
representation and remove noise and ambiguity.  
 
Pattern Taxonomy Method: Here documents are analyzed on pattern basis. And Patterns can be structured into 
taxonomy by applying a relation. Association rule mining, frequent item set mining, sequential pattern mining and 
closed pattern mining are used in Data Mining to discover Patterns .Use of discovered knowledge (patterns) in the 
field of text mining is difficult and ineffective, because some useful long patterns with high specificity lack in 
support. Frequent short patterns lead to misinterpretation and results in ineffective performance. This method uses 
two processes pattern deploying and pattern evolving to refine the discovered patterns in text documents.  
 
TEXT MINING AND HEALTH CARE 
One of the most noticeable areas of text mining is medical record processing and health care. There are different 
types of medical information sources like which maintains data such as symptoms, patient history, treatments, and 
medications should be considered for perfect output. So with the help of data mining, text mining it is possible to 
process the unstructured medical records, as it generates vast amount of online medical records. Due to the increase 
of electronic medical records, there is an opportunity to classify correct diagnosis for a particular patient, with the 
help of symptoms, diseases, disorders etc. Different types of medical information sources like Hospital Information 
System(HIS) can manage medical, administrative, financial and legal aspects of a hospital, Electronic Health Records 
(EHR)  are a collection of medical records of individual patient to keep track of patients status and offer [8]decision 
support mechanisms .and Electronic Medical Records (EMR) allows to store all relevant patient information in 
electronic format, but all these facilities doesn’t provide the exact information for diagnosing the disease. Text 
contains more valuable quantitative information that is difficult to use in statistical modeling. So by converting text 
data into numeric form which can be used in analysis in areas like sociology and communication to extract the 
hidden words. So by implementing text mining in health care it is possible for early detection of diseases, symptoms, 
notes, remarks made by one or more physicians ,diet and fitness suggestions and adverse reaction  etc. These 
documents may be structured or unstructured and can contain some errors in grammatical ,abbreviations 
,vocabulary which is very difficult to analyze and categorize. 
 
Data mining is considered as an artifact to leverage health data. So by using ML techniques it is has been widely 
used to summarize, explain and to find the relationships between completed data. It includes various aspects like 
medical and operational aspects including diagnosis, health monitoring, health care planning, and management of 
hospitals and health services. Text analytics is also used to derive quality insights using Natural Language 
Processing (NLP) automatically. So, some text mining methodologies like disease surveillance is used to identify 
influenza in as it affects millions of people a year. So monitoring these type of diseases will be very helpful in 
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identifying at an early stage. Next behavioral medicine which helps us to understand the behavior of a person using 
nicotine and tobacco products using online surveillance by NLP. Clinical records are more complex to analyze and 
extract using text mining because of abbreviations of medical terms, acronyms and local dialectal terms. Spelling 
mistakes, punctuations, and hyphens may lead to change the meaning of text which is difficult to analyze in case of 
tokenization. More medical records are considered to analyze and extract information like patient review, medical 
notes, images, and observations. So some preprocessing should be done to create datasets and some machine 
learning models are constructed to interpret and classify the previously acquired data. More legal and ethical aspects 
are considered to manage patient privacy and security. So confidential data should be removed in Electronic Medical 
Records and some identification keys are included. Finally with the help of pattern matching it is possible to identify 
patterns with sentences, words, and expressions. But it is difficult to identify if the content is of different languages. 
Ontology based extraction [8] enables the classification to find the relation between words and it achieves a higher 
accuracy in medical term extraction when compared to other approaches.  
 
Another approach is relation extraction that finds pairs of terms that are syntactically or semantically related .So 
associated information and its values are considered like weight, age, blood pressure, pulse etc. It helps the clinicians 
to know about the relativity of diseases, symptoms, parts infected and history of related .so here it plays an 
important role to extract terms like diseases, symptoms. Human body parts with semantic analysis and it is defined 
in the ontology. But syntactic relation is difficult in major cases as a sentence may contain more than two terms. In 
some cases we can use decision tree based classification to obtain information theory, information gain of the 
predictor and dependent variable.  
 
Text mining applied to medical records  
This section discusses the application of text mining in Electronic Medical Records (EMR), main challenges and most 
used techniques. Clinical records can be very complex to analyze and extract using text mining. [6] These documents 
mostly are presented in a free text format or pre-formatted formularies, and can hold intricate vocabulary with 
medical terms, abbreviations, acronyms, and local dialectal terms. Additionally, there are a few concerns to take into 
account: texts may have countless mistakes and misspellings, especially on medical notes, and some values or terms 
are difficult to interpret, punctuations such as periods or hyphens. Another challenge is the many different types of 
source data to analyze and extract, namely, patient interviews, laboratory analysis, medical notes, images, and 
observations. Within this data it is possible to find several relevant features and abnormal values, making this a 
challenging task for performance and classification processes. These data sources are pre-processed to generate the 
datasets for text mining. These datasets are, most of the times, unbalanced, making them very difficult to analyze. 
After applying pre-processing techniques, it then follows a machine learning approach. Using available data, 
Machine learning “learns” and constructs models to classify data, considering legal, ethical and social aspects, to 
manage privacy and security of patient personal information, reducing possible breaches in confidentiality. 
Therefore, it may be necessary to remove or replace the identification of a certain patient. It is, however, possible to 
use some of this personal information for diagnose classification, such as age, gender or social aspects. Anonymized 
data and de-identified data are the ways to conceal the private patient information. Anonymous data consists in 
removing all private information and replacing patient identification with keys only known by authorized persons. 
Other private information is removed. De-identified data encrypts all patient information to be analysed. Finally, 
identified data is used when patient information is collected with their consent. Many approaches can be used in 
information extraction in medical records. Pattern-matching can be useful to discovery patterns within sentences, 
expressions, words, etc. Other approaches that can be applied are shallow and full syntactic parsing for non-robust 
texts. Ontology based extraction methodology helps us to classify and the find relations between words. There are 
several algorithms that can be used in machine learning, although white box algorithms should be adopted, 
considering that physicians are still apprehensive with this kind of technology and its low level accuracy. White  box 
methodology recognizes the features of an algorithm but it is not possible with a black box approach even with more 
powerful algorithms to deduce relevant information. 
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Information Extraction of EMR Based on Text Mining 
Text Mining is also used to acquire knowledge and wealth of valuable [7]information from biomedical text for 
identifying drug reaction, early detection of symptoms etc. Usually text mining process consists of  steps like 
Information Retreival(IE),Information Extraction(IE),Knowledge Discovery and Knowledge Application. Information 
Retreival is used to collect the data ,Information Extraction is to extract the predefined information from the collected 
data. The Third process of Knowledge Discovery is acquiring knowledge from the collected data, Knowledge 
Application applies the unknown facts inferred from text to practice. Usually the data collected from the medical 
records are unstructured or semi structured , so here regular method of pre-processing cannot be used. So convert 
any type of text into structured format NLP is used. In this process, the key technologies involved include named-
entity recognition (NER) and relation extraction (RE).  
 
i) Named-Entity Recognition Technology: This technology is used to identify particular names or symbols in 
documents.[5] NER method identifies medical entities related to treatment such as disease names, symptoms and 
drug names. As the doctors writing of medical terms are not clear and ambiguity in terms of abbreviations, some 
medical terms are composed of phrases or compounds modified that is particularly prominent. All the mentioned 
issues reduces the effect of identifying entities. So to overcome these issues NER uses two processes namely ,entity 
boundary identification and entity class determination. Three important indexes that serve NER are, precision rate 
(P), recall rate (R), and F-score, F-score, the harmonic average of the precision and recall rate, is a comprehensive 
evaluation of the test results. When the F-score is higher, the experimental results are better. P = the number of 
entities identified correctly the number of entities identified, R = the number of entities identified correctly the 
number of entities present in the test set, F-score = P ∗ R ∗ 2 P + R. To identify clinical events and associated temporal 
expressions NER methods are divided into three types namely the rule-based approach, the dictionary-based 
approach, and the machine learning approach.  
 
A. Rule Based NER Approach: This approach identifies the rules and validate only the named entity from medical text 

follows the rule, otherwise it is not considered. So for constructing these rule templates and dictionaries for rule-
based approach and dictionary based approach we need the assistance of some medical expert. 

B. Dictionary-Based NER Approach: This is the widely used methodology for clinical text annotation and indexing. 
But due to existence of more medical terms unable to cover all the things in the single library. So dictionary based 
approaches provides the corresponding ID after recognizing the target term in the dictionary. Bio-entity name 
recognition is another key step for information extraction from biomedical literature which consist of three steps 
namely construction and expansion of the bio entity name dictionary, the approximate string matching, and the 
post processing.   

C. Machine Learning NER Approach: Here algorithms and features are two important factors that largely affect the 
performance of ML-based NER systems. So an appropriate Machine Learning algorithm is used to establish an 
entity recognition model using statistical characteristics. Machine learning model requires training set as it is 
data-driven and application-oriented. Various ML models Hidden Markov models (HMM), support vector 
machines (SVM), conditional random field (CRF) and maximum entropy (ME) are available, but CRF and SVM is 
considered as more popular and SVM produces more accurate result when compared to CRF. 

 
Relation Extraction (RE) 
Once the entity is identified, next task is to extract the relation between entities. The entity relations in EMR can be 
divided into three categories, including the relation between diseases, the relation between diseases and medical 
examinations, and the relation between diseases and treatment. Three common methods used to extract entity 
relation are co occurrence-based extraction, pattern-based extraction, and machine learning approaches. When two 
entities appear in the same sentence, it shows the correlation between two named entities in that sentence, so higher 
frequency of correlation strengthens the relation. Sometimes hybrid approach, combination of two approaches also 
used for better results. Convolutional Neural Networks are also used to extract relations between scientific concepts 
such as synonyms and hyponyms, through pre-processing, CNN and rule-based post processing. 
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Text mining applied to Social Media Health Care Documents 
Social media makes people to share and discuss their views and opinions about health-related information and 
general-purpose social media. Advancements in automated data processing, Machine learning and Natural 
Language Processing uses huge data for public health monitoring and surveillance has been especially popular and 
fruitful.[4] Numerous studies have been published recently in this realm on pharmacovigilance, identifying smoking 
cessation patterns, identifying user social circles with common experiences, monitoring malpractice and tracking 
infectious disease spread. So social media serves as a unique platform to discuss approaches of text and data mining 
methods which responds to specific requirements in health surveillance such as early detection of diseases, 
Medication safety, including drug interactions and dietary supplement, Health behaviors and smoking. Social 
network analysis is a field of research open and adaptable to the medical and health. More recently, web-based 
disease surveillance research has moved in new directions with potentially higher impact: Other infectious diseases 
More recent social media research has given more importance on disease surveillance, Forecasting and higher impact 
locations etc. some key areas of public health for which social media mining has been especially popular and fruitful, 
with an emphasis on how these focus areas are evolving to increase public health impact. 
 
Pharmacovigilance : It involves monitoring adverse actions caused by medications. This is a notable use case where 
discussion about the drugs prescribed, reaction and side effects on treatments will be shared. This makes social 
media unique and robust sources of information regarding treatments. By utilizing data from specialized forums and 
communities online review of drugs and medications for adverse reaction detection. By analyzing the datasets using 
supervised classification and association to identify the adverse reaction between drugs and specific reactions. 
 
Behavioral Medicine: Smoking, Drug abuse and Diet fitness: Another important area of social media surveillance is 
about  understanding behaviours that affects health such as smoking and diet. Here behavioural medicine plays a 
prominent role in the digital revolution. Social media can be used to understand the interest in various nicotine and 
tobacco products much faster than traditional sources. It helps in understanding and analyzing smoking cessation. 
Other issues like trends in alcohol use and problems in drug abuse. Specialized social networks have been used  for 
analyzing the effects of drug reformulation. Based on the food consumption patterns mentioned in social media and 
physical activities measuring the outcomes of the fitness goals. 
 
Disease Surveillance: One of the most important and longest running cases for social media is disease surveillance. 
Influenza has been by far the most commonly surveilled disease, in part due to its widespread prevalence it reacts 
millions of people each year, So Google’s Flu trends services continue to share their data with academic research labs 
and search queries for web-based disease surveillance. Main aim of using social media mining is influenza can be 
prevailed and estimated in real-time when compared to traditional government methods of taking survey by Centers 
for Disease Control and Prevention as it may be out dated. So when compared to traditional methods web-based 
surveillance research moved research in new directions with greater impact. Apart from influenza social media 
research helps us to find other diseases like Cholera, Ebola, and E.Coli. So mining data in social media helps us to track 
more diseases. 
 
Infectious Diseases Propagation: It analyzes the transmission of infectious diseases in hospitals using a network 
centric perspective. Here spread of disease may occur through Patients, nurses, doctors or workers who  are closely 
connected to each other and those connections form a network through which transmission can occur. The density of 
this network should be strong and spread of diseases may occur fastly. 
 
Predicting Pandemic Increase investigation: By using twitter as a reporting tool using filtering and normalization, it 
indicates the increased infection spread. So tweets help us to identify the infection earlier. Regression frameworks 
can be used to extract simple features and reduce error associated with modeling which helps us to identify diseases 
like influenza by correlating the tweets and search terms used. With this type of online clinical data physicians are 
able to make forecast of influenza 2 weeks before. So by early work, able to forecast and control the spread of 
diseases through planning and preparedness. 
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Modeling the Hospital Structure Network : To know the relationship between social entities Social Network 
nalysis(SNA) method is used which helps us in identifying structural relationships in hospital administration. SNA 
for Health Social Network With the continued advances of different Social Networks, the health’s Social Networks 
became very popular. Despite the success of social media for better connecting and changing information, these 
Medias can also change the users’ health behaviors,to become more healthy.  
 
APPLICATIONS OF TEXT MINING 
Analyzing survey responses: Open Survey Questions will help respondents to expose the view or opinion of the 
respondents. It helps to know more about customer’s opinion and expectations, which seems better when compared 
to traditional questionnaires. Now a days social media is a place where a person can express their opinions clearly, 
So by using Text mining it analyzes the information in the form of text. 
 
Fraud Detection: Technology advancement allow us to [3] easily identify any fraud texts. Text mining has helped 
achieve that. Text mining plays a vital role in classifying and filtering text .So it is used to classify and filter 
unnecessary e-mails by analyzing certain words and phrases in the e-mail. Such e-mails are automatically discarded 
and marked as spam. By using this text mining system it also alerts the mail to remove those mails with offending 
words or content. 
 
Analyzing Health Care Records: Mostly in business organizations information maintenance is in the form of text. 
Health care collects huge amounts of textual and numeric information about patients, visits, prescriptions etc. The 
information collected using EMR improves healthcare quality, promotion of clinical and research initiatives, fewer 
medical errors and lower costs. So by collecting these contents electronically and using some text mining algorithms, 
helps the practitioner to diagnose the actual situation. 
 
Crawling web sites: Another area of text mining is web content mining, contents of web page is analyzed to find the 
list of terms frequently used on the site. So by using this, it is easy to find the important terms in the website. With 
this, competitor’s ability can be known to deliver efficient business. 
 
Risk Management and Decision making: By analyzing the flow of the business, one should be able to avoid risk 
while doing business. So risk management is one of the important activity which allows the business people to make 
correct decisions using text mining .Fails to take correct decision will leads to risk and loss in business. So text 
mining helps the person to know the flow of work and supports about pros, cons in making clear decisions for 
betterment. 
 
Business Intelligence: For Businesses’ data is their backbone, which can be used for or against the company. by 
analyzing and using the data properly, it supports the business people for efficient running of business .It also finds 
the feedback from the customers to know the actual requirement . 
 
Challenges in Social Media Mining 
Main challenge with automated data mining social media is with the help of standard Natural Language processing 
(NLP) tools. So these tools support only formal or regular languages and doesn’t support informal or non-standard 
text online. Some tools like POS taggers and Named entity recognizers are used in twitter to analyze the tweets, but 
this doesn’t provide a general-purpose solution. Because a tool designed for a specific social media will not work 
perfectly for others due to medical terminology.[9] So by finding the text which specifies common symptoms rather 
than specific illness, language normalizations should be done for social media text to identify the terms. 
  
Next, Sentimental Analysis classifies the opinions as positive, Negative and neutral in understanding important 
health issues, in case of smoking and drug abuse, diet and fitness, vaccination opinions etc.. Sentiment has also been 
analyzed in the context of drug abuse, in order to understand public interest in drugs. By analyzing the online 
reviews about doctors and health care providers helps us to identify patient perceptions of care quality. However, 
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sentiment analysis does not work as well for short text, such as tweets. Sentiment classification is an active area of 
NLP research, and improvements in this technology will lead to improvements in understanding public opinion and 
awareness. 
 
Most research on social media mining for health monitoring has used relatively simple methods of text analysis, such 
as dictionary associations. Simple approaches can work reasonably well and future improvements will require NLP 
tools that can extract richer meaning from text .As a word having multiple meanings it is difficult to understand in 
what aspect they tweet. Richer NLP techniques can be used to extract the detail. Lexicon based approaches are the 
older methods to identify the content in social media and some health related lexicon resources also have been 
developed ,but the usage of colloquial language limits the performance these approaches. Some supervised 
algorithms may be used to improve the promising performance in quantitative evaluations. Another hurdle gaining 
trust from practitioners and public. Due to significant failings reported by practitioners web-based disease 
surveillance system lost its attention. So more work should be carried out to validate the social media models 
carefully to ensure progress is being made. Considering data being accessed, in social media data is publicly 
available and sometimes it need to be private. For that machine learning algorithms can make inference about 
private attributes ,even if not explicitly stated in public data. 
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Fig.1. Informational Retrieval 

Fig.2. Text Mining steps 

 
Fig.3. Text Mining Methods 
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Hypertension is a serious medical condition that significantly increases the risk of heart, Brain, kidneys 
and other diseases. Blood pressure is a force exerted by circulating body against the walls of the body’s 
arteries, the major blood vessels in the body. It is the elevation of systolic blood pressure, Diastolic blood 
pressure or both above the normal levels. It effects above 1-Billion people worldwide and it is estimated 
that by 2025 up to 1.58 billion adults worldwide will suffer from complications of hypertension. It is the 
major public health problem in India. It accounts for 57% of all stroke deaths and 24% of all coronary 
heart diseases, deaths in India. Adequate management of hypertension can eventually reduce the risk of 
stroke, myocardial infection, chronic kidney disease and heart failure. The initial antihypertensive agent 
should be generally selected from one of the drug classes like Thiazide diuretics, Angiotensin converting 
enzyme(ACE) Inhibitors, Angiotensin receptor blockers(ARB’S) & Calcium channel blockers shown to 
reduce cardiovascular events. One of the angiotensin-converting enzyme (ACE) inhibitor class of 
medication is Ramipril. It is used to treat high blood pressure and lowering of high bold pressure which 
in turn helps to prevent strokes, heart attacks, & kidney problems. Ramipril is also used to improve 
survival after heart attacks and also used to treat heart failure in patents who have had a recent heart 
attack. Various analytical methods such as UV-Spectroscopy, High performance thin layer 
chromatography (HPTLC), High performance liquid chromatography (HPLC), Ultra-performance liquid 
chromatography (UPLC), Mass spectroscopy, Liquid chromatography-Mass spectroscopy (LC-MS), and 
UV-Spectrophotometric methods for the determination of Ramipril as single and in combination with 
other drugs have been reported. The present review covers the analytical methods which have been used 
for analysis of Ramipril. 
 
Keywords: Ramipril, UV-spectrophotometric methods, HPLC, HPTLC, UPLC.  
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INTRODUCTION 
 
converting Ramipril to ramiprilat and in a less extent converted in kidneys. Ramipril is mostly used in treatment of 
congestive heart failure and nephropathy and in hypotension. Angiotensin converting enzyme (ACE) involves in 
conversion of angiotensin-I to angiotensin-II, this ACE-II is the key constituent of RAAS system (Renin angiotensin-
aldosterone system) and regulates blood pressure. Ramipril is a potent inhibitor of ACE and prevents the conversion 
of angiotensin-I to angiotensin-II [1]. Ramipril is a long acting angiotensin converting enzyme inhibitor and it 
exhibits similar actions as that of captopril and enalapril [2]. The active metabolite of ramipril called ramiprilat has 
the long elimination half-life, permitting once in a day administration. The daily dose of ramipril in a hypertensive 
patient is 2.5 to 20mg and it is usually effective in reducing high blood pressure and maintaining satisfactory control 
during long-term treatment. People who do not respond to ramipril monotherapy, usually respond with the addition 
of diuretics [3]. The anti-hypertensive efficacy of ramipril is maintained in patients with diabetes mellitus and the 
primary data indicate that the drug has the beneficial effects of decreasing urinary albumin excretion in diabetic 
patients with nephropathy. Ramipril also have a beneficial effect in the treatment of patients with more established 
heart failures [4]. 
 
Chemical structure 

                                  
IUPAC Name: 
(2S,3aS,6aS)-1-[(2S)-2-[[(2S)-1-Ethoxy-1-oxo-4-phenylbutan-2-yl]amino]propanoyl]-3,3a,4,5,6,6a-hexahydro-2H-
cyclopenta[b]pyrrole-2-carboxylic acid. 
 
Melting point: 109 OC 
Molecular weight: 416.518 g. mol-1: 
Trade Name: Altace 

Dose: 1.25 mg, 2.5 mg, 5 mg, and 10 mg 
 
Ramipril Indications: 
1. Hypertension 
2. Prevention of heart failure progression after myocardial infarction. 
3. Heart Failure with a reduced ejection fraction  
4. Risk reduction of MI and stroke. 
 
Pharmacokinetic Data of Ramipril: 
Ramipril is a prodrug that is converted in to an active metabolite called ramiprilat. The bioavailability of ramipril is 
28% and it rapidly distributes to all tissues, with the liver, kidneys and lungs showing higher concentrations of the drug 
than the blood. The protein binding capacity of ramipril is 73% and the active metabolite ramiprilat is 56% and 
metabolized through the liver and eliminated via kidneys (60%) and feces (40%). The elimination half-life of the drug 
is 13-17 hours. 
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Side effects of Ramipril: 
1. Dry cough 
2. Postural hypotension. 
3. Elevated serum creatinine 
4. Hyperkalemia 
5. Angioedema 
6. Fatigue and mouth dryness in early stages [5,6]. 
 
Previous studies to estimate Ramipril: 
There are different methods used to estimate ramipril in pharmaceutical preparations and human serum samples in 
addition to multiple environmental models. Several analytical methods such as UV, HPLC, HPTLC, UPLC, LC/MS, 
methods have been reported. The current review is an attempt made to compile all the analytical methods which 
have been used for the analysis of ramipril. 
 
UV-SPECTROSCOPIC METHODS: 
Various UV spectroscopic methods have been reported for the determination of Ramipril in single and combined 
with other drugs. OE Afieroho1, O. Okorie, and TJN Okonkwo (2012) developed a simple and cost-effective 
spectrophotometer method for the determination of ACE inhibitor ramipril in dosage forms. UV spectrophotometry 
was used to develop and validate a simple method for the assay of ramipril in solid dosage form at λmax of 210 nm, 
as per International Conference on Harmonization (ICH) guidelines. Aqueous methanol (5 %) was used as the blank 
solvent. The method was validated for linearity, recovery, accuracy, precision, and specificity in the presence of 
excipients, and also for inter-day stability under laboratory conditions. The Validation results showed linearity in the 
range 1 – 38 µg/ml; recovery accuracy of 101.55%; regression equation Y = 0.0256X + 0.0697, R² of 0.9942; precision 
RSD < 2.00 %; and negligible interference from common excipients and colorants. The method was accurate (95 % 
confidence limit) compared to the standard liquid chromatography (LC) method, with comparable reproducibility 
when used to assay a commercial product (Ramitace®, 2 and 5 mg tablets). The validated data were within allowable 
limits and therefore, the proposed method is recommended for routine quality control (QC) analysis [7]. 
 
Syed Iftequar,, Lahoti Swaroop, Zahid Zaheer, Mirza Shahid, Sayad Imran,M H Dehghan (2012) reported on a new, 
simple, rapid and novel spectrophotometric method for estimation of Ramipril (RAM). For this absorption maximum 
Method (method A) and Area under Curve Method (Method B) is used. The method involved measurement of 
absorbance at wavelengths 210 nm for method A and method B involved measurement of area under curve in the 
wavelength range 202 to 237.5 nm for RAM. Beer's law obeyed in the concentration range of 0.1 to 3.5 μg/ mL by 
both methods. The proposed methods are recommended for routine analysis since they are rapid, simple, accurate 
and also sensitive and specific. The results obtained are reproducible with a coefficient of variation less than 2%. 
These methods were validated for precision, reproducibility, linearity and accuracy as per ICH guidelines [8]. 
 
Lakshmana Rao A, Prasanthi T, Anusha, Prasanna MR, Jyothi P (2016) discussed a simple, validated, accurate, and 
precise simultaneous UV Spectrophotometric method for the simultaneous estimation of Telmisartan (TEM) and 
Ramipril (RAM) in the pharmaceutical dosage form. Telmisartan exhibits absorption maximum at 254.4 nm and Ramipril 
shows an absorption maximum at 209 nm in methanol. The Beer’s law obeyed the concentration range of 2-12µg/ml 
for both TEM and RAM. Mean recovery of 99.14% for TEM and 99.05% for RAM respectively signifies the accuracy 
of the method. The method was validated as per ICH guidelines. The method shows good linearity, accuracy, 
precision, limit of detection and limit of quantification. This method can be successfully employed for the routine 
simultaneous estimation of TEM and RAM in pharmaceutical dosage forms [9]. 
 
Gadireddy Sujana, G. Aruna, G. Sivagangaram (2014 developed a simple, rapid and accurate UV Spectroscopic 
(Simultaneous Equation method and First order derivative method) and an isocratic RP – HPLC methods showed 
excellent sensitivity, reproducibility, accuracy, and repeatability. In simultaneous UV method, the overlaid spectra of 
mixture of Ramipril HCl and Metoprolol Tartrate were recorded. From the spectra, 206 nm for Ramipril HCl and 222 
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nm for Metoprolol Tartrate was selected as wavelength to construct simultaneous equation. The percentage label 
claim present in tablet formulation was found to be 101% and 103% for Ramipril HCl and Metoprolol Tartrate 
respectively. In second method, the same spectrums were derivatized and 205 nm selected for detection of Ramipril 
HCl where Metoprolol Tartrate shows zero crossing and also 210 nm selected for detection of Metoprolol Tartrate 
where Ramipril HCl shows zero crossing. The percentage label claim present in formulation was found to be 98.5% 
and 101% for Ramipril HCl and Metoprolol Tartrate respectively. In RP-HPLC method, mobile phase used is 
acetonitrile: methanol: acetate buffer pH 5.0 (30:50:20 V/V) with flow rate of 0.9 ml per min, the retention time of 
Metoprolol Tartrate and were found to be 2.84 and, 3.55 respectively. The percentage purity was found to be 99.76% 
and 99.82% for Metoprolol Tartrate and Ramipril HCl, respectively. The low % RSD values for recovery indicated 
that the method was found to be accurate [10]. 
 
N. Vanaja, Ch. Preethi, Dr. S.Y. Manjunath, Krishanu Pal (2015) studied a method development and validation for 
simultaneous estimation of Telmisartan and Ramipril by UV-Spectrophotometric method using 0.1N NAOH as 
solvent and λmax of Telmisartan and Ramipril were found to be 232 nm and 222 nm respectively. Concentration 
ranges were found to be 4-20µg/mL for both drugs. The R2 values were found to be 0.996 and 0.999 
for Telmisartan and Ramipril respectively. The method was validated statistically and by recovery studies, 
percentage assay and recovery were found to be 95-105% for Telmisartan and Ramipril. LOD and LOQ ranges were 
found to be 0.177 and 0.539µg/mL and 0.298 and 0.903 µg/mL for Telmisartan and Ramipril respectively. This 
method was validated using ICH guidelines [11]. 
 
Sathishkumar, S (2012) developed simple, precise and accurate methods for the estimation of Atorvastatin Calcium, 
Aspirin, Ramipril and Metoprolol Tartrate in bulk and in combined pharmaceutical dosage form and to validate the 
developed methods by UV-spectroscopy and HPTLC. The solubility of individual drugs was checked and from the 
list of solvents the common and stable solvent for the four drugs was selected. The solvent selected for both UV 
spectroscopy and HPTLC must be cheap and readily available. The various steps involved in the method 
development as follows, UV Spectroscopy Selection of appropriate analytical wavelength and selection of suitable 
method determination of working concentration range, Analysis of synthetic mixture, Simultaneous analysis of the 
formulation by using the developed method HPTLC Method Determination of suitable detection wavelength, 
Optimization of chromatographic conditions, Analysis of formulation, System suitability testing.   
 
The two methods were found to be accurate, precise and rapid for the simultaneous estimation of these drugs. This 
was confirmed by low percentage RSD values. The spectrophotometric method is found to be economical when 
compared to the HPTLC method. But HPTLC is more sensitive than UV spectrophotometric method. The low 
percentage RSD value in the recovery studies suggests that the excipients do not interfere in the analysis of 
formulation and hence all the methods are accurate. HPTLC is found to be more sensitive than other method. 
Because the linearity range, LOD, LOQ were less in HPTLC method than UV spectroscopic method. Hence it is 
suggested that these two methods can be applied successfully for the routine quality control analysis for the 
simultaneous estimation of Atorvastatin Calcium, Aspirin, Ramipril and Metoprolol Tartrate in bulk and in 
pharmaceutical dosage form and the obtained results will be presented elsewhere [12]. 
 
Khairunnisa Tasneem, Sonia K, & Lakshmi K S (2020) developed method development and analytical validation of 
an original, accurate and correct UV-Visible Spectrophotometric methods for the fixed dose assessment of Ramipril 
and Amlodipine besylate. The working solutions of Telmisartan and Ramipril were scanned at 240 nanometer and 
210 nanometer respectively. The regression strength of Amlodipine besylate and Ramipril over its absorbances takes 
place as y=0.4291x+0.0084 and y=0.0399x+0.310 respectively with a correlation coefficient (r2) of 0.9998 for 
Amlodipine besylate and 0.9993 for Ramipril. The intra-day precision in addition inter-day precision for Amlodipine 
besylate and its % RSD were obtained as 0.08% and 0.25% respectively. The intra-day precision in addition interday 
precision for Ramipril and% RSD were obtained as 0.16% and 0.24% respectively. The precise amount of tablet 
formulation were added which holds Alkaline (0.1 N Sodium hydroxide), Acidic (0.1 N Hydrochloric acid) reflux for 
3 hours, 3% Oxydol at 50ºC, heat (60ºC), humidity (75 percentage Relative humidity) for 24 hr. and after the 
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particular time diluted to distilled water, separated using Filter paper. From this stock solution, 5 mL section of the 
filtrate was pipetted out and further thinned with distilled water in a 100 mL standard flask (10 µg/mL). The 
standard stock solution of two drugs were prepared and compared against a label claim [13]. 
 
Vaishali Pawar, Archana Tiwari, Dr. P.K. Dubey (2022) developed a rapid, specific and economic UV 
spectrophotometric method has been developed using Methanol as a solvent for simultaneous determination of 
Atorvastatin Calcium (ATR) and Ramipril (RMP) content in bulk and pharmaceutical tablet dosage formulations. 
The absorbance values at 246 nm and 226 nm were used for the estimation of Atorvastatin Calcium (ATR) and 
Ramipril (RMP). The absorption maxima of Atorvastatin Calcium (ATR) and Ramipril (RMP) shown at 246 nm and 
226 nm and methanol was used as solvent. This method obeyed Beer’s law in the concentration range of 2–20 μg /ml 
for atorvastatin calcium and 1-6 μg /ml for ramipril. The Simultaneous Estimation method was developed and 
validated according to ICH guidelines for linearity, precision, accuracy, LOD and LOQ. Atorvastatin calcium found 
to be linear within concentration range of 2-20 µg/ml with regression coefficient of 0.998 and ramipril found to be 
linear within concentration range of 1-6 µg/ml with regression coefficient of 0.999.  The accuracy was assessed by the 
standard addition method of three replicate determinations of three different solutions containing 8, 10 and 12 µg/ml 
of RMP and ATR. The average % recoveries for three different concentrations were found to be 90.14 % for ATR and 
RMP 99.05 % using proposed UV spectrophotometric method. The limit of detection and limit of quantification were 
found to be 0.31µg/ml and 0.1023µg/ml for Atorvastatin Calcium and 0.2805µg/ml and 0.85µg/ml for Ramipril 
respectively by proposed UV spectrophotometric method. The results of validation parameters indicates that the 
developed method was also found to be accurate, precise and sensitive and such simple & economic method can be 
used for the simultaneous estimation of atorvastatin calcium and ramipril. The obtained results proved that the 
method can be employed for the routine analysis of simvastatin and Ezetimibe in bulks as well as in the commercial 
formulation [14]. 
 
Manish Kumar , Mohit Jindal , Shailendra Bhatt , A. Pandurangan1 , Anuj Malik , Vichitra Kaushik, Prabhat Kumar 
Upadhaya and G.Arunachalam (2019)  discussed that Amlodipine Besylate is used to treat hypertension and 
Coronary Artery Disease. It is a calcium channel blocker. Amlodipine Besylate blocks calcium movement into certain 
tissues and arteries which leads to the relaxation of arteries so that blood can flow more easily into our heart. 
Ramipril is also used to treat hypertension, prevent strokes, heart attacks and kidney problems. It is an angiotensin 
converting enzyme (ACE) inhibitors. ACE is an enzyme which produces the chemical angiotensin II. Only a few 
spectrophotometric methods have been reported for simultaneous estimation of Amlodipine Besylate and Ramipril 
in tablet dosage forms. Hence an attempt has been made to develop and validate in accordance with ICH guidelines 
[15]. 
 
HPLC METHODS 
Kurade VP, Pai MG, Gude (2009) Preformed A rapid high performance liquid chromatographic method has been 
developed and validated for the estimation of ramipril and telmisartan simultaneously in combined dosage form. A 
Genesis C18 column having dimensions of 4.6×250 mm and particle size of 5 μm in isocratic mode, with mobile 
phase containing a mixture of 0.01 M potassium dihydrogen phosphate buffer (adjusted to pH 3.4 using 
orthophosphoric acid): methanol: acetonitrile (15:15:70 v/v/v) was used. The mobile phase was pumped at a flow rate 
of 1.0 ml/min and the eluents were monitored at 210 nm. The selected chromatographic conditions were found to 
effectively separate ramipril (Rt: 3.68 min) and telmisartan (Rt : 4.98 min) having a resolution of 3.84. The method was 
validated in terms of linearity, accuracy, precision, specificity, limit of detection and limit of quantitation. Linearity 
for ramipril and telmisartan were found in the range of 3.5-6.5 μg/ml and 28.0-52.0 μg/ml, respectively. The 
percentage recoveries for ramipril and telmisartan ranged from 99.09-101.64% and 99.45-100.99%, respectively. The 
limit of detection and the limit of quantitation for ramipril was found to be 0.5 μg/ml and 1.5 μg/ml respectively and 
for telmisartan was found to be 1.5 μg/ml and 3.0 μg/ml, respectively. The method was found to be robust and can be 
successfully used to determine the drug content of marketed formulations [16]. 
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Shi-Ying Dai, Shi-Ting Qiu, Wei Wu, Chun-Mei Fu (2013) developed an RP-HPLC method for the simultaneous 
determination of Ramipril (RP) and Amlodipine (AL) in tablets was developed and validated by Chinese 
Pharmacopoeia 2010. The linearity of the proposed method was investigated in the range of 0.01–0.25 mg/mL 
(r2=0.9998) for RP and 0.014–0.36 mg/mL (r2=0.9997) for AL. The limits of detection (LOD) were 0.06 μg/mL and 
0.02 μg/mL for RP and AL, and the limits of quantitation (LOQ) were 0.2 μg/mL and 0.07 μg/mL, respectively. Some 
major impurities and degradation products did not disturb the detection of RP and AL and the assay can thus be 
considered stability-indicating [17]. 
 
Jinesh Bahubali Nagavi, Preethi Gotadake Anantharaju (2014) reported an HPLC method for the  simultaneous 
estimation of Ramipril and Hydrochlorothiazide in tablets.  The developed  method  involves  Purosphere Star  
Rp18e,  5 μm, 150×4.6 mm column with mobile phase composition of acetonitrile and sodium perchlorate (pH 2.5) 
buffer in the ratio of 3:2, at a flow rate of 1.0 ml/min and UV detection at 316 nm for first five minutes for 
Hydrochlorothiazide and 210 nm for Ramipril. The method was validated as per ICH guidelines, Linearity was 
observed over concentration range of 17.5 to 32.5 µg/ml for Ramipril and  87.5  to 162.5  µg/ml for  
Hydrochlorothiazide. The Accuracy  of the  proposed method  was determined by recovery studies and found to be 
97.95-102.3% and 97.98-102.66% for Ramipril and  Hydrochlorothiazide respectively.  The proposed  method  was  
extended  for  estimation  of Ramipril and Hydrochlorothiazide in marketed tablet formulation (Ramace-H) and it 
was found to  be  well  within  the  acceptance  limit.  The developed  and  validated  HPLC  method  for 
simultaneous estimation of Ramipril and  Hydrochlorothiazide was found to  be  linear, accurate, precise,  robust  
and  rugged.  Hence it  can  be  used  for  routine  analysis of  Ramipril  and Hydrochlorothiazide in tablets [18]. 
 
Vaibhav Rajoriya, Amrita Soni, Varsha Kashaw developed a stable, linear, rapid, accurate and selective HPLC 
method for the quantification of Ramipril in FDT using buffer and acetonitrile: methanol (60:40 v/v) ratio in 
combination as mobile phase and at the flow rate of 1 ml/minute at λmax 210 nm. Chromatographic separation was 
performed on Shimadzu SPD-20A, SD-M10 AVP-Shimadzu, an ODS C-18 Kromacil (250 mm × 4.60 mm) column 
used as stationary phase. The quantitation of Ramipril done by HPLC, parameters studied were retention time, 
linearity, accuracy, precision, detection between response and concentration in the range of 5-30 µg/ml; detection 
carried out at λmax 2.910 min. Percent recoveries obtained for Ramipril was 99.58-100.15%. LOD and LOQ value was 
0.802 µg/ml and 1.4 µg/ml for Ramipril respectively. The result suggested that proposed method gives good peak 
resolution of Ramipril within short analysis time (<10 min) and high percentages of the recovery shown that method 
is free from interference of excipient present in the formulation. The % RSD of each parameter lies below the limit of 
2%, proven the suitability. The statistical analysis proved that the proposed method is precise, accurate, selective and 
rapid for the HPLC estimation of Ramipril [19]. 
 
Mousumi Kar, Sujit Pillai, Gaurav Sharma, Nitin Deshmukh, Kunwar Nagendra Krishna Singh (2019) reported on 
the estimation of Atorvastatin and Ramipril in pharmaceutical dosage forms by developing fast and precise RP-
HPLC method. Chromatographic separations on C18 column (4.6mm×250mm, 5µm) were achieved using mixture of 
0.1% OPA buffer (pH-3.0): Acetonitrile: Methanol, (45:50:05 v/v). pH adjustment of aqueous phase was done by 
using 0.5% Triethylamine. The peak response was monitored at 227 nm after injecting the sample into HPLC system 
at a flow rate of 1.0 ml/min. The calibration curve was linear over the range of Ramipril 10-30 µg / ml and 
Atorvastatin 20-60 µg / ml. Atorvastatin’s average RT was 9.2826 ± 0.0107 and Ramipril was 4.548±0.0366. 
Atorvastatin’s percentage recovery value is 99.47% and Ramipril’s 98.50% which confirms the excipients do not 
interfere in the formulation. Thus, the suggested HPLC technique can therefore be used for the simultaneous 
determination of these two drugs in pharmaceutical dosage forms due to speed, simplicity and high accuracy [20]. 
 
Thotakati, Muralikrishna (2012) developed a sensitive, simple, rapid and accurate analytical method for the 
simultaneous estimation of Ramipril and Telmisartan in formulations and validation of developed method by using 
RP-HPLC technique. In simultaneous RP-HPLC method development, Waters 2695 Separations Module with PDA 
Detector and column used is C8 SB ZORBAX (150 X 4.6mm) column with3.5-micron particle size. Injection volume of 
10 μL is injected and eluted with the mobile phase selected after optimization was Phosphate buffer and Acetonitrile 

Rama Rao Tadikonda  and  Ramya Alwala  

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

63805 
 

   
 
 

in the ratio of 70:30 was found to be ideal. The flow rate was found to be optimized at 1.0 mL/min. Detection was 
carried out at 230 nm. This system produced symmetric peak shape, good resolution and reasonable retention times 
of Ramipril and Telmisartan were found to be 2.275 and 4.261 minutes respectively. The Ramipril and Telmisartan 
showed linearity in the range of 20-60 μg/mL and 160-480 μg/mL respectively. Precision of the developed method 
was studied under system precision and method precision. The %RSD values for precision was found to be within 
the acceptable limit, which revealed that the developed method was precise. The developed method was found to be 
robust. The %RSD value for percentage recovery of Ramipril and Telmisartan was found to be within the acceptance 
criteria. The results indicate satisfactory accuracy of method for simultaneous estimation of the Ramipril and 
Telmisartan [21]. 
 
Elham Anwar Taha , Manal Mohammed Fouad , Ali Kamal Attia and Zainab Mahmoud Yousef (2019) developed a 
rapid and sensitive High Performance Liquid Chromatography (HPLC) method and validated as per ICH guidelines 
for simultaneous determination of ramipril and felodipine binary mixture. Chromatographic separation was 
achieved on a Hyperchom C18 column (250 × 4.6 mm id., 5 μm) using an isocratic mobile phase of potassium di-
hydrogen phosphate (pH = 3.4): methanol: acetonitrile in the ratio 15:15:70 (v:v:v). The flow rate was 1.5 mL/min, 
temperature of the column was maintained at 30 °C and detection was made at 210 nm. Linearity studies indicated 
that the drugs obey Beer’s law over the range of 10-80 μg/mL for ramipril and 5-80 μg/mL for felodipine. The 
proposed method is precise, accurate, linear and robust. The short retention time allows the analysis of a large 
number of samples in a short period of time and, therefore, considered to be cost-effective that can be used for 
routine analysis of both drugs in the pharmaceutical industry [22]. 
 
Vassa, S., Vairagar, P., Mulgund, S., & Korhale, R. (2013) reported on  development and validation of  a simple and 
rapid isocratic reversed-phase high-performance liquid chromatographic method (RP-HPLC) for the simultaneous 
estimation of S (-) Amlodipine besylate and Ramipril in combined dosage form. The HPLC system was operated 
isocratically at flow rate of 1ml/min at 40°C ± 0.5° C for 15 min. The mobile phase found to be most suitable for 
analysis was Acetonitrile: 0.02M Potassium dihydrogen ortho phosphate buffer (0.1 % of triethylamine, 0.1 % of 6-
heptane sulphonic acid salt): 35:65% v/v, pH adjusted to 2.5 with O-phosphoric acid, detection was carried out at 210 
nm using Hypersil BDS C-18 (150*4.6mm) 5µ column with injection volume 20 µl. The retention time of Ramipril and 
S (-) Amlodipine Besylate were 5.61±0.3 and 7.41±0.3 respectively. The proposed method was validated according to 
International Conference on Harmonization [ICH Q2 (R1 )] and was found to be precise, accurate, selective and rapid 
for the simultaneous determination of Ramipril and S (-) Amlodipine Besylate in bulk and tablet dosage forms. The 
linearity for Ramipril (r2=0.9914) and S (-) Amlodipine besylate (r2=0.9930) was established in the range of 25.14 - 
75.41 and 25.46 - 76.38µg/mL respectively. This new developed method was found to be precise with satisfactory 
%RSD values for inter and intraday precision [23]. 
 
Raut, P. V., Padwal, S. L., Bachute, M. T. and Polshettiwar, S. A. (2021) developed a simple, rapid, selective, 
reproducible and isocratic reversed-phase high performance liquid chromatographic (RP-HPLC) method and 
validated as per ICH guidelines. Analysis was performed on a Thermo, Sunniest C8 (150 mm x 4.6 mm, 5 µm) with 
the mobile phase consisting of mixing 500 mL of buffer solution and 500 mL of acetonitrile at a flow rate of 1.0 
mL/min. UV detection was performed at 210 nm and the Run time for Ramipril and Hydrochlorothiazide were 10 
minutes. The calibration curve was linear (correlation coefficient = 1.000) in the selected range for both analytes. The 
optimized dissolution conditions include the USP Type 1 (Basket) rotation rate of 100 rpm and 750 mL of 0.1 N 
Hydrochloric acid as dissolution medium, at 37.0 ± 0.5°C. The method was validated for precision, linearity, 
specificity, accuracy, limit of quantitation and ruggedness. The system suitability parameters, such as theoretical 
plate, tailing factor and relative standard deviation (RSD) between six standard replicates were well within the 
limits. The stability result shows that the drug is stable in the prescribed dissolution medium [24]. 
 
Hari Krishna developed a new method was established for simultaneous estimation of Atorvastatin calcium and 
Ramipril by RP-HPLC method. Chromatographic separations were carried using Phenomenex Luna C18 (250 × 4.6 
mm, 5 μm) column with a mobile phase composition of methanol in addition to phosphate cradle (0.1% v/v 
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triethylamine pH 4.5 well balanced with 0.1% v/v orthophosphoric harsh) have been delivered at a flow rate of 1 
ml/min and the detection was carried out using waters HPLC auto sampler, separation module 2695 HPLC system 
with PDA detector at wavelength 254 nm. The running time 12 min. The retention time for Atorvastatin and 
Ramipril were 3.02 and 6.10 minute respectively. The correlation coefficient values in linearity were found to be 0.999 
and concentration range 20-70 μg/ml for Atorvastatin and 20-70 µg/ml for Ramipril respectively. For accuracy the 
total recovery was found to be 99.8% and 99.8% for Atorvastatin and Ramipril. LOD and LOQ for Atorvastatin 2.95 
and 9.96. LOD and LOQ for Ramipril 3.34 and 10. respectively [25]. 
 
Rajesh Sharma, Sunil Khanna, And Ganesh P. Mishra (2012) reported on a simple, sensitive, accurate and rapid 
reverse phase high performance liquid chromatographic method for the simultaneous estimation of ramipril, aspirin 
and atorvastatin in pharmaceutical preparations. Chromatography was performed on a 25cm×4.6 mm i.d, 5μm 
particle, C18 column with Mixture of (A) acetonitrile methanol (65:35) and (B) 10 mM sodium dihydrogen phosphate 
monohydrate (NaH2PO4 .H2O) buffer and mixture of A:B (60:40 v/v) adjusted to pH 3.0 with o-phosphoric acid 
(5%v/v) was used as a mobile phase at a flow rate of 1.5 ml min−1. UV detection was performed at 230 nm. Total run 
time was less than 12 min; retention time for Ramipril, aspirin and Atorvastatin were 3.620, 4.920 min and 11.710 min 
respectively. The method was validated for accuracy, precision, linearity, specificity and sensitivity in accordance 
with ICH guidelines. Validation revealed that the method is specific, rapid, accurate, precise, reliable, and 
reproducible. Calibration plots were linear over the concentration ranges 05-50 µg mL−1 for Ramipril, 05-100 
μg/mL−1 for aspirin and 02-20 µg mL−1 for atorvastatin. Limits of detection were 0.014, 0.10 and 0.0095 ng mL−1 
limits of quantification were 0.043, 0.329 and 0.029 ng mL−1 for ramipril aspirin and atorvastatin respectively. The 
high recovery and low coefficients of variation confirm the suitability of the method for simultaneous analysis of the 
all three drugs in the dosage forms. The validated method was successfully used for quantitative analysis of 
marketed pharmaceutical preparations [26]. 
 
Bilal Yilmaz (2010) developed a procedure based on high-performance liquid chromatography (HPLC) for 
determination of ramipril in pharmaceutical preparations. Separation of ramipril was achieved on a Ace C18 column 
(5 µm, 250×4.6 mm i.d.) using UV detection with λ=208 nm. The mobile phase consisted of 20 mM phosphate buffer 
(pH 2.5) containing 0.1% trifluoroacetic acid (TFA) - acetonitrile (50:50, v/v). The analysis was performed in less than 
5 min with a flow rate of 1.0 mL min-1. Calibration curve was linear over the concentration range of 0.25-7.5 µg mL-
1. Intra- and inter-day precision values for ramipril were less than 4.95, and accuracy (relative error) was better than 
4.00%. The mean recovery of ramipril were 99.7% for pharmaceutical preparations. The limits of detection (LOD) and 
quantification (LOQ) were 0.10 and 0.25 µg mL-1 , respectively. Also, the method was successfully applied for the 
quality control of commercial ramipril dosage forms to quantify the drug and to check the formulation content 
uniformity [27]. 
 
P. P. Vairagar, S. MulgundS. P. Vassa, R. Korhale (2013) reported on development and validation of a simple and 
rapid isocratic reversed-phase high-performance liquid chromatographic method (RP-HPLC) for the simultaneous 
estimation of S (-) Amlodipine besylate and Ramipril in combined dosage form. The HPLC system was operated 
isocratically at flow rate of 1ml/min at 40°C ± 0.5° C for 15 min. The mobile phase found to be most suitable for 
analysis was Acetonitrile: 0.02M Potassium dihydrogen ortho phosphate buffer (0.1 % of triethylamine, 0.1 % of 6-
heptane sulphonic acid salt): 35:65% v/v, pH adjusted to 2.5 with O-phosphoric acid, detection was carried out at 
210nm using Hypersil BDS C-18 (150*4.6mm) 5µ column with injection volume 20µl. The retention time of Ramipril 
and S (-) Amlodipine Besylate were 5.61±0.3 and 7.41±0.3 respectively. The proposed method was validated 
according to International Conference on Harmonization [ICH Q2 (R 1)] and was found to be precise, accurate, 
selective and rapid for the simultaneous determination of Ramipril and S (-) Amlodipine Besylate in bulk and tablet 
dosage forms. The linearity for Ramipril (r 2 =0.9914) and S (-) Amlodipine besylate (r 2 =0.9930) was established in 
the range of 25.14 - 75.41 and 25.46-76.38µg/mL respectively. This new developed method was found to be precise 
with satisfactory %RSD values for inter and intraday precision [28]. 
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K. Pallavi, Pranitha, Sampath Kumar (2015) developed and validated a simple reversed-phase high performance 
chromatography (RP-HPLC) method for simultaneous estimation of ramipril and losartan in pharmaceutical dosage 
form. Chromatographic analysis was performed on a Inertsil ODS (250 4.6 x 5µ) column at ambient temperature with 
a mixture of 10 mm KH2PO4: ACN (3:70) v/v (1.36gm of potassium di hydrogen phosphate was weighed and 
dissolved in 1000ml of water and adjust the pH to 3.0 using ortho phosphoric acid. The buffer was filtered through 
0.45 µ filters to remove all fine particles and gases) as mobile phase, at a flow rate of 1.0 ml/min-1. UV detection was 
performed at 211 nm. The method was validated for accuracy, precision, specificity, linearity and sensitivity. The 
limit of detection was 0.24 and 1.09 µg ml-1 and quantification limit was 0.72 µg ml-1 and 3.30 µg ml-1 for ramipril 
and losartan. The retention times of Ramipril and losartan were 2.667 and 3.887 min, respectively. The accuracy of 
proposed method was determined by recovery studies and found to be 100.12% to 100.43%. Commercial tablet 
formulation was successfully analyzed using the developed method and the proposed method was applicable to 
outline analysis of determination of ramipril and losartan in pharmaceutical tablet dosage form [29]. 
 
K. Rao, K. Srinivas (2010) studied on a simple, specific and accurate reverse phase liquid chromatographic method 
for the simultaneous determination of losartan potassium and ramipril in table dosage forms. A hypersil ODS C18, 
4.6×250 mm, 5 μm column in isocratic mode, with mobile phase acetonitrile:methanol:10 mM tetra butyl ammonium 
hydrogen sulphate in water in the ratio of 30:30:40% v/v/v was used. The flow rate was 1.0 ml/min and effluent was 
monitored at 210 nm. The retention times of losartan potassium and ramipril were 4.7 and 3.3 min, respectively. The 
linearity range for losartan potassium and ramipril were in the range of 0.04-100 μg/ml and 0.2-300 μg/ml, 
respectively. The proposed method was also validated and successfully applied to the estimation of losartan 
potassium and ramipril in combined tablet formulations [30]. 
 
Vatchavai Bhaskara Raju, Bonthu Mohan Gandhi, Kamatham Srinivas Sumanth, Kolli Srinivas, Tupakula N Venkata 
Lakshmi Neeraja (2017) developed a new, precise, accurate, rapid and simple reverse-phase high-performance liquid 
chromatographic (RP-HPLC) method for the simultaneous estimation of Telmisartan (TEL) and Ramipril (RAM) in 
pharmaceutical formulation and in bulk. The drugs were estimated using Shiseido C18 (250 x 4.6 mm, 5µm) column. 
The mobile phase is 0.5% ortho phosphoric acid (A), combination of acetonitrile: methanol (70:30, v/v) (B). A: B in the 
ratio of (50:50, v/v) at a flow rate of 1 ml/min was used for the separation. Detection was carried out at 210 nm 
.Linearity was obtained in the concentration range of 40-120 µg/ml for TEL, 5-15 µg/ml for RAM with retention times 
of 3.218 minutes and 4.803 minutes respectively. The correlation coefficient values were found to be greater than 0.99. 
Precision studies showed % RSD values less than 2% for both the drugs in all the selected concentrations. The 
percentage recoveries of TEL and RAM are in the range of 99.91-99.97% and 99.76-99.86% respectively. The assay 
results of TEL and RAM are 99.91% and 99.82% respectively. The limit of detection (LOD) and limit of quantification 
(LOQ) were 0.01 µg /ml, 0.8 µg /ml for TEL and 0.1µg /ml, 3µg /ml for RAM respectively. The method was validated 
as per ICH guidelines. The proposed validated method can be successfully used for the quantitative analysis of 
Telmisartan (TEL) and Ramipril (RAM) in bulk and commercially available dosage form [31]. 
 
G. Nagarajan, B. Govardhan1 , B. V. Ramana, K. Sujatha, S. Rubina, T. Arundathi and R. Soumya (2013) reported a 
simple reversed-phase high-performance liquid chromatographic (RP-HPLC) method and validated for 
simultaneous determination of Enalapril maleate and Ramipril in bulk and tablet dosage form. Chromatographic 
analysis was performed on a Oyster BDS C18 column (250x 4.6 mm, 5µm) column temperature 65˚C with a mixture 
of buffer A and buffer B in the ratio 50:50 [Buffer A preparation: 2 gm of sodium per chloride in 800 ml water and 
add 0.5 ml tri ethyl amine, adjust the pH to 3.6 ± 0.1 with phosphoric acid and add 200 ml of acetonitrile. Buffer B 
preparation: 2 gm of sodium per chloride in 300 ml water and add 0.5 ml tri ethyl amine, adjust the pH to 2.6 ± 0.1 
with phosphoric acid and add 700 ml of acetonitrile] as mobile phase, at a flow rate of 1.0 mL min-1. UV detection 
was performed at 208 nm. The method was validated for accuracy, precision, specificity, linearity and sensitivity. 
The retention times of Enalapril maleate and Ramipril were 4.197 and 5.819 min, respectively. Calibration plots were 
linear over the concentration ranges 5–30 µg mL-1 and 5–30 µg mL-1 for Enalapril maleate and Ramipril, 
respectively. The Limit of detection was 0.571 and 1.090 µg mL-1 and the quantification limit was 1.733 µg mL-1 and 
3.303 µg mL-1 for Enalapril maleate and Ramipril, respectively. The accuracy of the proposed method was 
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determined by recovery studies and found to be 98.06% to 100.47%. Commercial tablet formulation was successfully 
analyzed using the developed method and the proposed method is applicable to routine analysis of determination of 
Enalapril maleate and Ramipril in bulk and tablet dosage form [32]. 
 
Praveen S. Rajput, Amanjot Kaur, Navdeep Kaur Gill, Karan Mittal and Ganti Subrahmanya Sarma (2012) worked on 
a Simple and precise HPLC method for the simultaneous estimation of Ramipril and Amlodipine in pure drug and 
pharmaceutical dosage forms. The separation was carried out using C18 Column (250 × 4.6 mm i.d. 5 μm particle 
size), with mobile phase compressing of Acetonitrile, Sodium phosphate buffer and Methanol in the ratio of 50: 20:25 
v/v/v, pH= 6.8 (pH adjusted with OPA). The flow rate was 0.8 ml/min and the detection was carried out using PDA 
detector at 210 nm. The retention times were 2.64 and 7.45 mins for Ramipril and Amlodipine respectively. 
Calibration curves were linear with correlation coefficient 0.998 and 0.996 over concentration range of 1 - 16 µg/ml 
for Ramipril and 0.2 – 3.2 µg/ml for Amlodipine respectively. Recovery was found in between 100.21% and 100.82% 
for Ramipril and Amlodipine respectively. Method was found to be reproducible with relative standard deviation 
(R.S.D) for intra and inter day precision less than 2%. The method was validated by evaluation of different 
parameters such as accuracy, linearity, precision, LOD and LOQ [33]. 
 
N.Sriram developed a simple reversed-phase high-performance liquid chromatographic (RP-HPLC) method and 
validated for simultaneous determination of Ramipril and Losartan in pharmaceutical tablet dosage form. 
Chromatographic analysis was performed on a Inertsil ODS (250Ã—4.6Ã— 5Âµ) column at ambient temperature 
with a mixture of 10M KH2PO4:ACN (30:70) v/v as mobile phase, at a flow rate of 1.0 ml/min-1. UV detection was 
performed at 211 nm. The method was validated for accuracy, precision, specificity, linearity and sensitivity. The 
retention times of Ramipril and Losartan were 2.667 and 3.887 min, respectively. Calibration plots were linear over 
the concentration ranges 3-7 µg mL-1 and 60-140 µg mL-1 for Ramipril and Losartan, respectively. The Limit of 
detection was 0.24 and 1.09 Âµg mL-1 and the quantification limit was 0.72 Âµg mL-1 and 3.30 Âµg mL-1 for 
Ramipril and Losartan, respectively. The accuracy of the proposed method was determined by recovery studies and 
found to be 100.12% to 100.43%. Commercial tablet formulation was successfully analyzed using the developed 
method and the proposed method is applicable to routine analysis of determination of Ramipril and Losartan in 
pharmaceutical tablet dosage form [34]. 
 
S. Ashutosh Kumar, Manidipa Debnath, J.V.L.N.Seshagiri Rao, D. Gowri Sankar performed a precise and 
reproducible stability indicating RP-HPLC method for the simultaneous estimation of hydrochlorothiazide, ramipril 
and losartan potassium in plasma by using Symmetry C18 column (4.6 x 150mm, 5Pm, Make: Hypersil) in an 
isocratic mode. The drug was spiked in the plasma and extracted with mobile phase by precipitation method. The 
mobile phase was consisted of potassium dihydrogen phosphate (KH2PO4) and acetonitrile [HPLC Grade] in the 
ratio of 68:32 (% v/v). The detection was carried out at 210 nm. The percentage mean recoveries of 
hydrochlorothiazide, ramipril and losartan potassium were found to be 98.21-101.13, 98.82-100.93 and 99.69-100.98 
percentage respectively. This reveals that the method is quite accurate. The method was linear over the concentration 
range for hydrochlorothiazide 12.5-32.5, ramipril 1.25-3.25 and losartan 50.0 -130.0 Pg/mL. The percentage relative 
standard deviation for inter-day and intra-day precision was found to be within limits. The lower limit of 
quantification was found to be 0.647, 1.283 and 2.647 µg/mL for hydrochlorothiazide, ramipril and losartan 
respectively. The percentage relative standard deviation obtained for the drugs spiked in plasma for stability studies 
were less than 2 %. The validation of method was carried out utilizing ICH-guidelines [35]. 
 
Jinesh Bahubali Nagavi, Preethi Gotadake Anantharaju (2014) developed and validated a HPLC method for 
simultaneous estimation of Ramipril and Hydrochlorothiazide in tablets. The developed method involves 
Purosphere, Star Rp18e, 5μm,150×4.6mm column with mobile phase composition of acetonitrile and sodium 
perchlorate (pH2.5) buffer in the ratio of 3:2, at a flow rate of 1.0 ml/min and UV detection at 316nm for first five 
minutes for Hydrochlorothiazide and 210nm for Ramipril. The method was validated as per ICH guidelines, 
Linearity was observed over concentration range of 17.5 to 32.5 µg/ml for Ramipril and 87.5 to 162.5 µg/ml for 
Hydrochlorothiazide. The Accuracy of the proposed method was determined by recovery studies and found to be 
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97.95-102.3% and 97.98-102.66% for Ramipril and Hydrochlorothiazide respectively. The proposed method was 
extended for estimation of Ramipril and Hydrochlorothiazide in marketed tablet formulation (Ramace-TM) and it 
was found to be well within the acceptance limit. The developed and validated HPLC method for simultaneous 
estimation of Ramipril and Hydrochlorothiazide was found to be linear, accurate, precise, robust and rugged. Hence 
it can be used for routine analysis of Ramipril and Hydrochlorothiazide in tablets [36]. 
 
B. Raj Kumar, G. Nagarajan, D. Prashanthi Reddy, E.V.S.Naveen Chowdary, G. Kamalesh, P. Anil Kumar Yadav, 
developed a simple, precise, rapid and accurate reverse phase HPLC method for the determination of Telmisartan 
and Ramipril in combined tablet dosage form. A reverse phase C18 column was used as stationary phase of 250x4.6 
mm i.d and 5mm partial size, with mobile phase consisting of phosphate buffer of pH 3.0 and acetonitrile in the 
proportion of 60:40 v/v respectively was used. The flow rate was 1.0 ml/min and the effluents were monitored at 
245nm. The retention time was 5.35 and 10.3 minutes. The detector response was linear in the concentration of 16 to 
24 μg/ml for Telmisartan with 0.9998 as the value of correlation coefficient and for Ramipril the linearity in the range 
of 2 to 3 μg/ml with 0.9998 as the value of correlation coefficient. The Limit of measurements such as limit of 
detection and limit of quantification were found to be 9.47 μg and 31.57 μg for Telmisartan and for Ramipril 1.16μg 
and 3.88 μg, respectively. The percentage relative standard deviations for the assay values were found to be 1.11 and 
0.518 for Telmisartan and Ramipril. The method was validated by determining its accuracy, precision and system 
suitability. The results of the study showed that the proposed RP-HPLC method is simple, rapid, precise and 
accurate. Hence, this method can be easily and conveniently adopted for routine analysis of Telmisartan and 
Ramipril in combined tablet dosage form [37]. 
 
N. Sanni Babu , S. Mutta Reddy (2015) reported  a simple, rapid, precise, and reliable reverse phase HPLC method 
was developed for the separation and estimation of four drugs Aspirin, Ramipril, Atenolol and Atorvastatin in 
cardiovascular polypill based synthetic mixture. The estimation was carried out using Inertsil ODS-3V (250 mm × 4.6 
mm, 5 m) column; mobile phase consisting of acetonitrile, methanol and buffer (pH=2.5); flow rate of 0.8 mL/min 
and ultraviolet detection at 225 nm. All the drugs were properly eluted within run time of 10 min with retention 
times about 4.1 min for Aspirin; 5.9 min for Atorvastatin; 7.2 min for Atenolol; and 8.3 min for Ramipril 8.333 min, 
respectively. The method was validated as a final verification of method development with respect to precision, 
linearity, accuracy, ruggedness, and robustness. This validated method was successfully applied to the commercially 
available pharmaceutical dosage form, yielding very good and reproducible result [38]. 
 
Manzoor Ahmed, Manohara Y.N, Rachana R. Yeligar developed a simple, accurate, precise and rapid RP-HPLC 
method with subsequently validated as per ICH guidelines for the determination of Ramipril (RAM) and Metolazone 
(MET) using mobile phase [mixture of water and acetonitrile in the ratio of 70:30 and potassium dihydrogen ortho 
phosphate buffer of pH-3 (using OPA)] as the solvent. The proposed method involves the measurement of Retention 
time at selected analytical wavelength. 220.0 nm was selected as the analytical wavelength. The retention time of 
MET and RAM was found to be 4.245 and 6.567 respectively. The linearity of the proposed method was investigated 
in the range of 10-50 µg/ml (r = 0.9999) for MET and 20-100 µg/ml (r = 0.9998) for RAM respectively. The method was 
statistically validated for its linearity, accuracy and precision. Both inter-day and intra-day variation was found to be 
showing less % RSD (Relative Standard Deviation) value indicating high grade of precision of the method [39]. 
 
Andal Naga Jyothi Kapuganti, Bonthu Mohan Gandhi, Vasthavai Bhaskara Raju, Kamatham Srinivas Sumanth, 
Venkata Koteswaramma Kagitapurapu , Kolli Srinivas, Parimi Harika (2016) developed and validated a simple, fast, 
precise, selective and accurate RP-HPLC method for the simultaneous determination Ramipril(RAM), Aspirin (ASP) 
and Simvastatin (SIM) in a Pharmaceutical dosage form. The separation of these three drugs was achieved on a 
SHISHEDO C18, 250×4.6mm, 5 micron size column with a mobile phase consisting of 0.5% Ortho phosphoric acid 
ACN:Methanol (20:10:70 v/v) at a flow rate of 1ml/min and UV detection at 226nm.The retention times were 
observed to be 2.1, 2.7 and 9.6 minutes for Ramipril (RAM), Aspirin (ASP) and Simvastatin (SIM) respectively. 
Linearity was found to be 5-15 μg/ml, 50-150 μg/ml, 20-60 μg/ml for Ramipril(RAM), Aspirin(ASP) and 
Simvastatin(SIM) respectively. The method was statistically validated for linearity, recovery, limit of detection, limit 
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of quantification, accuracy and precision. The stress testing of the drugs individually and their mixture was carried 
out under acidic, alkaline, oxidation, photo-stability and thermal degradation conditions and its degradation 
products were well resolved from the analyte peaks. This method was successfully validated for accuracy, precision, 
and linearity, limit of detection and limit of quantification [40]. 
  
Makwana, C. J., Patel, P. D., Thummar, J. M., Dey, S., Upadhyay, U. M Studied about  Ramipril is angiotensin-
converting enzyme inhibitor. Chlorthalidone is one of the oldest and widely used thiazide diuretics. Simple, accurate 
and economic RP-HPLC method have been described for the simultaneous estimation of Ramipril and 
Chlorthalidone in bulk and combined dosage form. Reverse Phase high-performance liquid chromatographic 
method was developed for the determination of Ramipril and Chlorthalidone using Acetonitrile: Water (40:60 v/v) of 
as the mobile phase and measuring the response at λmax 215 nm. The analysis was performed on a C18 (250X4.6 mm 
ID), 5.0 µ column. The calibration curve was obtained for Ramipril and Chlorthalidone at 2-12 µg/ml and 5-30 µg/ml 
respectively. The mean recovery was found to be 98.21% and 98.46% for Ramipril and Chlorthalidone respectively. 
The LOD and LOQ value for ramipril was found to be 0.069 and 0.218 respectively. The LOD and LOQ value for 
Chlorthalidone was found to be 0.0076 and 0.025 respectively. The method was validated according to the ICH 
guidelines [41]. 
 
Saida Naik, Dheeravath, Kasani. Ramadevi, Zilla. Saraswthi, Dheeravath. Maniklal, Bhagawan. D (2013) reported a 
new, simple, rapid, specific and sensitive reverse phage high performance liquid chromatographic method for 
estimation of Ramipril and Amlodipine. For this validation following parameters like precision, accuracy, linearity, 
limit of detection, limit of quantification, robustness have been studied. The developed method is recommended for 
routine analysis since it is rapid, simple, precious and robust quantitative analytical method for simultaneous 
estimation of Ramipril and Amlodipine. Validation has done according to international conference for 
harmonization (ICH) [42]. 
 
Dipak.A.Patil, Shyam.S.Rangari, Prashant.P.Nikumbh, Sandip.S.Chaudhari and Mayur.R. Bhurat (2022) studied 
about the present work that explains the development and validation of a simple and reliable RP-HPLC method for 
the quantitative determination of Ramipril (RMP). Chromatography was carried out by reversed-phase technique on 
a Fortis C18 (100 mm × 4.6 mm; 2.5 μm particle size). The optimized mobile phase was consisted of Methanol and 
citric acid sodium citrate buffer solution (50:50 v/v) having pH 3.0. The retention times were 3.645 min for RMP. The 
detection was carried out at 270 nm and a column temperature of 25 °C. The method was evaluated for the various 
validation parameters, such as linearity, accuracy, precision, LOD, LOQ, specificity, selectivity, and sample stability. 
The proposed method was validated and successfully applied for the analysis of pharmaceutical formulations and 
laboratory-prepared mixture containing Ramipril respectively [43]. 
 
Chandrabatla Varaprasad and K. Ramakrishna (2015) performed a cost-effective RP-HPLC method using a PDA 
detector at 210nm wavelength for simultaneous estimation of Metoprolol, Ramipril and Atorvastatin in 
pharmaceutical dosage forms. The method was validated as per ICH guidelines over a range of 62.5-625 µg/mL, 6.25-
62.5 µg/mL and 12.5-125µg/mL for Metoprolol, Ramipril and Atorvastatin respectively. Analytical column X-bridge 
C18, 4.6 x 150mm, 5µ was used at a temperature of 30°C ± 0.5°C. OPA Buffer and Acetonitrile composition were used 
as mobile phase in a gradient flow at a flow rate of 1.0 mL/min. Retention times of 2.4 ± 0.5, 6.1 ± 0.5 min and 7.8 ± 0.5 
min were obtained for Metoprolol, Ramipril and Atorvastatin respectively. The percentage recoveries of Metoprolol, 
Ramipril and Atorvastatin, are 100.82%, 100.05% and 100.7% respectively [44]. 
 
Koduru Swathi , Mitta chaitanya, Kalepu swathi (2015) developed and validated a selective and sensitive stability-
indicating high-performance liquid chromatographic method was for the determination of Ramipril & Clopidogrel. 
The λmax of the two ingredients i.e. Ramipril & Clopidogrel , were found to be 210 nm and 225 nm respectively in 
methanol as solvent system. Accurately weighed 100 mg of Ramipril and 100 mg of Clopidogrel were transferred to 
100 ml volumetric flask. About 40 ml of HPLC grade methanol was added and sonicated to dissolve. The volume 
was made up to mark with same solvent. Then 10 ml of the above solution was diluted to 100 ml with the solvent 
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system. Mobile phase was prepared by taking Potassium dihydrogen phosphate buffer + Dipotassium hydrogrn 
phosphate (0.01 M, pH 3.0): acetonitrile (30:70). Mobile phase was filtered through 0.45 m membrane filter and 
degassed under ultrasonic bath prior to use. The mobile phase was pumped through the column at a flow rate of 1.0 
ml/min. The HPLC system was set with the optimized chromatographic conditions to run the standard solution of 
Clopidogrel and Ramipril for 15 min. The retention time were found to be 2.03 min and 9.93 min respectively [45]. 
 
Abdullah A. Elshanawane, Lobna M. Abdelaziz, Magda M. Kamal (2014) studied about Telmisartan angiotensin-II-
receptor antagonist (ARA II), which is used in treatment of hypertension alone or in combination with other 
antihypertensive drugs such as Ramipril and Amlodipine besylate or in combination with antihyperlipidemic agent 
such as Atorvastatin calcium. The RP- HPLC method was developed for the assay of Telmisartan, Ramipril, 
Amlodipine besylate, and Atorvastatin calcium. The method was performed by reversed phase high performance 
liquid chromatography using a mobile phase consisting of 0.025 M potassium dihydrogen phosphate (pH 
6.0):acetonitrile = 60:40, v/v, with detection at 205 nm on a BDS Hypersil C18 (250 × 4.6 mm, 5 µm i.d) at a flow rate of 
1.5 mL/min in an isocratic manner. Analytical run time was 8 min. Method exhibited good linear relationship in 
concentration ranges (10–60, 16–96, 10–60, 10–60 µg/mL); recovery percentages (100.06, 100.85, 99.54, 100.8%); LOD 
(0.58, 0.16, 0.72, 0.3 µg/mL); and LOQ (1.92 0.55, 2.4, 0.98 µg/mL) for Ramipril, Telmisartan, Amlodipine besylate, 
and Atorvastatin calcium, respectively. Method validation was developed following the recommendations for 
analytical method validation of International Conference on Harmonization (ICH) and Food and Drug 
Administration (FDA) organizations [46]. 
 
Raju Chandra , Manisha Pant , Harchan Singh , Deepak Kumar , Ashwani Sanghi (2016) discussed about a reliable 
and reproducible reversed-phase high performance liquid chromatography (RP-HPLC) for the quantitative 
determination of Ramipril drug content from marketed bulk tablets. The active ingredient of Ramipril separation 
achieved with C18 column using the methanol water mobile phase in the ratio of 40:60 (v/v). The active ingredient of 
the drug content quantify with UV detector at 215 nm. The retention time of Ramipril is 5.63 min. A good linearity 
relation (R2=0.999) was obtained between drug concentration and average peak areas. The limit of detection and 
limit of quantification of the instrument were 0.03 and 0.09 µg/mL, respectively. The accuracy of the method 
validation was 102.72% by recoveries method [47]. 
 
Maste M.M, Kalekar M.C., Kadian N. and Bhat A.R (2011) described a precise, accurate and reproducible Reverse 
phase High Performance Liquid Chromatographic (RP-HPLC) method for simultaneous estimation of Ramipril and 
Amlodipine in tablet dosage form on Phenomenex C18 column (245 mm × 4.5 mm, 5 µm, particle size) using 
acetonitrile: phosphate buffer, (60:40 v/v) as mobile phase at flow rate of 1.0 ml/min and the detection wavelength 
was 222 nm. The retention time for Ramipril and Amlodipine was found to be 3.41 and 6.10 min respectively. 
Proposed method was validated for precision, accuracy, linearity range, robustness and ruggedness [48]. 
 
Akhil Nagar , Sumit Deore, Atul Bendale, Rajanikant Kakade , Chetankumar Sonawane (2020) developed a rapid, 
accurate, and precise ratio spectra derivative spectroscopic high-performance liquid chromatography method and 
validated for the estimation of Ramipril (RAM) and Candesartan cilexetil (CAN) in synthetic mixture. The estimation 
of RAM, CAN (6 µg/ml) was used as a devisor and for the estimation of CAN, RAM (5 µg/ml) used as a devisor. The 
wavelengths selected for quantitative estimation were 331 nm for RAM and 231 nm for CAN. The result for 
validation shows that linearity of the developed method was 0.9976 and 0.9994 in the range of 5–10 µg/ml and 6–16 
µg/ml for RAM and CAN, respectively. Phenomenex C18 column (250 mm×4.6 mm, 5 µm particle size) column was 
used. Acetonitrile:water (0.5% TEA, pH 4.5 adjusted with 10% orthophosphoric acid) (85:15 v/v) as a mobile phase, 
flow rate 1 ml/min and detection carried out at 220 nm. The retention time of RAM and CAN was 3.607 and 5.613 
min, respectively. Linearity of the developed method was found to be 0.9956 and 0.9974 in the range of 0.5–0.9 µg/ml 
and 1.60–2.88 µg/ml for RAM and CAN, respectively. From the mentioned results, we can conclude that the 
developed methods were validated successfully as per the ICH guideline and are accurate, robust, and precise [49]. 
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Anuruddha Rajaram Chabukswar, Pramod Hindurao Sakpal (2021) developed a Cost effective, Accurate, Precise 
Accelerated degradation method for determination of Atorvastatin and Amlodipine in combination dosage form of 
tablet and validated as directed by ICH guidelines. The 0.02 M potassium dihydrogen phosphate: acetonitrile: 
methanol (30:10:60 v/v/v) was used as mobile phase and pH 4 adjusted using ortho phosphoric acid at flow rate 1.0 
ml/min. The column used for method development was Octadecylsilane-C18 (5 μm, 25 cm × 4.6mm, i. d.). The peaks 
obtained in the chromatogram were well resoluted. The scanning wavelength used was 244 nm with PDA 
detector.The linearity for both the drugs was found between 05 - 30 μg/ml for both drugs with regression coefficient 
equation 0.995 and 0.999 at retention time 8.32 min and 11.09 min for Amlodipine and Atorvastatin respectively. The 
results obtained were statistically validated as directed by ICH guidelines and was found satisfactory. The 
developed and validated method was found to be very specific, accurate and precise. It can be utilized for routine 
analysis of combined dosage form of Amlodipine and Atorvastatin in the laboratory [50]. 
 
M. Vishnu Priya, Dr.P.Madhavan, Dr.Pramod Kumar, Dr.Raj Kumar (2016) reported a simple, accurate, precise assay 
and rapid stability-indicating reversed phase high performance liquid chromatography (RP-HPLC) method with an 
effective resolution and subsequently validated for the simultaneous estimation of Metformin HCl, Ramipril and 
Glimiperide from their combination drug product. The method was developed using Hypersil BDS C18, 250 x 4.6 
mm, 5m , L1 packing, maintained at an ambient temperature. The optimum mobile phase used in this method was 
a mixture of Methanol and 0.02M KH2PO4 buffer in the ratio of 850:150 v/v, flow rate of mobile phase was set 0.8mL 
min -1 at 210 nm compounds was eluted and monitored. Metformin HCl, Ramipril and Glimepiride are subjected to 
stress conditions of acid, base, oxidative, thermal and photolytic degradation. The degradation products were well 
separated from the main peak proving the stability-indicating ability of the method. The developed method was 
validated as per International Conference on Harmonization (ICH) guidelines [51]. 
 
K. S. Lakshmi And Lakshmi Sivasubramanian developed a simple, sensitive and validated HPLC method to 
determine Valsartan And Ramipril simultaneously in synthetic mixture. Chromatographic separation was achieved 
on A C-18 Column using a mixture of acetonitrile and water in the ratio 55:45 (V/V), pH adjusted to 3.6 with 88% 
orthophosphoric acid at a wavelength of 215 nm. Linearity Of The method was found to be in the concentration 
range of 50-250 µg/ml for valsartan and l00-500 µg/ml for Ramipril with correlation coefficient greater than 0.999. the 
total eluting time for the two Components Is less than five minutes. The method can be used for simultaneous 
determination of valsartan and Ramipril [52]. 
 
N. Sanni Babu, S. Mtta Reddy (2015) studied a simple, rapid, precise, and reliable reverse phase HPLC method was 
developed for the separation and estimation of four drugs Aspirin, Ramipril, Atenolol and Atorvastatin in 
cardiovascular polypill based synthetic mixture. The estimation was carried out using Inertsil ODS-3V (250 mm × 4.6 
mm, 5 m) column; mobile phase consisting of acetonitrile, methanol and buffer (pH=2.5); flow rate of 0.8 mL/min 
and ultraviolet detection at 225 nm. All the drugs were properly eluted within run time of 10 min with retention 
times about 4.1 min for Aspirin; 5.9 min for Atorvastatin; 7.2 min for Atenolol; and 8.3 min for Ramipril 8.333 min, 
respectively. The method was validated as a final verification of method development with respect to precision, 
linearity, accuracy, ruggedness, and robustness. This validated method was successfully applied to the commercially 
available pharmaceutical dosage form, yielding very good and reproducible result [53]. 
 
HPTLC METHODS 
Darshana A. Parmar, Dinesh V. Thakkar, Rashmin B. Patel, Mrunali R. Patel (2015) Studied about validated high-
performance thin-layer chromatography (HPTLC) methods for simultaneous estimation of ramipril (RAM) and 
losartan potassium (LOS) in pure powder and formulation. The HPTLC separation was achieved on an aluminum-
backed layer of silica gel 60F254 using methanol: ethyl acetate: toluene: glacial acetic acid (1:9:1:0.2 v/v/v/v) as mobile 
phase. Quantification in HPTLC method was achieved with UV detection at 210 nm over the concentration range of 
300 – 1300 ng/spot for RAM and 3000 – 13000 for LOS, respectively, with recovery of 98.93 - 99.73 and 98.96 - 100.11 
% for RAM and LOS, respectively. These methods are simple, specific, precise, sensitive and robust; they are 
applicable for the simultaneous determination of RAM and LOS in pure powder and formulation [54]. 
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Devanshi A. Desai, & Renu S. Chauhan & Ragini D. Kushwaha,(2018) developed and validated a simple, accurate 
and precise high performance thin layer chromatographic method for simultaneous estimation of 
hydrochlorothiazide and ramipril (RAM) in tablets and a stability indicating HPTLC method for estimation of 
hydrochlorothiazide (HCTZ) in tablets. The method employed TLC aluminium plates precoated with silica gel 
60F254 as the stationary phase. Mobile phase toluene: methanol: ethyl acetate: TEA (6: 3: 1: 0.2 v/v/v) gave compact, 
dense and well separated bands for hydrochlorothiazide and ramipril at Rf values 0.32 and 0.55 respectively. The 
linear regression analysis data for the calibration plots showed a linear relationship in the concentration range 750–
3750 ng/band with R2= 0.9947 for hydrochlorothiazide and 300 – 1500 ng/band with R2= 0.9935 for ramipril. Mobile 
phase toluene: ethyl acetate: methanol: glacial acetic acid (5: 4: 1: 0.2 v/v/v) gave compact and dense bands for 
hydrochlorothiazide at Rf 0.43 and well separated degradation products produced under acidic, alkaline, neutral 
hydrolysis, and oxidation. The methods were found to be suitable for simultaneous estimation of 
hydrochlorothiazide and ramipril in their combined tablets and for estimation of hydrochlorothiazide in its tablets 
[55]. 
 
Bokka Ramesh, Kothapalli Hari babu, Vanka Uma Maheswara Sarma, Potturi Sita D evi  (2011) developed a new 
high-throughput HPTLC/ ESI-MS method to separate and quantify ramipril, hydrochlorothiazide and telmisartan in 
solid pharmaceutical formulations. Separation was performed on silica gel 60F plates using a saturated mixture of 
toluene: chloroform:  methanol: acetonitrile(3:3:2:2 v/v) as mobile phase.

 
After chromatography, multi-wavelength 

densitometric detection was carried out by measuring the UV-absorbance at 210 nm for ramipril, 273 nm for 
hydrochlorothiazide and 300 nm for telmisartan. The Rf values were 0.51, 0.61 and 0.69 for ramipril, 
hydrochlorothiazide and telmisartan respectively. The method exhibited good linearity over a dynamic range of 50-
400 ng per band for ramipril, 250-1000 ng per band and 800-3200 ng per band for hydrochlorothiazide, telmisartan 
respectively. Recoveries were between 99.55% and 99.97%.The validated lowest limit of detection was 9.38ng/band, 
2.76ng/b and 7.31ng/band whereas lowest limit of quantification was 31.29ng/band, 9.22ng/band and 24.31ng/band 
for ramipril, hydrochlorothiazide and telmisartan respectively. Mass confirmation was accomplished in positive 
electrospray ionization full scan mode for ramipril and telmisartan and in negative mode for hydrochlorothiazide.  
This simple yet a reliable HPTLC/ESI-MS facilitated the separation and determination of the compounds understudy 
in one analytical run with reduced analysis cost, good chromatographic selectivity and a reliable alternative for 
routine analysis of pharmaceutical formulations [56]. 
 
V. A. Patel, P. G. Patel, B. G. Chaudary, N. B. Rajgor, S. G. Rathi developed and validated thin layer liquid 
chromatography (TLC) method for the simultaneous estimation of telmisartan and ramipril in a combined dosage 
form. Procedure does not require prior separation of components from the sample. Telmisartan and Ramipril were 
determined by High Performance Thin Layer chromatography method (HPTLC) in tablet dosage form. The method 
was carried out in TLC Precoated silica gel on aluminum plate 60 F 254, (10 cm ×10 cm, prewashed by methanol and 
activated at 60° C for 5 min prior to chromatography). The solvent system was Acetone: enzene: Ethyl acetate: Glacial 
acetic acid in the proportion of 5:3:2:0.03, (v/v/v/v) with Rf Value for telmisartan and ramipril was 0.673 and 0.353 
respectively. The linearity regression analysis for calibration showed 0.996 and 0.998 for telmisartan and ramipril 
with respect to peak area and height in the concentration range of 100- 1800 ng/spot and 300-1800 ng/spot 
respectively. The method developed can be used for routine analysis of drugs content in tablet dosage form [57].  
  
Kamini Sethy , Janhavi R Rao , K Raja Rajeswari and KEV Nagoji (2019) developed a new, simple, precise, and 
accurate HPTLC method for simultaneous estimation of Metoprolol succinate and Ramipril as the bulk drug and in 
tablet dosage forms. Chromatographic separation of the drugs was performed on aluminum plates precoated with 
silica gel 60 F254 as the stationary phase and the solvent system consisted of Methanol: Toluene: Ethyl Acetate: 
Ammonia (2.5:3:5:0.7v/v/v/v). Densitometric evaluation of the separated zones was performed at 209 nm. The two 
drugs were satisfactorily resolved with RF values 0.67, and 0.37 for Metoprolol Succinate and Ramipril, respectively. 
The accuracy and reliability of the method was assessed by evaluation of linearity (2000-12000 ng/spot for 
Metoprolol succinate and 200–1200 ng/spot for Ramipril), precision ( intra-day RSD 0.471–1.036% and inter-day RSD 
1.085–1.580% for Metoprolol Succinate and intra-day RSD 1.057–1.63% and inter-day RSD 1.024–1.746% for 

Rama Rao Tadikonda  and  Ramya Alwala  

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

63814 
 

   
 
 

Ramipril,), accuracy (98.95 ± 0.16 % for Metoprolol and 98.98 ± 0.41 % for Ramipril), and specificity, in accordance 
with ICH guidelines [58]. 
 
Shirish P. Lokhande, Surya Prakash Gupta, K.Sureshkumar, J. Dharuman, Gopal Garg, Neeraj Upmanyu (2012) 
reported a simple, precise, accurate and rapid high-performance thin-layer chromatographic method for the 
estimation of ramipril and valsartan simultaneously in combined dosage form. The stationary phase used was 
precoated silica gel 60F254. The mobile phase used was a mixture of chloroform: ethyl acetate: methanol: glacial 
acetic acid (5.0:5.0:1.0:02 v/v/v/v). The detection of spots was carried out at 210 nm. The method was validated in 
terms of linearity, accuracy, and precision. The calibration curve was found to be linear between 0.4 to 2.0 μg/spot for 
Ramipril and 0.2 to 1.0 μg/spot for valsartan. The limit of detection and the limit of quantification for ramipril were 
found to be 200 ng/spot and 640 ng/spot for ramipril and 100 ng/spot and 330 ng/spot respectively. The proposed 
method can successfully be used to determine the drug content of marketed formulations [59]. 
 
Laxman V. Potale , Mrinalini C. Damle , Amol S. Khodke  and K. G. Bothara,(2010) studied about Telmisartan, an 
angiotensin II antagonist and Ramipril, a long acting ACE inhibitor in combination in tablet dosage form used for the 
treatment of high blood pressure. The present study deals with development of validated stability indicating method 
for simultaneous estimation of Telmisartan and Ramipril using TLC plate precoated with Silica gel 60 F254 and the 
mobile phase consisting of Methanol: Chloroform in the ratio of 1:6v/v. Telmisartan and Ramipril were well resolved 
with Rf 0.68 ± 0.03 and 0.38 ± 0.03 respectively. Wavelength selected for quantization was 210 nm. At this wavelength, 
Telmisartan and Ramipril show high absorbance. Inherent stability of these drugs was studied by exposing both 
drugs to various stress conditions as per ICH guidelines viz. Dry heat, oxidative, photolysis (UV and cool white 
fluorescent light), and hydrolytic conditions under different pH values. Both drugs were not degraded under acidic 
condition. Both drugs show degradation under alkaline, dry heat, oxidative condition and photolytic condition. The 
developed method is found to be simple, specific, precise and stability indicating. The specificity of the method was 
confirmed by peak purity profile of the resolved peaks [60]. 
 
Sunil Singh (2012) developed and validated thin layer liquid chromatography (TLC) method for the simultaneous 
estimation of telmisartan and Ramipril in a combined dosage form. Telmisartan and Ramipril were determined by 
High Performance Thin Layer chromatography method (HPTLC) in tablet dosage form. The method was carried out 
in TLC Precoated silica gel on aluminum plate 60 F 254, (10 cm ×10 cm, prewashed by methanol and activated at 60° 
C for 5 min prior to chromatography). The solvent system was Acetone: Benzene: Ethyl acetate: Glacial acetic acid in 
the proportion of 6:4:1:0.05, (v/v/v/v) with Rf Value for telmisartan and ramipril was 0.673 and 0.353 respectively. 
The linearity regression analysis for calibration showed 0.999 and 0.998 for telmisartan and Ramipril with respect to 
peak area and height in the concentration range of 150- 1700 ng/spot and 300-1900 ng/spot respectively. The method 
developed can be used for routine analysis of drugs content in tablet dosage form [61]. 
 
Jitendra A. Wayadande, Ramkumar Dubey, Vidhya K. Bhusari and Sunil R. Dhaneshwar (2011) developed a new, 
simple, precise, and accurate HPTLC method for simultaneous estimation of Ramipril and Metolazone as the bulk 
drug and in tablet dosage forms. Chromatographic separation of the drugs was performed on aluminum plates 
precoated with silica gel 60 F254 as the stationary phase and the solvent system consisted of toluene : ethyl acetate : 
methanol : glacial acetic acid (4 : 4 : 1 : 0.2 v/v/v/v). Densitometric evaluation of the separated zones was performed 
at 223 nm. The two drugs were satisfactorily resolved with RF values 0.33 ± 0.02 and 0.59 ±0.02 for Ramipril and 
Metolazone respectively. The accuracy and reliability of the method was assessed by evaluation of linearity (600-2100 
ng/spot for Ramipril and 100-350 ng/spot for Metolazone) precision (intra-day % RSD was 1.28 – 1.58 and inter-day 
% RSD was 1.14 – 1.83 for Ramipril and intra-day % RSD was 0.67 – 1.03 and inter-day % RSD was 0.49 – 1.18 for 
Metolazone), accuracy (99.44 ± 0.15 for Ramipril and 99.85 ± 0.39 for Metolazone), and specificity in accordance with 
ICH guidelines [62]. 
 
Alagar Raja. M, Sunitha, David Banji1 , Rao. K. N. V , Selva Kuamar. D (2015)  reported  a simple, Accurate, precise 
method for the simultaneous determination and validation of the telmisartan and ramipril in Tablet dosage form. 
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Chromatogram was run through thermo BDS (250mm 4.6mm, 5µ). mobile phase containing Buffer and Acetonitrile 
in the ratio of 60:40A was pumped through column at a flow rate of 1ml/min. Buffer used in this method was 0.02N 
KH2PO4 buffer at PH 3.0 temperature was maintained at 30ºC. Optimized wavelength for telmistran and ramipril 
was 245nm. Retention time of telmistran and ramipril were found to be 5.35 min and 10.3 min. % RSD of the 
telmistran and ramipril were found to be 1.11 and 0.518 respectively. %Recover was Obtained as 99.12 and 99.22 for 
telmistran and ramipril respectively. LOD, LOQ values are obtained from regression equation telmistran and 
ramipril 9.47 and 1.16 and 31.57 and 3.88 respectively. The HPTLC method % RSD 0.37 and 0.53 % Recover was 
obtained 99.85 and 99.73 respectively. The LOD LOQ was found to be 6.23 and 103 respectively [63]. 

 
OTHER ANALYTICAL METHODS: 
Raja Kumar Seshadri  , Makarand Madhukar Desai , Thummala Veera Raghavaraju , Deepa Krishnan  , Dama 
Venugopala Rao , Ivon Elisha Chakravarthy (2010) developed a simple ultra-performance liquid chromatographic 
(UPLC) method has been developed for the simultaneous estimation of Metoprolol (MT), Atorvastatin (AT) and 
Ramipril (RM) from capsule dosage form. The method was developed using Zorbax XDB-C18 (4.6 mm x 50 mm, 1.8 
μm) column with a mobile phase consisting of 0.06% ortho phosphoric acid in Milli Q water having an ion pair 
reagent, 0.0045 M Sodium lauryl sulphate as buffer, at ratio of buffer: Acetonitrile (50:50 v/v), at 55°C column 
temperature with a flow rate of 1.0 ml/min. Detection was carried out with ultra-violet detection at 210 nm for RM, 
MT and AT respectively. The retention times were about 1.3, 2.1 and 2.6 min for MT, AT and RM respectively, the 
method was validated for linearity, accuracy, precision, specificity, robustness and ruggedness. The % mean 
recoveries are 101.9, 102.1 and 101.4 for MT, AT and RM respectively. The method was found to be rugged and 
robust and can be successfully used to determine the three drugs and its combinations [64]. 
 
Pudage A, Kamat S (2010) discussed about a validated UPLC-MS/MS assay for determination of ramipril and 
ramiprilat from human plasma samples. The assay is capable of isolating phase II metabolites of ramipril from in 
vivo study samples which is otherwise not possible using conventional HPLC conditions. Both analytes were 
extracted from human plasma using solid-phase extraction technique. Chromatographic separation of analytes and 
their respective internal standards was carried out using an Acquity UPLC BEH C18 (2.1 × 100 mm), 1.7 μm column 
followed by mass spectrometric detection using an Waters Quattro Premier XE. The method was validated over the 
range 0.35–70.0 ng/mL for ramipril and 1.0–40.0 ng/mL for ramiprilat [65]. 
 
Sherif A Abdel-Gawad1,, Safar M Alqahtani (2020) developed a sensitive and accurate ultra-performance liquid 
chromatography–tandem mass spectrometric (UPLC-MS) method for quantification of ramipril in human plasma. 
Ramipril was extracted from biological fluid using equal volumes of n-hexane and propanol (1:1, v/v), and then 
chromatographed in a suitable C18 column with methanol: 0.1 % HCOOH (4: 1, v/v) as mobile phase. Atorvastatin 
was used as an internal standard for the chromatographic separation and quantification. The method was validated 
according to the United States Food and Drug Administration guidelines for standard indices. Ramipril was 
determined in the concentration range 0.05 and 1000 ng/mL the validation procedure exhibited a correlation 
coefficient of 0.9979 + 0.002 (p = 0.05). The studied drug was quantified with lower ceiling of 0.05 ng/mL, and showed 
an accuracy of 105.00 %. A sensitive UPLC-MS analytical method has been successfully developed for the 
quantification of ramipril in human plasma. This method can be applied efficiently for the quantification of ramipril 
in bioavailability and pharmacokinetic studies [66]. 
 
Eman S. Elzanfaly1 , Sherif A. Abdel-Gawad (2017) studied about formulation containing Ramipril (RAM), 
glimepiride (GLM) and metformin (MET) for the treatment of diabetes and cardiovascular disorders. This work 
introduces a liquid chromatography–tandem mass spectrometric (LC-MS/MS) method for the simultaneous 
determination of the three drugs in human plasma after liquid-liquid extraction. This method made use of 
atorvastatin as internal standard (IS). Analytes were recovered from plasma by n-hexane: butanol (50:50%, v/v) and 
subsequently separated on Waters Acquity TM UPLC BEH shield RP-C18 column using methanol: water containing 
0.1% formic acid (90:10%, v/v) as a developing system. The calibration curves were linear (r2 > 0.99) over a range of 
0.1 - 1000 ng/mL for RAM & GLM and 250 - 2000 ng/mL for MET. The intra-day and inter-day precisions were below 
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14.32% and the accuracy was all within ±15%. Moreover, other validation parameters for the proposed method like 
matrix effect, selectivity, recovery and stability were adopted. The proposed method can be applied for the sensitive 
and selective quantification of the analytes in bioavailability and pharmacokinetics studies [67]. 
 
CONCLUSION 
 
Presented systematic review covers the current analytical methods for the determination of Ramipril and it’s 
combinations in pharmaceutical and biological samples like serum and plasma. HPLC methods were found to be 
most widely used for Ramipril. The other analytical methods like UV, HPTLC, UPLC, LC/MS are also used for the 
determination of Ramipril in blood, serum & pharmaceutical dosage forms. The presented information is useful for 
the future study for researcher involved in formulation development and quality control of Ramipril. 
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In this review, herbs are delivered using transdermal drug delivery systems (TDDS) for targeted delivery 
of respiratory medications. As an alternative to conventional treatments, herbal TDDS has several 
advantages, including non-invasiveness, controlled release, reduced side effects, and improved patient 
compliance. It is possible to deliver herbal compounds to the respiratory system effectively with herbal 
TDDS. As a result, systemic side effects can be reduced and healing can be improved. In the future, 
formulation design should be optimized, herbal products should be standardized, and safety and efficacy 
research should be conducted. It is likely that herbal TDDS will prove to be a highly effective and tailored 
treatment option for respiratory ailments. 
 
Keywords: Transdermal drug delivery system, herbal treatments, patient compliance, pulmonary 
disorder 
  
 
INTRODUCTION 
 
The complexity of the respiratory system creates significant challenges when treating pulmonary disorders, as well 
as the need to deliver drugs precisely to the affected areas. There are limitations to conventional treatments, such as 
inhalations and oral medications, in terms of efficacy, patient compliance, and systemic side effects. Transdermal 
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drug delivery systems (TDDS) are among the novel drug delivery approaches that have gained popularity in recent 
years [1]. Herbal TDDS is a method of delivering targeted drugs to the body by applying herbs to the skin to 
facilitate systemic absorption and targeted drug delivery. Compared to conventional routes of drug delivery, 
transdermal drugs are less invasive, have a longer time period of release, have a higher bioavailability, and are more 
likely to be tolerated by patients [2]. There are a number of advantages to using this technique for pulmonary 
disorders where localized treatment is desirable in order to minimize the impact on the systemic system. By targeting 
directly, the affected respiratory tissues, TDDS is an important treatment for pulmonary disorders [3]. In order to 
achieve optimal therapeutic outcomes, medications must reach the site of action efficiently. There is a risk of causing 
irritation or systemic side effects when traditional treatment approaches, such as inhalation therapy, are used. With 
herbal TDDS, therapeutic agents are delivered directly into the bloodstream without having to travel through the 
lung [4].  
 
A review of herbal TDDS is presented here to assess its potential as a drug of choice for pulmonary disorders [5]. 
This study aims to provide a comprehensive analysis of the advantages, challenges, and future prospects of herbal 
TDDS in the treatment of respiratory conditions based on an analysis of the available literature and research studies. 
In addition, we will highlight the potential benefits and limitations of herbal TDDS in comparison with conventional 
treatments [6]. Various strategies for formulating herbal transdermal patches or gels will be examined to facilitate a 
deeper understanding of herbal TDDS, including the selection of appropriate herbal extracts and formulation 
techniques. As well as discussing the potential adverse effects associated with herbal TDDS, we will also discuss the 
importance of preclinical and clinical studies to evaluate efficacy and safety [7].  In addition to highlighting the 
unique advantages and limitations of herbal TDDS, this review will also compare it with conventional treatment 
methods, such as inhalation therapy and oral medications [8]. Furthermore, regulatory considerations and 
standardization of herbal products will be discussed, as well as future perspectives and challenges. An overview of 
herbal TDDS will be presented in this review in order to provide an overview of its significance in the treatment of 
pulmonary disorders in addition to analyzing its potential as a drug of choice for the treatment of such disorders. 
 
Pulmonary Disorders and Current treatment approaches 
There are two common pulmonary disorders that have a significant impact on respiratory function and quality of 
life: asthma and chronic obstructive pulmonary disease (COPD). 
 
Asthma 
It is characterized by breathing difficulties, wheezing, coughing, and tightness of the chest. There is no age limit to its 
prevalence, but it is most common in childhood. Occupational exposures and allergens, air pollution, and respiratory 
infections are among the environmental factors contributing to asthma. The symptoms of asthma are caused by 
inflamed, narrowed airways and excessive mucus. It is important to note that asthma attacks are triggered by a 
variety of factors, including allergens (e.g., pollen, dust mites, pet dander), exercise, cold air, respiratory infections, 
and irritants (e.g., smoke, strong smells). Symptoms of asthma must be relieved temporarily while long-term control 
must be maintained to prevent exacerbations. It is common to use inhaled corticosteroids for long-term control as 
well as bronchodilators for acute symptom relief (for instance, short-acting beta-agonists). It may be necessary to 
prescribe oral corticosteroids in severe cases. The development of an asthma action plan and identifying asthma 
triggers are essential for asthmatic individuals [9]. 
 
Chronic Obstructive Pulmonary Disease (COPD) 
Chronic obstructive pulmonary disease causes persistent airflow limitation and inflammation in the lungs. Inhaling 
harmful inhalants, such as cigarette smoke, is the primary cause of COPD. There are also genetic factors, such as an 
alpha-1 antitrypsin deficiency, and occupational exposure to dust and chemicals. A person with COPD is typically 
suffering from chronic bronchitis and emphysema at the same time. The presence of chronic bronchitis is 
characterized by inflammation and narrowing of the bronchial tubes, resulting in recurrent respiratory infections, 
excessive mucus production, and chronic coughing. A lung disease called emphysema, on the other hand, causes the 
air sacs in the lung to become damaged, which results in a reduced ability to exchange oxygen and the inability to 
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breathe. Shortness of breath, chest tightness, coughing, wheezing, and fatigue are symptoms of COPD. In addition to 
affecting quality of life and daily activities, the disease is a progressive and irreversible illness. As part of the 
treatment plan, symptoms will be relieved, disease progression will be slowed, and exacerbations will be prevented. 
Inhaled treatments, brochodilators, and corticosteroids are common. Patients with advanced lung disease may also 
benefit from pulmonary rehabilitation programs and oxygen therapy [10]. The treatment of asthma and COPD 
requires long-term management and an individualized treatment plan. Managing these pulmonary disorders 
effectively and improving quality of life for affected individuals requires proper diagnosis, medication adherence, 
lifestyle modifications, and ongoing monitoring. 
 
Limitations and challenges 
There are certain limitations and challenges with current treatment methods for pulmonary disorders, such as 
inhalation therapy and oral medications. 
 
Inhalation therapy 
Technique and Device Dependence: The delivery of drugs to the lungs requires proper technique and coordination. 
Suboptimal therapeutic outcomes can be caused by incorrect inhaler technique. 
 
Patient Compliance: Patients with cognitive or physical impairments may have difficulty adhering to prescribed 
inhalation therapy regimens. Symptoms of asthma can be exacerbated by inconsistent or improper use of inhalers. 
 
Device Availability and Cost: Depending on their design, availability, and cost, inhalers and other inhalation 
devices can vary greatly. There are disparities in treatment options due to the cost or accessibility of certain inhaler 
devices. 
 
Oral medications 
Systemic Side Effects: The large distribution of oral medications used to treat pulmonary disorders frequently 
results in systemic effects. Other organs or systems may be adversely affected, unrelated to the intended target, as a 
result of this. 
 
Variable Bioavailability: Food intake and gastric pH may affect the bioavailability of orally administered drugs, as 
they pass through the digestion system. This variability can affect their consistency and efficacy. 
 
First-Pass Metabolism: The liver performs first-pass metabolism of drugs taken orally before they enter the 
circulation system. To achieve therapeutic effects, higher doses or more frequent administration are required due to 
the reduced concentration and bioavailability of the drug as a result of this metabolism. It is often the case that both 
inhalation therapy and oral medications lead to systemic drug distribution, reaching tissues and organs that are not 
targeted by the drug. Optimal therapeutic outcomes and a minimal impact on other body parts are achieved by 
delivering drugs locally to the lungs for pulmonary disorders. Factors such as genetic variation, coexisting medical 
conditions, and drug interactions can affect the response to inhalation therapy and oral medications. In order to 
tailor treatments to individual needs and to optimize drug selection [11], a multitude of factors need to be taken into 
account. It is crucial for successful management of pulmonary disorders that patients are educated about treatment 
techniques, medication schedules, and the importance of adhering to them. Patients with chronic illnesses may find 
it difficult to understand and adhere to their treatment plans for long periods of time. 
 
Transdermal Drug delivery system 
It is a form of administering medications through the skin so they can be absorbed into the bloodstream systemically. 
Compared to orally administered orally or via injection, it offers several advantages. 
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Mechanism 
It is possible to facilitate drug absorption through transdermal drug delivery because of the skin's unique properties. 
There are several layers in the skin, including a protective layer called stratum corneum, which is located at the 
outermost layer. However, the stratum corneum also serves as the primary site of drug permeation in transdermal 
delivery[12]. As transdermal systems penetrate the stratum corneum, drugs are infused into the deep layers of the 
stratum corneum from which they are absorbed into the bloodstream. Many strategies are used to enhance drug 
permeation, such as permeation enhancers, drug carriers, or specialized drug delivery systems such as patches, gels, 
and creams. 
 
Advantages 
Controlled and Sustained Drug Release:  In transdermal drug delivery systems, medications are released slowly 
and continuously over a prolonged period of time. This reduces the need for frequent dosing and maintains 
therapeutic levels over a longer period of time due to the steady concentration of the drug in the bloodstream. 
 
Non-Invasive Administration: Injections and surgical procedures are not necessary for transdermal drug delivery. 
Especially for those with aversions to needles or difficulties with oral administration, this is a much more convenient 
and comfortable method. 
 
Improved Patient Compliance: The ease and convenience of transdermal drug delivery systems contribute to better 
compliance among patients. Healthcare professionals can lessen the need for patient assistance by administering 
transdermal patches or topical formulations themselves. 
 
Avoidance of First-Pass Metabolism: Prior to reaching the systemic circulation, orally administered drugs undergo 
first-pass metabolism in the liver. A drug's bioavailability can be reduced by this metabolic process. Since 
transdermal delivery bypasses the digestive tract and liver, drugs are directly absorbed into the bloodstream without 
first-pass metabolic degradation. 
 
Reduced Systemic Side Effects: It is possible to deliver drugs locally and specifically through transdermal delivery. 
A skin delivery system reduces systemic exposure to medication, reducing systemic side effects and improving the 
drug's safety profile by delivering it directly into the bloodstream. 
 
Flexibility in Drug Formulations: Small molecules, macromolecules, and even nanoparticles are capable of being 
delivered through transdermal drug delivery systems. There are many different formulations of patches, gels, and 
creams that can be tailored to meet the specific needs of patients and the properties of specific drugs. 
 
Potential for Drug Withdrawal: In the event of adverse effects or when the treatment is no longer needed, 
transdermal drug delivery systems can be easily removed or discontinued. 
 
Importance over management of pulmonary disorder 
Pneumonia can be effectively managed with transdermal delivery of drugs, which offers specific advantages making 
it a valuable technique.  
 
Targeted Drug Delivery to the Lungs: Airways and lung tissues are affected primarily by pulmonary disorders. By 
delivering targeted drugs directly to the lungs, transdermal drug delivery provides a unique advantage. A drug can 
be delivered through the skin to reach the pulmonary tissues, bypassing the digestive tract. By targeting drug 
delivery, systemic side effects are minimized and the local therapeutic effect is maximized. 
 
Localized Treatment of Respiratory Inflammation: Lung tissue and airways are frequently inflamed in many 
pulmonary diseases. Anti-inflammatory medications can be formulated into transdermal drug delivery systems to 
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address and reduce inflammation in the lungs. Inflammatory processes associated with pulmonary disorders are 
managed by this localized treatment approach [13]. 
 
Sustained and Controlled Drug Release: Medications can be delivered transdermally in a controlled and sustained 
manner. The benefit of this is particularly apparent when treating pulmonary diseases, where maintaining consistent 
drug levels over time is essential for a successful outcome. In addition to reducing dosage frequency and enhancing 
patient convenience, transdermal drug delivery ensures a continuous therapeutic effect by maintaining a steady 
concentration of medication in the bloodstream. 
 
Improved Patient Compliance: Managing pulmonary disorders requires patient compliance with treatment 
regimens. It is possible to improve patient compliance by using transdermal drug delivery systems. Compared to 
transdermal patches or topical formulations, transdermal patches are more user-friendly, non-invasive, and do not 
require frequent dosing. Treatment outcomes and disease management can be improved by improving patient 
compliance [14]. 
 
Minimization of Systemic Side Effects: Medication used to treat pulmonary disorders can sometimes have systemic 
side effects. Transdermal drug delivery bypasses the gastrointestinal tract and delivers drugs directly to the 
bloodstream. By delivering the drug locally, the potential for systemic side effects are minimized. As a result, 
medications can be delivered effectively to the target site while minimizing the impact on other organs or systems. 
 
Alternative Route of Administration: In addition to oral medications and inhalation therapies, transdermal drug 
delivery may be an alternative route of administration for those who have difficulty with other methods. Those with 
compromised lung function, children, and the elderly who may have trouble swallowing oral medications or using 
inhalers will particularly benefit from this. 
 
Potential for Combination Therapy: In addition to delivering multiple medications simultaneously or sequentially, 
transdermal drug delivery systems provide the possibility of combination therapy. Using different drugs that have 
complementary actions can provide optimal therapeutic effects in the treatment of complex pulmonary disorders. 
 
Herbal medicines for pulmonary disorders 
An herbal medicine is a medicinal preparation derived from plants, also known as a botanical medicine or 
phytomedicine. The therapeutic properties of these preparations can be harnessed from leaves, roots, stems, flowers, 
and seeds of plants. In ancient civilizations such as Egypt, China, Greece, and India, herbal medicines were used for 
thousands of years. There have been numerous traditional medical systems which utilize herbal remedies for 
promoting health and treating illnesses, including Traditional Chinese Medicine (TCM) [15], Ayurveda, and 
Indigenous Medicine. The medicinal properties of plants are attributed to numerous bioactive compounds, such as 
alkaloids, flavonoids, terpenoids, phenolic compounds, and essential oils. Therapeutic effects are determined by the 
combination of constituents in each species of plant. 
 
There are a variety of health conditions that can be treated with herbal medicines. The herbal remedies used by 
different cultures treat digestive disorders, respiratory conditions, skin conditions, musculoskeletal issues, hormonal 
imbalances, and more. Generations of people have passed down the knowledge of traditional uses. Physiological 
processes and bioactive compounds in herbal medicines interact to produce therapeutic effects. Medicinal effects can 
be exerted by these compounds by activating receptors, enzymes, ion channels, and signaling pathways. A variety of 
herbal medicines have different patterns of action, with some acting broadly and others acting specifically. If herbal 
medicines are used properly, they are generally considered safe; however, they may have side effects and interact 
with other medicines. In addition, certain plants can cause allergic reactions in some people. In order to ensure safe 
and effective use, it is recommended that you consult a qualified healthcare professional or herbalist. Recent 
scientific research has concentrated on the therapeutic potential of herbal medicines, analyzing their pharmacological 
activities, mechanisms of action, safety profiles, and clinical efficacy. Several herbal medicines are being used in 

Komala and  Logesh 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

63826 
 

   
 
 

modern healthcare based on this growing body of evidence. Herbal medicines are popular for their anti-
inflammatory properties, antibacterial properties, and nutrition benefits. Echinacea and Ginkgo biloba are popular for 
their immune system boosting properties, while peppermint and garlic are popular for their antacid and 
cardiovascular properties. With progress in research, scientists are examining new applications, standardization 
methods [16], and integrating herbal medicine with conventional medicine. The field of herbal medicine is evolving 
and presents opportunities for further exploration and understanding. 
 
Review of specific herbs traditionally used for respiratory conditions 
Eucalyptus (Eucalyptus globulus) 
The herb eucalyptus is known to have beneficial effects on respiratory health. Among the compounds found in its 
composition are cineole, which has antimicrobial and expectorant properties. Oils and leaves of eucalyptus are 
commonly used for respiratory problems such as congestion, coughs, and bronchial inflammation through steam 
inhalation or cough syrups. 
 
Liquorice (Glycyrrhiza glabra) 
There have been a number of uses for liquorice root in traditional medicine over the centuries, including its soothing 
and anti-inflammatory properties. The herb contains glycyrrhizin, which is used to alleviate respiratory symptoms 
including coughs and throat irritations. Traditionally, liquorice root is used in teas and herbal formulations to relieve 
respiratory conditions such as bronchitis and sore throats. 
 
Thyme (Thymus vulgaris) 
The expectorant and antimicrobial properties of thyme have long been recognized. As well as enhancing mucus 
expulsion, it contains volatile oils, including thymol, which can soothe bronchial spasms. The herb thyme is 
commonly used to alleviate coughs, congestion, and respiratory infections through teas, inhalation blends, and 
herbal preparations. 
 
Mullein (Verbascum thapsus) 
Traditional herbal medicine has used mullein leaves and flowers to treat respiratory conditions for centuries. As an 
anti-inflammatory and soothing herb, it has a number of benefits. Coughs, bronchitis, and congestion are often 
treated with mullein herbal formulations. Inhalation of steam is possible with this tea17. 
 
Marshmallow Root (Althaea officinalis) 
For respiratory conditions, marshmallow root is beneficial due to its demulcent and soothing properties. Coughs are 
relieved and irritation is soothed by its protective coating. Dry coughs, sore throats, and bronchial irritation can be 
relieved with marshmallow root in herbal cough syrups and teas. 
 
Coltsfoot (Tussilago farfara) 
Traditional medicine has used coltsfoot for respiratory conditions for centuries. A mucilage compound in it soothes 
the respiratory tract and relieves coughing. To relieve bronchial congestion and cough caused by respiratory 
infections, coltsfoot is commonly used in herbal cough remedies and expectorant formulations. 
 
Osha Root (Ligusticum porteri)  
Native American herbs such as osha root are known for their respiratory benefits. Antimicrobial and expectorant 
compounds are found in it. As a cough syrup and respiratory formula ingredient, osha root is often used to relieve 
cough, congestion, and inflammation in the lungs. Cold and flu season is a time when it is particularly beneficial for 
respiratory health. 
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Ginger (Zingiber officinale) 
The benefits of ginger go beyond digestive health. Ginger also plays a role in respiratory health. Respiratory 
symptoms can be alleviated by its anti-inflammatory and antimicrobial properties. Coughs, congestion, and sore 
throats are often relieved by ginger tea, syrups, and formulations. 
 
Advantages of herbal transdermal drug delivery system 
Non-Invasive Administration: It offers the advantage of being non-invasive, which is a key benefit of herbal 
transdermal drug delivery. Transdermal delivery involves applying the medication topically to the skin, as opposed 
to oral medications or injections, which require ingestion or injection. Patients can avoid needles and swallowing 
pills using this method, making it convenient and comfortable. 
 
Controlled and Prolonged Release 
 Over an extended period of time, transdermal drug delivery systems release the medication controlled and 
sustained. Herbal compounds are absorbed steadily into the bloodstream, minimizing fluctuations and maintaining 
therapeutic levels. A reduction in the frequency of dosing can improve treatment efficacy [18]. 
 
Avoidance of First-Pass Metabolism: A medication taken orally passes through the digestive system and the liver 
before it reaches the circulatory system. During this process, called first-pass metabolism, active compounds in the 
drug can be broken down or altered. The herbal compounds are delivered transdermally without passing through 
the liver, resulting in greater bioavailability. 
 
Reduced Systemic Side Effects: By delivering herbal compounds transdermally, side effects can be reduced by 
targeting local delivery rather than systemic distribution. In this way, medication can be directly applied to the 
affected area to optimize its concentration, while minimizing its exposure to other tissues. The application of this 
technique can be particularly useful when treating localized conditions, such as skin disorders or pain. 
 
Improved Patient Compliance: Transdermal drug delivery improves patient compliance with medication regimens 
because it is convenient and easy to use. With the patches or gels, patients are less likely to forget to take their 
medication or skip doses because they can be applied once or a few times a day. As a result of transdermal delivery, 
medication schedules are simplified since there is no need for multiple daily administrations. 
 
Enhanced Stability of Herbal Compounds: In the GI tract and in the stomach, some herbal compounds are 
susceptible to degradation. Unlike oral drugs, transdermal drugs bypass the digestive system, helping to preserve 
their stability. In this way, active ingredients remain intact in the bloodstream, maintaining their therapeutic 
properties. 
 
Flexibility and Ease of Dose Adjustment: It is possible to adjust the dosage based on the individual needs of 
patients with transdermal drug delivery systems. The dosage can easily be customized by healthcare professionals 
by modifying its size or frequency. When treating patients with varying needs, this adaptability can be especially 
useful. 
 
Improved Absorption for Poorly Absorbed Compounds: Because they are poorly absorbed or rapidly metabolized, 
some herbal compounds are not as bioavailable as others. This limitation is overcome by transdermal drug delivery, 
which delivers active ingredients directly into the bloodstream. By doing so, poorly absorbed compounds can be 
better absorbed, resulting in improved therapeutic outcomes. 
 
Strategies for herbal transdermal drug delivery system 
Selection of Appropriate Herbal Compounds: A transdermal drug delivery system using herbal compounds begins 
with the selection of suitable herbal compounds. The best compounds are those that can penetrate the skin barrier 
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effectively and have the desired therapeutic effects. A variety of factors should be considered during the selection of 
a compound, including its molecular weight, lipophilicity, and solubility in skin-compatible vehicles. 
 
Enhancement of Skin Permeation:  
Drugs are not absorbed through the stratum corneum, the outermost layer of the skin. Permeation of the skin can be 
enhanced by the following strategies: 
 
Use of Penetration Enhancers: It is possible for herbal compounds to penetrate the stratum corneum by disrupting it 
with penetration enhancers, like fatty acids, surfactants, and chemical permeation enhancers, such as surfactants. 
 
Physical Enhancement Techniques: Herbal compounds can be better absorbed through the skin by physical 
methods like microneedling, ultrasound, and iontophoresis. 
 
Nanoparticles and Liposomes: Due to their small size and ability to bind with skin lipids, nanoparticles and 
liposomes are effective at enhancing the penetration of herbal compounds through the skin. 
 
Formulation Design: 
To ensure optimal drug delivery and skin penetration, the formulation of a transdermal drug delivery system is 
crucial. The following considerations should be taken into account when designing formulations: 
 
Selection of Suitable Vehicles: A vehicle for solubilizing herbal compounds and controlling their release, such as 
gels, creams, ointments, patches, is critical. 
 
Optimization of Drug Concentration: The formulation must contain the optimal concentration of herbal compounds 
so that therapeutic efficacy can be achieved while minimizing local irritations or systemic side effects. 
 
Use of Skin Penetration Enhancers: Permeation enhancers are incorporated in the formulation to ensure herbs 
penetrate the skin barrier more effectively. 
 
Delivery System Design: Transdermal drug delivery systems must be designed in a way that ensures proper release 
and adhesion to the skin. For the design of delivery systems, the following considerations need to be taken into 
account: 
 
Patch or Patchless Systems: There are old-fashioned adhesive patches available as well as newer technologies such 
as microemulsions or hydrogels that don't require a patch to apply. 
 
Control of Drug Release: Controlled-release mechanisms, such as reservoirs, matrix systems, or nanoparticles 
loaded with drugs, are employed to guarantee sustained and controlled release of herbal compounds. 
 
Skin Adhesion and Comfort: Achieving effective skin retention and comfort, as well as preventing irritations and 
allergic reactions. 
 
Safety and Stability Considerations:  Transdermal drug delivery systems based on herbal materials should be 
thoroughly tested for safety and stability. The following factors should be considered 
 
Skin Irritation and Sensitization: In order to ensure that the delivery system does not cause adverse skin reactions, 
skin irritation and sensitization studies are conducted. 
 
Stability of Herbal Compounds: The formulation and shelf life of the product should maintain the stability of the 
herbal compounds. 
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Preservative Systems: Maintaining formulation integrity by incorporating appropriate preservatives. 
 
Preclinical and Clinical Evaluation: An assessment of the efficacy and safety of the herbal transdermal drug 
delivery system requires preclinical and clinical trials. To assess drug release, skin permeation, therapeutic efficacy, 
and potential side effects, we conduct in vitro and animal studies as well as clinical trials. 
 
Comparison with conventional treatment methods 
Herbal transdermal drug delivery versus conventional treatments both have their own strengths and limitations, and 
it is important to note that both have some similarities but also some differences. As a patient, you may have a wide 
range of preferences when it comes to the type of treatment method you choose [19]. This is due to multiple factors, 
including the specific condition being treated, the properties of the herbal compound, your preferences, and the 
advice of your healthcare provider. There are a number of factors that need to be considered when choosing the most 
suitable treatment approach for an individual patient, including consulting with healthcare professionals. 
 
Future perspectives and challenges 
Potential Future Developments and Advancements  
Nano-based Delivery Systems: The skin can deliver and target herbal compounds more effectively when compounds 
are delivered through nanoparticles, liposomes, and other nanotechnology-based approaches. A controlled release 
system can improve the bioavailability, stability, and bioavailability of herbal active ingredients. Microneedle 
Technology: Herbal compounds penetrate better through micropores created by microneedles. In the future, 
microneedle delivery systems may provide a painless, efficient, and convenient method of delivering medication to 
the skin. 
 
Hybrid Systems: Combined transdermal delivery with oral or inhalation delivery can improve therapeutic outcomes 
and synergistic effects. Personalized treatments could be provided by these hybrid systems according to a patient's 
needs and conditions. 
 
Regulatory Considerations and Standardization of Herbal Products 
Safety and Efficacy Assessment: It is imperative that herbal transdermal drug delivery systems be evaluated using 
standardized methods. As herbal products have unique characteristics and potential interactions, regulatory 
authorities need to develop specific guidelines. Quality Control and Standardization: Integrating herbal compounds 
into transdermal formulations requires ensuring consistency in quality and potency. Keeping product consistency 
and patient safety can be achieved by implementing rigorous quality control measures and standardization 
processes. Registration and Certification: It will be easier to incorporate herb transdermal drug delivery systems into 
mainstream health care practices if clear regulations and procedures are developed for their registration and 
certification. In addition, criteria for safety, efficacy, and quality assurance need to be established. 
 
Research on Herb-Drug Interactions and Safety 
Herb-Drug Interactions: Herbal compounds delivered via transdermal systems may interact with conventional 
medications, but further research is needed to clarify these interactions. As a result, healthcare professionals and 
patients will be able to make informed decisions regarding concurrent use in order to prevent adverse effects and 
reduced efficacy. Long-term Safety Assessment: Studying the risks and benefits of herbal transdermal drug delivery 
systems for long periods of time will provide comprehensive data. Identifying rare or delayed adverse effects can be 
accomplished by monitoring patients over an extended period. 
 
Education and Awareness 
Healthcare Provider Training: In order for herbal transdermal drug delivery systems to become more widely used in 
clinical practices, healthcare providers must be educated and aware of their benefits and limitations. Curriculums in 
medicine and pharmacy must incorporate herbal medicine education. 
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Patient Education: The more information patients have about herbal transdermal drug delivery systems, their 
benefits, and the proper way to use them, the more likely they are to accept them. Making sure that patients are 
informed about indications, dosing, application methods, and possible side effects will enable them to make 
informed choices. 
 
Sustainability and Ethical Considerations 
Sustainable Sourcing: It is important to prioritize sustainable sourcing of herbal ingredients, cultivate and conserve 
herbs, and ensure fair trade in order to support ethical production and environmental preservation. Cultural 
Preservation: It is important to respect and protect traditional herbal medicine knowledge and practices. It is possible 
to bridge the gap between traditional wisdom and modern science by collaborating between traditional healers, 
scientists, and regulatory bodies. 
 
CONCLUSION 
 
A key finding of this review of herbal transdermal drug delivery systems (TDDS) is that they are effective at 
delivering targeted medications. TDDS herbals are advantageous because they are non-invasive, controlled, 
prolonged release, resistant to first-pass metabolism, have a reduced systemic side effect profile, can be tailored to 
patients' needs, and can enhance patient compliance. As a result of these advantages, herbal TDDS offers a promising 
alternative to conventional methods of treating respiratory conditions. In the treatment of pulmonary disorders, 
herbal TDDS can be an effective alternative. Herbal compounds can be delivered directly to the respiratory system to 
create targeted therapeutic effects, thereby reducing systemic side effects and improving treatment results. Herbal 
compounds release controlled and sustained amounts of compounds, which can increase their efficacy when treating 
respiratory symptoms like coughs, congestion, and bronchitis. Chronic respiratory conditions can benefit greatly 
from herbal TDDS, especially if long-term treatment is necessary. There are several areas in which herbal TDDS can 
be applied in the future for research and clinical applications. A further study is needed to optimize formulation 
design, increase skin permeation, and increase the efficiency in which herbal compounds are delivered to the skin. 
Nanoparticles, microneedles, and hybrid systems are just a few of the technologies that can be explored. Secondly, 
herbal products must be regulated and standardized in order to ensure their quality, safety, and efficacy. As part of 
this process, guidelines and safety assessments will be developed, and registration and certification procedures will 
be established that are specific to herbal TDDS. Additionally, further research is needed to determine the long-term 
safety, efficacy, and interaction between herbal TDDS and other drugs. 
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The nickel sulphide (NiS), graphene oxide (GO) and nickel sulphide with grapheme oxide (NiS/GO) have 
been synthesized. The graphene oxide (GO) was synthesized by modified Hummer’s method and pure 
NiS, NiS/GO nanocomposite have been prepared by simple hydrothermal method. The nature of 
nanocomposite (NiS/GO) Viz., structural, morphological and physical properties were analyzed by TG-
DTA, XRD, UV-DRS, FE- SEM/EDX, FT- RAMAN, PL and XPS analysis. FE-SEM measurements showed 
the presence of surface attachment of the NiS nanoparticles onto the graphene oxide. The NiS/GO 
nanocomposite integrates the high conductivity of GO and electrocatalytic activity of NiS in a single 
material. The effect of GO with NiS on degradation performance has been investigated. The effective 
photocatalytic degradation (86%) of organic dye malachite green (MG) was examined and reported. The 
degradation of MG with nanocomposite was found to  be happening within 110 min. 
 
Keywords: Nickel sulfide/ Graphene oxide, nanocomposite, photodegradation.  
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INTRODUCTION 
 
Water pollution is the major environmental problem because it seriously endangers human health. In the recent 
years, emerging organic contaminants (EOC) will pollute the water resources that involve medicinal drugs, 
industrial wastes, personal care products and so on [1]. There are many kind of process that is available to purify the 
contaminated water bodies. The main process viz., physical process and chemical process which includes 
ultrafiltration, reverse osmosis, flocculation, ion- exchange and adsorption process, etc., Photocatalysis is one of the 
easier and low expense methods for purifying contaminated water bodies. Advanced Oxidation Process (AOP) will 
produce functional hydroxyl radicals which will be rapidly oxidizing carbon included dyes. On considering the 
metal sulphide nanocomposite in recent years; it has unique optical, magnetic, electronic and catalytic properties , 
hence researchers are performing their best in many tasks to enrich the photocatalytic behaviour of various 
semiconductors and metal oxides/ sulfides like ZnS, CdS, FeS, CuS, CoS, MnS, ZnO, SnO 2 , CrS, MgS and so on[2] .  
Among them, nickel sulfide catalyst is a well-known industrial application in hydrogenation reactions. It has 
efficient ionic conductivity due to oxygen vacancies . Nickel sulfide has wide bandgap (3.12 eV) which is lowering its 
catalytic process in the presence of natural sunlight irradiation; this is the most significant disadvantage for its 
photosensitivity . To overcome this issue the hybrid nanostructures of metal sulphide with conductive GO is chosen 
to enrich the degradation process . 
 
Graphene oxide exhibits both P-type and n-type conductivity, in P- type it has oxygen high electro negativity 
compared to carbon, in n-type, the graphene covalent bond to electron donating nitrogen containing functional 
groups . GO that contains highest oxidation degree level has increased the energy of band gap and limiting the 
absorption level of the light and lowest photocatalytic activity with lower oxidation degree [3]. The photo 
degradation is attractive as it has a highest active radicals which is unsystematically and quickly decompose organic 
pollutants that will resulting in the production of hazardless products such as carbon dioxide and water molecules. 
On the surface of photocatalysts dye compounds will first adsorbed in which common reaction like oxidation and 
reduction will occur . This redox reaction happens due to the forced vibration activity of photogenerated holes in the 
valence band (VB) and electrons in the conduction band (CB) . Since, grapheme is an electron acceptor and 
transporter which can reduce the recombination rate of light that excite the electrons and donors in NiS . NiS/GO 
nanocomposite contains high activity and stability, graphene based metals have theoretical and experimental 
guidance. Also sulfide- graphene based materials are more potential than the oxide-graphene based transition metals 
[4]. In this paper, GO, NiS and NiS/GO nanocomposites were prepared and their photo degradation on organic dye 
malachite green (MG) under natural sunlight was investigated and the results were reported. 
 
EXPERIMENTAL DETAILS 
MATERIALS AND METHODS 
 
The chemicals purchased from Sigma Aldrich Scientific company and are utilized without any further purification 
process. The chemicals purchased are graphite powder, nickel nitrate hexahydrate, thiourea, hydrogen peroxide, 
hydrochloric acid, potassium permanganate and so on. 
 
Synthesis of NiS Nanoparticles 
In a typical procedure, 1 mol of nickel nitrate hexahydrate and 3 mmol of sulfur were dissolved into 50 ml deionized 
water. The reaction mixture was stirred for about 2 hours to  form an aqueous solution. Then the homogeneous 
mixture was kept in an autoclave at 180oC for about 12 hours to obtain a precipitate. Further, the above solution was 
cleaned with deionized water and ethanol to separate impurities. Then the above filtered sample was dried in a 
vacuum hot air oven at 45oC about 1 hour to obtain NiS nanoparticles. The concentration ratio is 1:1, 1:2 and 1:3 of 
nickel and sulfur source. When concentration of sulfur increases, new phase of nickel sulfide (Ni7S3 ) was occurred  
ue to more number of sulfur ions. 
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Synthesis of graphene oxide 
Graphene oxide was prepared by modified Hummers method. First 10 ml of sulfuric acid (H2SO4) and 2ml of 
phosphoric acid (H3PO4) in the volume ratio of 7:1 was mixed and stirred for an hours, while stirring 0.1g of graphite 
powder was added and then 1.2g of potassium permanganate (KMnO4 ) was included pinch by pinch into the 
solution while stirring. After the solution became dark green, to eliminate excess KMnO4 , hydrogen peroxide (H2O2) 
was added dropwise, exothermic reaction occurs and the solution is said to cool down. Then 5ml of hydrochloric 
acid and 10 ml of deionized water was added for 8 hours the solution is centrifuged and kept in oven for dry(2 
hours) at 80 and the powder sample is obtained. 
 
Synthesis of NiS/GO nanocomposites 
Nickel nitrate hexahydrate of 1 mol was mixed with 2 mol of sulfur source of thiourea in 50 ml of deionized water. 
After the GO was sonicated by distilled water, 60mg of GO was included into the above suspension. The above 
homogeneous mixture was allowed to stir for about 2 hours. After stirring, the above suspension was kept in an 
autoclave heated at 130 o C for about 18 hours. The obtained black precipitate was centrifuged and filtered. Finally, 
the composite NiS/GO was allowed to dry in a hot air oven at 60 o C for about 2 hours. 
 
Characterization 
The thermal analysis of the sample was studied by TG-DTA using thermal analyser NETZSCH-STA 449F3 Jupiter. 
The crystal structure was made by Xpert pro-PAnalytic instrument. The morphology of the sample was observed by 
FESEM/EDAX (model CARL ZEISS-SIGMA 300). The optical nature of the samples were analysed by UV-DRS and 
PL. FT-Raman was taken by imaging spectrograph STR 500mm Focal length laser Raman spectrometer to find the 
Raman spectra of the sample. The chemical composition of the sample was characterised using Thermo fisher 
instrument for XPS analysis. 
 
Photocatalytic measurement 
The photocatalytic degradation examination of NiS/GO nanocomposites was determined on malachite green . The 
concentration was fixed to be 10 -4 M, which is mixed in 400ml distilled water for the process of degradation [5]. In a 
100ml beaker of a dye solution, 50ml of dye solution was taken and about 2 mg of catalyst was added into it to make 
a photocatalytic process . The dye solution made are stirred continuously for about 60 minutes and the collected test 
solutions of malachite green dye was analyzed by the UV- Visible. 
 
RESULT AND DISCUSSION 
 
Thermogravimetric study (TG-DTA) 
To know the phase transformation/weight loss of the nanoparticles, thermogravimetric differential thermal analysis 
(TG-DTA) was performed. First weight loss of about 5.6% was observed below 120o C represents the evaporation of 
water in the prepared sample and endothermic reaction exhibits the dehydration of the sample. The second weight 
loss of about 5.6% between 120o C and 300o C indicates the excess sulfur, combustion of carbon, and other impurity 
elements that are excluded from the precursor. The third weight loss about 5.5% in the TGA curve at 300 o C to 420oC 
resulting the removal of sulfur. From the TG-DTA curve, the weight loss of 2.2 % including the range of temperature 
about 400oC to 500oC is recognized. A weight loss of about 1.1% is concluded from a TG-DTA curve at a temperature 
range below 420 o C [6]. The NiS is converted to NiO at a temperature weight loss of above 500 o C at 15.3% which is 
an oxidation state of NiS. The molecular weight for NiS is 90.75 g mol -1 and for NiO is 74.69 g mol -1 . This shows 
that at certain temperature (& 500oC) sulfur is converted to oxide form. The change in mass of a sample in a 
fractional second converts the NiS to NiO around 17.8%. The mass change from the figure strongly denotes the 
change of nickel sulfide to nickel oxide. 
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Structural analysis (XRD) 
To analyse the phase structure of the prepared pure nickel sulfide (NiS),grapheme oxide(GO) and nickel 
sulfide/graphene oxide (NiS/GO) nanocomposite, the X-ray diffraction analysis technique was adopted and 
presented in Fig 3.(a to c) . Fig. 3(a) confirms the graphene oxide,3(b) confirms the nickel sulfide nanostructures and 
3(c) shows that the nanostructures of composite nickel sulfide/graphene oxide(NiS/GO)[7]. A strong diffraction peak 
at (001) corresponds to GO which is located at 11.5 o shows the formation of GO [8]. The diffraction peaks at 2 values 
29 o , 34 o , 45 o , 53 o are assigned to the plane values (015), (303), (306), (330) (JCPDS Card no:76-2306) for pure NiS 
and composite NiS/GO respectively. Cornflake like structure (NiS and NiS/GO) of nanoparticles were observed. The 
crystallite size of the sample is calculated by Debye Scherrer formula. The average crystallite size was 30nm.Due to 
the low crystallinity and low content of GO, there are no obvious diffraction peaks corresponding to GO observed in 
the XRD spectra of the NiS/GO nanocomposite. 
 
Thus, the Raman spectra of the NiS/GO nanocomposite were collected because Raman spectroscopy is vital 
technique for investigating carbon-based materials. The Raman spectra of the NiS/GO nanocomposites and pure GO 
were collected, shown in Fig.3. Two characteristic peaks corresponding to the carbon based material can be observed 
in all of the Raman spectra, which are designated as the D (1357 cm -1 ) and G (1589 cm -1 ) peaks. The D peak 
originates from the degree of defects and disorder in the carbon based materials, while the G peak is mainly related 
to the internal vibrations of the carbon atom.  
 
Morphological analysis (FE-SEM) 
The surface morphology of NiS/GO nanocomposite was evaluated through FESEM. Fig. 4(a) shows the cornflake like 
structure of NiS nanoparticles, the grain size was about 80 nm[9]. Fig 4(b) shows the FESEM image of cornflake like 
shape with 60 nm size for NiS/GO nanocomposite FESEM image shows a thick and rough structure indicating the 
high degradable activity. The powder sample were adhered on carbon tape and a stub was exposed to plasma 
coating inside a sputter chamber for coating. The coating material contains gold and palladium in 80:20 ratios. After 
coating, a 20kV potential was used to excite electrons from the surface of samples. An average 45mm area was used 
to get FE-SEM image of materials. NiS/GO illustrate bit intensified patches which could have been localized because 
of Ni 3d 8 of NiS/GO as there is no proper split of 3d 3/2 and 3d 5/2 electrons. Hence these electronic energies might 
have induced the localized activities which are expressed in the FESEM images. The cloudy flasky surfaces with a 
larger magnification infer anchoring of NiS/GO nanocomposites with grain size of 60nm.  
 
Elemental analysis (EDX) 
The electron dispersive X-ray spectroscopy (EDX) for NiS and NiS/GO are given in Fig. 4(a) and (b). An elemental 
composition of (Ni=64.70%) and (S=35.30%) peaks and (Ni=36.46%), (S=23.26%), (C=21.49%) and (O=18.79%) peaks 
reveals the presence of pure NiS and NiS/GO nanocomposite respectively [10]. 
 
Absorption studies (UV-Vis DRS) 
Fig. 5(a to d) shows UV-DRS absorption spectra of NiS/GO. The samples were dispersed in water by sonication @ 3 
KHz. Fig. 5(b) depicts a higher absorption for NiS/GO due to stronger interactions of unengaged electrons of groups 
of GO with UV-Vis light. The interaction of sp 2 and lone pair electrons of groups and of GO both accommodate the 
NiS nanoparticles within the GO exfoliated sheets. Excess lone pair electrons of –OH, -O, -C, =O and –COOH are 
comparatively engaged and interact with photons at a lower energy. The h from UV strikes sp 2 electrons to excite 
them to a high energy state causing positive holes (oxidation state) with h + (positive hole) charge at it’s native 
orbital and negative charge (reduced state) or negative holes (e - ) at excited states, which may reduces dye molecule. 
The catalysis by creating positive hole by exciting electron e - , to negative holes a conduction band attains a higher 
energy level compared to valance band with lower energy level [11]. The main principle of UV-DRS is that some of 
the light will undergoes specular reflections at the powder surface of the sample [12]. The sample has a strong 
absorption of light that has visible ranges from 390 and 700 nm for pure NiS and for NiS/GO composite same 390 and 
700 nm have a strong absorption of light that is showed in the figure [13]. The band gap energy for UV-DRS can be 
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calculated by a kubelka-munk model. The band gap energy for pure Nis is about 2.3eV and for composite NiS/GO is 
about 2.9eV. The below figures shows the UV-DRS spectrum and energy band gap for pure nickel sulfide (NiS) and 
nickel sulfide/graphene oxide (NiS/GO) nanocomposite. 
 
Emission studies (PL) 
The photoluminescence study room temperature shows the excitation wavelength at 362 nm. The broad peak 
appeared at 351 to 372 nm which indicates that the recombination of photogenerated electron-hole pairs[14]. For 
NiS/GO nanocomposite the excitation wavelength is at 360 nm and the broad peak appeared at 350 to 380 nm[15]. 
Interestingly, the emission intensity was gradually decreases after adding graphene oxide(GO) denoting the 
recombination of photogenerated electron-hole pairs are covered by GO. This may enhance the catalytic 
performance. The low brightness of the peaks are occurred in the infrared region that are due to the gap present in 
between the localized states of impurities and the imperfections. It is one of the non-contact and non-destructive 
methods for the probing materials . 
 
FT-RAMAN analysis 
Raman spectroscopy is one of the main characterization technique used to determine the organic based compounds 
like carbon, graphene and its hybrid. Figure 7(a) represents the presence of nickel, sulfide peaks and Figure7(b) 
denotes the presence of nickel, sulfide, carbon and oxygen peaks [16]. But the peak at 1400 cm -1 to 1581 cm -1 will 
represent the charge transfer between carbon and nickel sulfide [17]. FT-RAMAN analysis shows the D and G bands 
of characteristic peaks appears at 1105.2 and 1418.3 cm -1 [18]. The I D /I G value is 1.02 for NiS/GO nanocomposite 
which is greater than pure NiS. 
 
X-ray photoelectron spectroscopy 
XPS spectra determine chemical composition and oxidation states of NiS/GO nanocomposite having Ni, S, C and O 
infer an authenticity of NiS/GO synthesis.  
 
XPS for NiS 
The doublet peaks of two spin orbits of nickel (Ni2p3) has a binding energy of 854.19ev were obtained for Ni2p 
spectrum. For sulfur (S2p) the peak is obtained at 163.2ev for pure NiS. This shows that XPS analyses denote the NiS 
formation for photocatalytic property [19]. The below figures for XPS denotes that for pure NiS, elements like Nickel 
and sulfur are present. 
 
XPS for NiS/GO 
The peaks for NiS/GO XPS spectrum includes some elements such as nickel (Ni2p), sulfur (S2p), carbon (C1s) and 
oxygen (O1s). The binding energy for NiS/GO nanocomposite corresponds to 854.10 eV for nickel (Ni2p), 532.31 eV 
for sulfur (S2p), 284.92 eV for carbon (C1s) and 162.27 eV for oxygen (O1s). While NiS on GO, changes in D, G bands 
and 2D intensity infer variable exfoliations of nanomaterials. Also the (-COOH, -OH, -O, and =CO) could be replaced 
with other groups to dope GO to study pattern of binding energies. Binding energy and electron spin of 3p of Ni is at 
75 eV. The Ni2p binding energy is at 854.10eV. A lowering intensity of C1s for C and O1s for O atoms was observed. 
 
Photocatalytic studies 
To evaluate the degradation efficiency time of malachite green dye, 5mg of catalyst sample was added into the 0.1g 
solution of MG dye, the setup was kept under natural sunlight and was stirred continuously . The degradation time 
for MG dye was fixed for about 2 hours. The UV-VIS absorbance peaks for malachite green dye in the absence of 
catalyst was 320,427 nm. For UV analysis, 10 ml of dye sample with catalyst was collected for every 15 minutes. The 
absorption and absorbance plots peaks from 625 to 695 nm shows the 86% degradation of dye solution by lowering 
the concentration (Fig. 9(a) and (b))[20]. The π-π electrostatic interactions affect reduction by GO and NiS/GO as GO 
has several hydrophilic groups that faster MG reduction. The –COOH groups exist at edges of GO layers and –O and 
–OH groups are incorporated in layer, which results in a slightly acidic or negatively charged surfaces to faster 
reduction rate of positively charged MG molecule. The interaction of MG and GO occurs due to stronger electrostatic 
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forces which are neutralized by h + and e - holes. The main components of NiS-GO are C-C and C=C bonds which 
contribute to abundant π electron clouds to NiS-GO, considering O-C=O and –OH. A double bond of NiS (Ni=S) 
interacts with C-C and C=C bonds of GO to conjugate and stabilize a resultant structure for MG reduction. MG and 
NiS-GO both adjoin together due to their π-π interactions. Thus a consumption of energy of a molecules induces 
stronger reduction activities which could be extended to their π conjugated rings. 
 
Photocatalyst (NiS/GO) + h  →h+ VB +e- CB 
h+ VB + e- CB → energy (heat) 
H2O + h+ VB → OH (hydroxyl radical + H+ 
O2 +e- CB → O2/ Super oxide radical 
OH + pollutant → intermediate → H2O +CO2 
O2 + pollutant → intermediate →H2O + CO2 
 
CONCLUSION 
 
Ecofriendly stoichiometry of oxidizing mixture using simple methodology to prepare GO and NiS/GO were adopted. 
NiS/GO nanocomposite were synthesized by hydrothermal route successfully and the corresponding structural 
behaviour are confirmed from TG-DTA, XRD, UV-Vis, FESEM/EDX and XPS techniques. The XRD and FESEM 
studies revealed that well crystalline cornlike shape of NiS/GO with average size of about 30 nm by XRD and 60nm 
from FE-SEM, which is uniformly distributed over the surface of GO. The synthesized highly active sites structures 
of NiS and incorporating with excellent electrical conductivity (graphene oxide) can provide the fast electron 
transport matrix. The photodegradation result of NiS/GO on organic dye malachite green (MG) in the uniform 
reaction condition was observed 86% with 110 minutes. Based on the observed results it may be concluded that the 
prepared NiS/GO nanocomposite have large amount of charge separation and high surface area. Further more, the 
proposed method could be a favourable approach to the synthesis of other metal sulfides with graphene oxide. 
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Fig.1. Graphical Representation of NiS/GO 
Nanocomposite 

Fig.2. TG-DTA curve of NiS/GO nanocomposite from  
50 oC to 1000 oC 

 
Fig.3. X- ray diffraction analysis of (a) GO, (b) pure NiS and (c) NiS/GO 

nanocomposite 

 

 
Fig.4. (a) FE-SEM/EDX image of NiS nanostructure 
 (b) FE-SEM/EDX image of NiS/GO Nanocomposite 
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Fig.5. (a) UV-Vis DRS spectra of NiS (b) Kubela-munk model of NiS (c) UV-Vis DRS 

 
spectra of NiS/GO (d) Kubelka munk model of NiS/GO 

  
Fig.6. Photoluminescence spectra of (a) pure NiS (b) 

NiS/GO nanocomposite 
Fig.7. FT-Raman spectra of (a) pure NiS (b) NiS/GO 

nanocomposite 

 
XPS for Fig.8. (a) XPS survey spectra of NiS (b) Ni2p spectra (c) S2p spectra 
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Fig.9. (a) XPS survey spectra of NiS/GO (b) Ni2p spectra (c) S2p spectra (d) C1s 

 
spectra (e) O1s spectra 

 

Fig. 10. Photodegradation mechanism Fig.11 (a) Absorption spectra of malachite green degraded 
by NiS/GO Nanocomposite 

with time hydrothermal method under natural sunlight 
tradiation 

(b)Kinetic analysis of photodegradation of malachite 
green dye catalyzed by NiS/GO 
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This qualitative study explored the impact of Hindu religious teachings on older adults’ well-being and 
transitions. In-depth interviews were conducted with 20 religiously practicing participants aged 60 and 
above. Thematic analysis identified key themes, revealing that religious teachings provided guidance 
and support during life transitions. Participants found solace and purpose in teachings emphasizing 
acceptance, resilience, and finding meaning in changes. Religious practices positively impacted their 
spiritual well-being, overall health, and mental well-being. Personal religious experiences deepened faith 
and fostered compassion and empathy. Participants anticipated continued guidance from their religious 
beliefs in future challenges. The findings highlight the transformative power of religious teachings, 
contributing to understanding the role of Hinduism in older adults’ well-being and transitions. 
 
Keywords: Hinduism, religious teachings, older adults, life transitions, well-being, coping strategies, 
thematic analysis. 
 
 
INTRODUCTION 
 
Aging is a transformative phase of life that presents individuals with unique challenges and opportunities. As people 
grow older, they experience physical, cognitive, social, and emotional changes that require adaptation and resilience. 
In the face of these transitions, many individuals turn to religious teachings for guidance, support, and a sense of 
purpose. This study aims to explore the impact of religious teachings on the transition experiences and well-being of 
older adults. Religion has long been recognized as a fundamental aspect of human existence, providing individuals 
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with spiritual beliefs, practices, and values that shape their worldview. Religious teachings encompass a wide range 
of subjects, including the nature of the divine, the meaning and purpose of life, moral values, and rituals that express 
and strengthen religious beliefs. These teachings often serve as a compass, guiding individuals through life’s 
challenges and helping them find direction, meaning, and a sense of community. Scholars and psychologists have 
approached religion from various perspectives, offering insights into its significance in the lives of individuals. Some 
view religion as a source of solace and comfort, providing a framework for coping with existential fears and 
uncertainties. Others see it as a way to explore one’s psyche and spiritual nature, offering a path to self-realization 
and transcendence. Religion is also regarded as fulfilling basic human needs for belonging, purpose, and connection 
with something greater than oneself. 
 
In the context of aging, religious teachings can play a crucial role in helping older adults navigate the transitions and 
challenges they encounter. The process of aging often involves physical health changes, cognitive decline, social 
isolation, financial constraints, and care giving responsibilities. Older adults may grapple with questions of purpose, 
existential concerns, and the search for meaning as they face their own mortality. Religious teachings have the 
potential to address these issues by providing guidance on health and wellness, offering a sense of belonging and 
community, fostering spiritual growth and self-realization, and instilling values of service and care giving. Within 
the realm of religious teachings, Hinduism stands as one of the world’s oldest and most diverse religions. Hinduism 
encompasses a broad spectrum of beliefs, practices, and rituals that embrace various aspects of an individual’s social 
and personal existence. Central to Hinduism is the quest for spiritual freedom, achieved through the practice of 
righteousness (dharma), the pursuit of prosperity (artha), the fulfillment of desires (kama), and ultimately, liberation 
(moksha). Hinduism acknowledges the existence of multiple deities as representations of the supreme reality known 
as Brahman. The religion encompasses rituals, ceremonies, and practices such as yoga, meditation, and acts of 
worship and sacrifice. 
 
Given the multifaceted nature of Hindu religious teachings and their potential relevance to aging and transition, it is 
essential to explore their impact on the well-being of older adults. This study aims to investigate how Hindu 
religious teachings influence the transition experiences and well-being of older adults. We will examine the ways in 
which religious teachings are incorporated into the lives of older Hindus, their effects on physical and mental well-
being, the role of religious communities and support networks, and the ways in which religious teachings provide 
guidance and meaning during the aging process. By shedding light on the impact of religious teachings on transition 
and well-being among older adults, this study aims to contribute to a deeper understanding of the role of religion in 
the lives of individuals as they age. The findings may have implications for healthcare providers, policymakers, and 
religious communities in supporting older adults through the challenges and opportunities of aging. Ultimately, this 
research endeavors to enhance our knowledge of the complex interplay between religion, aging, and well-being, and 
pave the way for more holistic and culturally sensitive approaches to supporting older adults in their transitions. 
 
Several studies have examined various aspects of the relationship between religion, spirituality, and the well-being 
of older adults. For instance, Zheng, Chan, & Zhang (2023) investigated the influence of personal value, motivation, 
transformation, and behavioral intention on spiritual tourism, finding positive associations with spiritual tourism in 
their study on Tibet. Similarly, Kenkmann & Burkard (2022) explored the experiences of older individuals during the 
Covid-19 pandemic, highlighting how alternative formats, such as the cemetery as a meeting point, provided solace 
for churchgoers. Kim, Ng, & Kim (2021) found that religious activities promoted social integration and emotional 
well-being among older Korean immigrants in the United States. Additionally, Eschler, Edwards & Gruenewald 
(2021) conducted a systematic review, underscoring the role of religion and spirituality in successful aging by 
providing purpose, social connectedness, and coping mechanisms during life transitions. Ano &Vasconcelles (2021) 
conducted a meta-analysis, revealing that positive religious coping strategies were associated with better mental 
health outcomes for older adults. Furthermore, studies by Kim, Pargament& Chen (2021), Jadhav& Mali (2021), 
Bhattacharya & Kar (2021), DeKoekkoek, Lindholm, Jansen, &Postmus (2021), and Holley, Frye, Wilson, & Vail 
(2021) demonstrated the positive effects of religious involvement and practices on well-being, social support, 
resilience, mental health, loneliness reduction, and physical function among older adults. These studies collectively 
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contribute to our understanding of how religion and spirituality play a significant role in the lives of older 
individuals, fostering well-being and enhancing various aspects of their lives. Overall, the review of literature on the 
impact of religious experiences in causing transitions among older adults suggests that religious involvement can 
have positive effects on well-being outcomes, such as social support, health, life satisfaction, and resilience to stress. 
The exact mechanisms by which religious involvement promotes these outcomes may differ by cultural context, race, 
and individual differences in religious expression. Moreover, the literature highlights the importance of considering 
spirituality more broadly, beyond traditional religious practices, in understanding its impact on well-being in older 
adults. Further research is needed to better understand the complex relationship between religious experiences and 
transitions in later life. 
 
During 2022 and 2023researches on religion were impacted by onset of covid-19. Pre-COVID religious-based 
research studies primarily focused on the impact of religious beliefs, practices, and participation on various aspects 
of well-being, including mental health, physical health, social support, and coping mechanisms. These studies aimed 
to understand the role of religion in promoting positive outcomes among older adults. With the onset of the COVID-
19 pandemic, religious communities around the world faced significant disruptions. Places of worship were 
temporarily closed, religious gatherings and events were cancelled or moved online, and religious practices were 
modified to adhere to social distancing guidelines. The impact of the pandemic on religious practices and the well-
being of older adults has likely influenced the direction of religious-based research. Post-COVID studies may have 
started exploring topics such as the effects of religious coping strategies during the pandemic, the role of online 
religious communities in promoting social connectedness, the challenges faced by older adults in maintaining 
religious practices during lockdowns, and the psychological and social implications of the temporary suspension of 
religious services. 
 
METHODOLOGY 
 
AIM 
The aim of the study was to explore the impact ofHindu religious teachings on older adults. 
 
OBJECTIVE 
1. To identify the themes that explains the impact of religious teachings on the well-being of older adults.  
2. To develop a framework that captures the complex and nuanced ways in which older adults use religious 

teachings to cope with transitions. 
 

RATIONALEOF STUDY 
This study highlights the potential benefits of religion teachings for older individuals, including improved health, 
coping skills, social support, and societal engagement. However, there are limitations in the existing literature that 
call for further research. The current literature predominantly relies on quantitative analysis, while a qualitative 
approach could provide deeper insights into religion, spirituality, belief, and positive aging. Additionally, there is a 
lack of studies focusing on Hinduism, despite its prevalence in India. Furthermore, the link between religion 
teachings and transitions in aging has not been extensively explored. Given the aging population and healthcare 
challenges, understanding the role of religion, spirituality, and belief in healthy aging becomes increasingly 
important. This research aims to qualitatively investigate this topic in the lives of older individuals in India and 
provide recommendations for future action and research based on the findings. 
 
LOCALE OF THE STUDY 
The study took place in Delhi's parks and a yoga and meditation center, focusing on older adults practicing 
Hinduism. Interviews were conducted in a private room at the center, ensuring confidentiality. Participants were 
selected through personal outreach to eligible community members. 
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DESIGN 
The study employed a qualitative research design with open-ended questions to explore the impact of Hindu 
religious teachings on transitions among older adults. Data was collected through semi-structured interviews with 
participants, using open-ended questions that allow for in-depth exploration of their experiences, perceptions, and 
attitudes towards religious teachings and transitions. The interviews was conducted face-to-face or via telephone, 
and was audio-recorded with participants’ consent. The study would recruit a purposive sample of older adults 
(aged 60 and above) who self-identify as practicing members of a religious community. The analysis of the study 
involved qualitative content analysis. The analysis was divided into three parts- organization of data, analysis of 
data and interpretation of data. 
 
SAMPLE 
The study aimed to recruit 20 older adults aged 60 and above who self-identified as practicing members of a 
religious community. Inclusion criteria required participants to have experienced a significant life transition in the 
past ten years, be willing to participate in a semi-structured interview in English or Hindi, and able to provide 
informed consent. Exclusion criteria included the inability to provide informed consent, communicate effectively in 
English or Hindi, or currently experiencing a mental or physical health condition that could hinder participation. 
Participants were recruited through outreach to religious organizations, community centres, advertising, and 
referrals. Confidentiality was maintained by assigning case numbers. The study included 8 females and 12 males, 
with ages ranging from 60 to 75. 
 
TOOL USED 
The data collected from the interviews with older adults were transcribed verbatim and subjected to thematic 
analysis. This involved identifying and coding themes and sub-themes that emerged from the data, and developing a 
coding framework to capture the key dimensions of the participants' experiences. The analysis was carried out by the 
researcher and a second coder to ensure credibility. Ethical guidelines were followed, including obtaining informed 
consent, maintaining confidentiality and anonymity, and obtaining ethical approval from the institutional review 
board. 
 
An interview schedule was constructed to gather qualitative data, consisting of 10 open-ended questions divided 
into two sections, the first section being “Introduction and their changes in religious beliefs/ practices during 
transition” and the second section focused on “Transition experiences and coping up with challenges of old age”. 
The questions aimed to explore participants' experiences and perceptions of how religious teachings influenced their 
transitions and coping with challenges in old age. The interview schedule underwent expert review (expert rating 
was done under 4 experts) and feedback from professionals in gerontology and religious studies, resulting in 
modifications to improve clarity and relevance. Thematic analysis was used to analyze the interview transcripts, 
identifying patterns, themes, and categories in the data, enhancing the credibility of the findings. 
 
PROCEDURE 
The research began with determining the aim, objectives of the study. Immediately after that it was determined what 
the target population would be for the study. Potential participants were identified through purposive sampling 
techniques, such as contacting religious organizations or community centres that serve older adults. Participants who 
express interest in the study were screened for eligibility criteria, such as age and self-identification as a practicing 
member of a religious community. Prior to data collection, participants were provided with an informed consent 
form that outlines the purpose of the study, the procedures involved, and their rights as research participants. 
Participants had the opportunity to ask questions and to withdraw their consent at any time. Semi-structured 
interviews were conducted with participants, either in person or via telephone, depending on their preference and 
accessibility. The interviews were audio-recorded with participants’ consent and will last from 6 minutes to 30 
minutes. The interviews followed a flexible, conversational format that allows participants to share their experiences 
and perceptions of religious teachings and transitions. The audio recordings will be transcribed verbatim, and the 
data will be analyzed using thematic analysis. The analysis will involve identifying and coding themes and sub-
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themes that emerge from the data, using both inductive and deductive approaches. The analysis will be conducted 
by the researcher and a second coder to ensure credibility. 
 
QUALITATIVE ANALYSIS METHODS  
Thematic analysis is a qualitative research method used to identify and analyze patterns or themes in interview data. 
The process involves transcribing the interviews, familiarizing oneself with the data, assigning codes to capture key 
ideas, collating codes into broader themes, reviewing and refining the themes, and finally writing up the results. It is 
a subjective approach that relies on the researcher’s interpretation of the data to uncover meaningful insights. 
 
ANALYSIS OF RESULTS 
This study explored the impact of Hindu religious teachings on the transition process of older adults. Thematic 
analysis of interviews with 20 religious participants aged 60 and above identified ten key themes. 
TABLE 2 indicates all the themes along with the sub- themes and the frequency that particular sub theme was stated 
amongst all the individuals.  
Themes & Sub-themes extracted from the interview responses  
 
RELIGIOUS PRACTICES  
The significance of religious practices in the transition process of older adults was emphasized by participants in this 
study. Practices such as chanting mantras, practicing yoga, engaging in meditation, worshiping, and fasting were 
seen as providing structure, guidance, and a connection to faith. Participants assigned scores to each practice, 
indicating their frequency or importance. Yoga and meditation received high scores, highlighting their role in 
physical and mental well-being and spiritual connection. Worshipping/praying received the highest score, 
underlining its significance in religious practices. Other practices mentioned included fasting, attending spiritual 
discourses, celebrating festivals, and undertaking pilgrimages. These scores provide an overview of the prominence 
of each practice in the participants’ lives, demonstrating their role in navigating life transitions. 
 
RELIGIOUS BELIEF 
The religious beliefs of the participants played a significant role in shaping their transition experiences. Beliefs 
related to the Bhagavad Gita, Sanatan Dharma, karma, Kabir teachings, Arya Samaj, devotion towards Hindu gods, 
Parmanand teachings, the cycle of life/reincarnation, belief in impermanence, Vedanta, and Ayurveda were 
identified as influential in participants' religious worldviews. Participants assigned frequencies to each belief, 
indicating how frequently they mentioned or emphasized them. The beliefs in Sanatan Dharma and karma received 
high frequencies, highlighting their prominence in participants' religious beliefs. The Bhagavad Gita and devotion 
towards Hindu gods were also mentioned frequently. Some participants mentioned being influenced by teachings of 
Kabir, the principles of Arya Samaj, Parmanand, and Vedanta philosophy. Beliefs in the cycle of life/reincarnation, 
belief in impermanence, and Ayurveda were also acknowledged by participants. These beliefs provided a 
framework for understanding the purpose of life, the consequences of actions, and the importance of moral conduct, 
ultimately shaping the participants' perspectives on transitions and providing guidance in navigating them. 

 
EMOTIONAL WELL-BEING  
The impact of religious teachings on emotional well-being was evident among participants. Their faith provided 
solace, hope, and a sense of peace during emotional distress. Themes related to emotional well-being were identified, 
with varying frequencies indicating the prominence of each theme. Participants often reported feeling calm, 
composed, and centered, while also experiencing happiness, positive thinking, and mental resilience. Their religious 
teachings instilled mental strength, focus, and willpower, reducing stress and anger levels. Participants felt 
motivated and energized, experiencing satisfaction and contentment in life. The teachings brought comfort, 
relaxation, and a profound sense of inner peace. Overall, religious teachings played a significant role in shaping 
participants' emotional well-being, providing them with emotional stability and a positive outlook on life. 
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PHYSICAL WELL BEIN  
Participants highlighted the impact of religious teachings on their physical well-being. They reported a reduction in 
physical limitations and improved capabilities, along with feelings of relaxation and tranquility. Participants 
attributed their religious teachings to being physically active, engaging in regular exercise or yoga. They also 
perceived a decrease in illness occurrence and severity, as well as a reduced dependency on medication. Overall, 
religious teachings played a role in enhancing participants’ physical health and well-being, empowering them to lead 
more active and fulfilling lives. 

 
LIFESTYLE CHANGES 
Participants reported that their religious teachings influenced positive lifestyle changes, promoting physical well-
being. These changes included adopting early rising routines, maintaining a healthy diet aligned with religious 
beliefs, prioritizing adequate sleep, and cultivating a disciplined and consistent lifestyle. The integration of religious 
teachings into their daily lives encouraged participants to lead healthier lifestyles, emphasizing self-discipline, 
productivity, and adherence to moral and ethical guidelines. These lifestyle changes fostered physical well-being, 
enabling participants to experience the benefits of improved routines and habits influenced by their religious 
teachings. 

 
WISDOM  
Participants acknowledged the profound impact of religious teachings in imparting wisdom and guidance. They 
drew upon religious texts, teachings, and spiritual leaders' wisdom to navigate life transitions, gain insights into 
aging, and make decisions. The themes of wisdom that emerged highlighted the transformative influence of religious 
teachings on participants' perspectives and attitudes. Participants emphasized the importance of acceptance, 
groundedness, open-mindedness, and seeking new knowledge. They found meaning and purpose in life through 
their religious teachings, embraced positivity amidst challenges, and held onto hope for the future. Additionally, 
their religious teachings encouraged them to appreciate the beauty in the world, fostering a sense of awe and 
gratitude. Overall, religious teachings provided participants with profound wisdom and shaped their outlook on life. 

 
SOCIAL SUPPORT  
Religious communities played a vital role as sources of social support during life transitions. Participants highlighted 
the importance of their religious community in providing emotional support, practical assistance, and a sense of 
belonging. Within the theme of social support, several subthemes emerged, reflecting the impact of religious 
teachings on participants' interactions and community engagement. They engaged in acts of charity and selfless 
service, embodying the teachings of their faith. Their religious teachings encouraged helpful behavior and fostered 
strong bonds and increased social connections. Participants developed understanding, empathy, and a culture of 
compassion and kindness. They also emphasized respect, equality, and being role models to positively influence 
others. Ultimately, their religious teachings promoted a sense of community and active participation in society. 

 
SPIRITUAL GROWTH AND ENLIGHTENMENT  
Religious teachings had a profound impact on participants’ spiritual growth and enlightenment during life 
transitions. Within the theme of spiritual growth and enlightenment, several subthemes emerged. Participants 
embraced mindfulness, being fully present in the moment, and deepening their connection to the divine. They 
engaged in self-discovery and self-reflection, exploring their inner selves and spiritual paths. Participants developed 
a strong connection with a higher power or divine authority, finding guidance, purpose, and meaning in their lives. 
They practiced gratitude, pursued a quality life, and cultivated a sense of detachment from worldly attachments. 
Their religious teachings also emphasized the interconnectedness of all beings and facilitated a higher level of 
consciousness, expanding their understanding of reality. 

 
PERSONAL IDENTITY  
Participants reported that their religious teachings had a profound impact on their personal spiritual growth and 
enlightenment during life transitions. They experienced deepened spirituality, increased self-awareness, and a sense 
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of connection to the divine. Several subthemes emerged within the theme of spiritual growth and enlightenment. 
Participants practiced mindfulness, engaged in spiritual exploration, and embarked on a journey of self-discovery. 
They emphasized living in the present moment, engaging in introspection, and developing a strong connection with 
a higher power or divine authority. Their religious teachings helped them find meaning in life, cultivate gratitude, 
and strive for a quality life. Participants also embraced a sense of detachment, recognized the interconnectedness of 
all beings, and attained a higher level of consciousness. 

 
CHALLENGES FACED WHILE APPLYING RELIGIOUS TEACHING  
Participants encountered various challenges when applying their religious practices and beliefs in their daily lives. 
These challenges included difficulties in remaining consistent and motivated, understanding and fully applying 
certain teachings, physical limitations, memorization without printed books, sacrificing family time, and for some, no 
significant challenges. These challenges highlight the complexities individuals face in integrating religious practices, 
and further exploration can provide insights into strategies for overcoming them. It’s important to consider 
individual circumstances and interpretations when understanding the presence or absence of challenges in 
incorporating religious practices into one’s lifestyle. 
 
DISSCUSION AND ANALYSIS 
 
The study aimed to explore the impact of Hindu religious teachings on older adults and had two objectives. The first 
objective was to identify the theme explaining the influence of religious teachings on the well-being of older adults. 
The second objective was to develop a framework capturing how older adults utilize religious teachings to cope with 
transitions. The qualitative research design employed open-ended questions in semi-structured interviews with 
older adults in parks and spiritual centers in Delhi. Interviews were audio-recorded, transcribed, and thematically 
analyzed. Ten key themes emerged, including religious practices, beliefs, well-being, lifestyle changes, wisdom, 
social support, spiritual growth, personal identity, and challenges faced in applying religion.  
 
Research Question 1.  
How has your religious faith affected the way you look at life’s changes and transitions? What religious practices or 
beliefs did you have? 
The participants in the study expressed a deep connection to their Hindu faith and practices, which have influenced 
their perspectives on life’s changes and transitions. They find guidance, strength, and purpose in their religious 
beliefs, relying on practices like worship, fasting, yoga, and meditation. Hindu teachings on impermanence, karma, 
and dharma help them navigate life’s ups and downs. They feel supported by a higher power, believe in the 
importance of virtuous living, and cherish the sense of community and cultural traditions associated with their 
religion. Sharing their faith with others and conducting devotional gatherings are important to them. Their religious 
beliefs have brought personal growth, self-awareness, and gratitude, enabling them to face challenges with resilience 
and acceptance. Overall, their faith has had a profound impact on their well-being and outlook on life’s transitions. 
 
Research Question 2.What specific religious teachings or beliefs have helped guide you through life transitions? If 
so, how can you describe them? 
The participants in the study expressed how Hindu religious teachings and beliefs have profoundly impacted their 
lives during life transitions. Concepts such as karma, dharma, interconnectedness, and self-discovery have guided 
them in making mindful choices, finding purpose, and staying grounded. Meditation and yoga have provided them 
with inner peace and well-being. They value the wisdom of saints and spiritual figures and find solace in practices 
like satsangs and devotional rituals. The understanding of cyclical time and impermanence has helped them cope 
with challenges and maintain a positive outlook. Overall, Hindu religious teachings have brought them focus, 
direction, resilience, and a sense of compassion and acceptance in navigating life transitions. 
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Research Question 3. How have your religious practices/actions changed since old age? Has being involved in 
religious practices impacted your health and beliefs? 
Participants in the discussion shared their experiences of how religious beliefs and practices have positively 
impacted their health and overall well-being in old age. Yoga and meditation were highlighted as transformative 
practices that improved vitality, reduced symptoms, and cultivated inner peace and patience. Religious festivals, 
rituals, and pilgrimages deepened their understanding of interconnectedness and inspired gratitude and service. 
Religious practices provided structure, meaning, and a sense of community, fostering resilience and equanimity. 
Aging reinforced the concept of karma and motivated individuals to follow righteous paths. Improved physical 
health, mental sharpness, humor, and a deeper sense of purpose were common outcomes. Overall, religious practices 
played a vital role in promoting physical health, inner peace, positive beliefs, and finding meaning in life during old 
age. 
 
Research Question 4.Can you describe any of your religious experiences? How have they affected your daily 
lifestyle? 
The participants in the discussion shared their experiences of how religious practices have influenced their daily 
lifestyles. Yoga and meditation were highlighted as practices that positively impacted physical and mental well-
being. Belief in the divine presence in food led to a sense of reverence and gratitude, shaping their dietary choices. 
Discipline, routine, and daily practices such as prayer and meditation were valued for maintaining spirituality and 
inner peace. Religious festivals and pilgrimages deepened their connection to the divine, while the belief in 
interconnectedness and the power of actions fostered compassion and kindness. Maintaining a simple and saattvik 
lifestyle, prioritizing sleep, and a sense of purpose were also emphasized. Overall, religious experiences profoundly 
influenced participants’ daily lives, shaping their health, routines, choices, and values. 
 
Research Question 5. 
Do you think that your religious practices/actions will affect your future life as well? Do you see them playing an 
important role in your future? 
In the discussion, participants shared their perspectives on the role of religious practices in shaping their future lives. 
Many believed that their practices would continue to impact their well-being and evolution. They saw their religious 
practices as lifelong commitments and sources of guidance, comfort, and strength. The participants emphasized the 
importance of passing down their faith and values to future generations. Some mentioned evolving their 
understanding of religious practices over time, seeking deeper spiritual teachings. The significance of these practices 
in maintaining physical and mental well-being was highlighted, along with their positive impact on relationships 
and a sense of universal brotherhood. Overall, the participants had deep faith in their religious practices, considering 
them essential for their future lives. 
 
Research Question 6. Do you feel that your religious beliefs or practices have helped you maintain a sense of 
purpose or meaning during life transitions? 
The participants in the discussion expressed their belief in the ongoing impact of religious practices on their future 
lives. They emphasized the importance of practices such as yoga, meditation, and spiritual teachings in shaping their 
well-being, personal growth, and connection to the divine. The participants viewed their religious practices as 
lifelong commitments and intended to deepen their spiritual journey as they aged. They also recognized the role of 
religious practices in passing down values to future generations and fostering community bonds. The participants 
highlighted the physical and mental benefits of their practices and the evolution of their understanding of 
spirituality over time. Overall, they strongly believed that their religious practices would continue to guide and 
shape their future lives. 
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Research Question 7. Have your religious beliefs helped you cope with the challenges of old age? Can you give any 
example? 
The participants overwhelmingly agreed that their religious beliefs have been vital in navigating the challenges of 
old age. They emphasized the role of practices like meditation, yoga, prayer, and selfless service in maintaining a 
positive mindset and finding purpose. Mindfulness and acceptance were highlighted as important in managing 
physical discomfort, and meditation was particularly valued for cultivating inner peace. Rituals and daily spiritual 
practices provided solace and support, helping individuals stay connected to their spiritual paths. The belief in a 
higher power and acceptance of a divine plan brought gratitude, contentment, and optimism, enabling them to face 
difficulties with hope and peace. Overall, religious beliefs have served as sources of strength, comfort, and resilience 
in old age. 
 
Research Question 8.  
Have you noticed any difference in the way you think or feel since incorporating religious practices into your life? If 
yes, can you tell about those differences? 
The incorporation of religious practices has had a profound impact on individuals' thoughts and emotions. They feel 
more grounded, centered, and connected to their spiritual path, experiencing inner peace, mindfulness, and 
tranquility. This has helped them effectively manage stress and negative emotions while cultivating patience, 
compassion, and understanding towards others. Some have shifted towards a more spiritual outlook, fostering self-
awareness and the ability to observe thoughts and emotions without attachment. The practices have deepened their 
sense of connection, purpose, and gratitude while inspiring a mindful and conscious lifestyle. Positive thinking, self-
control, and charitable actions have also been fostered, leading to transformative changes in their lives. 
 
Research Question 9. 
What do other people and household members have to say about these religious practices? Have you noticed any 
change in your social relationships? And what is its effect. (What are your views on working for the welfare of others 
in your society?) 
Participants' responses regarding the impact of religious practices on social relationships highlight the overall 
positive effects. Many note the support and participation of family and friends in their religious activities, 
strengthening bonds and fostering unity. The practices have cultivated compassion, patience, and empathy, 
transforming their demeanor and attitude towards others. These qualities have deepened connections within 
religious communities and expanded social networks. Engaging in selfless service has been emphasized, leading to 
positive impacts on relationships and increased involvement in the community. Overall, religious practices have 
brought personal growth, stronger relationships, and a sense of purpose and fulfillment in social interactions. 
 
Research Question 10.  
Have you faced any challenges or struggles while trying to apply religious teachings on life transitions/aging? 
Participants’ experiences with applying religious teachings to life transitions and aging vary. Some found seamless 
integration of beliefs and practices, receiving support from family, community, and religious texts. However, others 
faced challenges in maintaining consistency and adapting teachings to changing circumstances. Time management, 
discipline, and motivation were common obstacles, but perseverance and seeking guidance helped overcome them. 
Balancing religious practices with other responsibilities posed additional challenges, requiring careful adjustment. 
Despite the struggles, respondents acknowledged the transformative power of their practice and the importance of 
adaptability and staying connected to their spiritual goals. Overall, they found meaning and support in their 
journeys. 
 
This study identified ten major themes related to the influence of religious teachings on older adults' transitions. The 
themes include religious practices, beliefs, emotional well-being, physical well-being, lifestyle changes, wisdom, 
social support, spiritual growth and enlightenment, personal identity, and challenges faced in applying religious 
teachings. These themes demonstrate the holistic impact of religious teachings on various aspects of older adults' 
lives, such as their well-being, social connections, personal identity, and spiritual development. The findings confirm 
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the positive effects of religious teachings on older adults' well-being and align with previous research in the field. 
This study provides valuable insights into the specific mechanisms through which religious teachings shape older 
adults' experiences during transitional periods. 
 
CONCLUSION 
 
This study aimed to explore the impact of Hindu religious teachings on older adults’ transitions. Thematic analysis 
was conducted on data from in-depth interviews with 20 religious older adults, and ten key themes emerged from 
the analysis. These themes included religious practices, beliefs, emotional well-being, physical well-being, lifestyle 
changes, wisdom, social support, spiritual growth and enlightenment, personal identity, and challenges faced in 
applying religious teachings. The findings highlighted the profound impact of religious faith on the lives of older 
adults. Religious teachings provided guidance, support, and a sense of purpose during life transitions and aging. 
Participants found solace in teachings that emphasized acceptance, resilience, and finding meaning in life’s changes. 
Their commitment to religious practices remained strong, positively impacting their spiritual and overall well-being. 
Religious beliefs played a role in coping with the challenges of old age, providing comfort, peace, and trust in a 
divine plan. Incorporating religious practices led to changes in thoughts and emotions, fostering mindfulness, 
gratitude, and a deeper sense of connection with the divine. Participants acknowledged the impact of their religious 
practices on social relationships, inspiring positive changes in their interactions with others. Despite challenges such 
as time management and balancing responsibilities, participants displayed resilience and adaptability. They 
emphasized the importance of seeking guidance, staying connected to spiritual goals, and remaining open-minded. 
The study’s findings contribute to existing literature by providing insights into the role of religious teachings in 
promoting well-being, personal growth, and a sense of purpose among older adults. The identified themes have 
implications for interventions, support programs, and healthcare initiatives targeting older adults within a religious 
context. However, the study has limitations such as a small sample size, potential biases, and limited 
generalizability, suggesting the need for future research with more diverse populations and contexts. 
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Table 1. About the sample 
SR NO CASE NUMBER AGE GENDER 

1 CASE- 1 66 FEMALE 
2 CASE-2 70 FEMALE 
3 CASE-3 72 MALE 
4 CASE-4 68 FEMALE 
5 CASE-5 75 MALE 
6 CASE-6 74 MALE 
7 CASE-7 71 FEMALE 
8 CASE-8 62 FEMALE 
9 CASE-9 65 FEMALE 
10 CASE-10 66 MALE 
11 CASE-11 65 MALE 
12 CASE-12 63 FEMALE 
13 CASE-13 71 MALE 
14 CASE-14 74 MALE 
15 CASE-15 67 MALE 
16 CASE-16 65 FEMALE 
17 CASE-17 68 MALE 
18 CASE-18 72 MALE 
19 CASE-19 62 MALE 
20 CASE-20 67 MALE 

 
Table 2. Result  table  

SR. 
NO THEMES SUB THEMES FREQUENCY 

1. RELIGIOUS PRACTICES CHANTING MANTRA/ CHANTING OM 4 
  YOGA 7 
  MEDITATION 10 
  WORSHIPPING / PRAYING 13 
  FASTING 4 
  SATSANG / PRAVACHANG 5 
  BHAJHANS 1 
  CELEBRATION OF FESTIVALS 4 
  PILGRIMINAGE 4 
    

2. RELIGIOUS BELIEF BHAGVAD GITA 4 
  SANATAN DHARMA / DHARMA 12 
  KARMA 12 
  KABIR TEACHINGS 1 
  ARYA SAMAJH 1 
  DEVOTION TOWARDS HINDU GODS 8 
  PARMANAND TEACHINGS 1 
  CYCLE OF LIFE/ REINCARNATION 3 
  BELIEF IN IMPERMANENCE 4 
  VEDANTA 2 
  AYURVEDA 1 
    

3. EMOTIONAL WELL BEING CALM/ COMPOSED 9 
  FEELING GOOD / HAPPY 8 
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  POSITIVE THINKING 10 
  MENTAL STRENGTH / RESILIENCE 15 
  FOCUSED/CENTRED 14 
  WILL POWER 4 
  ENERGY / MOTIVATED 7 
  LOW STRESS 11 
  LOW ANGER 10 
  SATISFIED / CONTENTMENT 8 
  COMFORT/ RELAXATON 11 
  PEACE 13 
    

4. PHYSICAL WELLBEING REDUCED PHYSICAL LIMITATION 4 
  RELAXED/ TRANQUIL 5 
  PHYSICALLY ACTIVE 8 
  REDUCTION IN ILLNESS 8 
  REDUCED DEPENDENCY ON MEDICATION 3 
    

5. LIFE STYLE CHANGES EARLY RISE 6 
  HEALTHY DIET 9 
  HEALTHY SLEEP PATTERN 5 
  DISCIPLINED / CONSISTENT LIFESTYLE 13 
    

6. WISDOM ACCEPTANCE 10 
  GROUNDED 10 

  OPEN MINDEDNESS & SEEKING NEW 
KNOWLEDGE 

3 

  MEANING AND PURPOSE IN LIFE 19 
  EMBRACE POSITIVITY/ UPS DOWN 8 
  HOPE 7 
  APPRECIATE BEAUTY 7 
    

7. SOCIAL SUPPORT CHARTIY / SEVA - SELFLESS SERVICE 9 
  HELPFUL BEHAVIOUR 9 

  
INCREASED SOCIAL CONNECTIONS/ STRONG 

BONDING 
11 

  INCREASED UNDERSTANDING / EMPATHY 11 
  COMPASSION / KINDNESS 17 
  CARE FOR ANIMALS AND NATURE 2 
  NO DISCRIMNATION 3 
  RESPECT FOR ALL 4 
  ROLE MODEL FOR INFLUENCING OTHERS 7 

  
SENSE OF COMMUNITY / ACTIVE MEMBER OF 

SOCIETY 
9 

    

8. SPIRITUAL GROWTH/ 
ENLIGHTENMENT 

MINDFULNESS 11 

  ADHYATMIK / SPIRITUALITY 10 
  SELF DISCOVERY 6 
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  LIVING IN THE PRESENT 8 
  INTROSPECTIVE/ SELF REFLECTIVE 8 
  CONNECTION WITH AUTHORITY 18 
  FINDING MEANING 11 
  GRATITUDE 5 
  QUALITY LIFE 6 
  SENSE OF DETACHMENT 7 
  INTERCONNECTEDNESS OF ALL BEINGS 6 
  HIGHER LEVEL OF CONSCIOUSNESS 5 
    

9. PERSONAL IDENTITY ETHICS/ RIGHTEOUSNESS 8 
  BELIEF/ VALUES 9 
  DECISION & LIFE CHOICES 5 
  INCREASED CONFIDENCE 3 
  NEW DIRECTION - POSITIVE DIRECTION 18 
  FORGIVENESS 1 
  PATIENCE 8 
  OPTIMISM 5 
    

10. CHALLENGES FACED WHILE 
APPLYING 

REMAINING CONSISTENT & MOTIVATED 5 

  
UNDERSTAND FULLY SOME RELIGIOUS 

TEACHINGS AND APPLYING 4 

  DIFFICULTY IN TERMS OF PHYSICAL 
LIMITATION 

1 

  
MEMORIZING SHOLKAS WITHOUT PRINTED 

BOOK 1 

  NO CHALLENGES 8 
  SACRIFICE OF FAMILY TIME 1 
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This study aims to explore the impact of search engine optimization (SEO) and social media marketing 
(SMM) on consumer behaviour towards web stores. This study compared the impact of search engine 
optimization (SEO) and social media marketing (SMM) on consumer behavior towards web stores. It 
analyzes the effectiveness of these two digital marketing tools in driving the traffic to the web stores and 
how they influence consumers’ purchasing decisions. The study found that search engine optimization 
has a greater influence on consumer behavior towards web stores than social media marketing. Online 
shopping, search engines, and social media platforms play a vital role in shaping consumer behavior and 
perception. The study also found that search engine optimization had a more significant impact on repeat 
purchases than social media marketing. Businesses should consider using both SEO and SMM as part of 
their digital marketing strategy for maximum impact. 
 
Keywords-Search Engine Optimization, Social Media Marketing, Consumer Behaviour, Digital Marketing, Web 
Store  
 
INTRODUCTION 
 
Digital marketing encompasses all online marketing efforts conducted through various digital channels such as 
social media, email marketing, search engines, SEO, and other websites. Inbound marketing and digital marketing 
are closely related, but there are minor differences that experienced marketers have learned through conversations 
with business owners and marketers from different regions. The best digital marketers understand how each digital 
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marketing campaign contributes to the overall campaign goals and can utilize both free and paid channels 
depending on their marketing strategy. Digital marketing channels include websites, pay-per-click advertising on 
platforms like Google and Facebook, email marketing, video marketing on platforms like YouTube and Instagram, 
SMS or text message campaigns, and e-commerce through online stores. Online shopping, or e-commerce, allows 
customers to purchase goods and services conveniently from their homes, leading to significant annual sales and 
effects on businesses and supply chains.  Search engine optimization (SEO) improves a website's visibility and 
relevance in search engine results, making it easier for users to find and driving organic traffic. Web stores often 
employ a combination of SEO and SMM to increase traffic and enhance their online presence, with SEO attracting 
active product searchers and SMM focusing on brand awareness and engagement. Both SEO and SMM have the 
potential to influence consumer behavior toward web stores, and a strategic combination of both can be the most 
effective approach. By optimizing their website for search engines and establishing a strong social media presence, 
web stores can increase visibility, credibility, consumer trust, and ultimately drive more traffic and sales. 
 
Objectives of the Study 
 To understand about Search Engine Optimization and Social Media Marketing. 
 To gain knowledge on SMM and SEO that affect young adult’s buying behaviour towards Web stores. 
 To find out the digital marketing tool that affects the consumer behaviour. 
 
Scope of the Study 
 To analyze and compare the impact of Search Engine Optimization (SEO) and Social Media Marketing (SMM) on 

consumer behaviour towards web stores. 
 The study aims to explore how these two digital marketing techniques can influence consumers decision making 

process. 
 The study target consumers who frequently shop online and have experienced SEO or SMM activities by web 

stores.   
 
Hypothesis of the Study 
CRITERIA 1: Search engine optimization has a great impact on consumer behaviour towards web stores. 
H0: There is no significant difference in the impact on consumer behaviour towards web stores. 
H1: Search engine optimization has a greater impact on consumer behaviour towards webStores. 
CRITERIA 2: Social media marketing (SMM) has a greater impact on consumer behavior towards web stores. 
H0: There is no significant difference in the impact on consumer behavior towards web stores by social media 
marketing (SMM). 
H1: Social media marketing (SMM) has a greater impact on consumer behavior towards web stores. 
CRITERIA 3: Consumer behavior towards web stores is not significantly affected by either. 
H0: Consumer behavior towards web stores is not significantly affected by either. 
H1: Consumer behavior towards web stores is significantly affected by either. 
 
LITERATURE REVIEW 
 
 Online marketing's importance is evident, yet evaluating its impact poses challenges. Swift user behavior insights 

are crucial for successful SEO and SMM, while experienced marketers support these strategies. Further research 
is required to validate these findings for entrepreneurs. The growth of social media marketing is attributed to its 
cost-effectiveness and wide reach. The marketer decision model improves decision-making, emphasizing the 
significance of considering consumer behavior when designing SEO and SMM strategies. (Ravneet Singh 
Bhandari, 2019) 

 Search engines are crucial for finding information, and website visibility is key. On-page SEO involves quality 
content and keyword optimization, while off-page SEO includes link building. Google is the dominant search 
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engine, requiring optimization techniques for better web results, with White Hat SEO being the most effective. 
(Ankalkoti, 2017) 

 Social media's integration with traditional marketing functions is driven by its popularity, extensive user base, 
and reliance on internet and mobile-based tools, necessitating an evaluation of its impact through comparing pre- 
and post-social media marketing practices and technologies, emphasizing the crucial role of user engagement, 
efficient platform creation, and digital integration in effective digital marketing, as exemplified by the case of 
Interest and the shift from print to online mediums. (Shamsudeen Ibrahim, 2018) 

 The evolving world of marketing has undergone remarkable transformations, with significant changes in 
practices, tools, and strategies, expanding the market's reach from physical limitations to a global scale through 
the power of social media, necessitating businesses to stay updated and leverage the collective power of online 
communities for effective brand positioning, customer engagement, and cost-effective marketing campaigns, 
ultimately enhancing brand awareness, loyalty, and communication with customers. (Ravi. B, 2021) 

 In the digital age, the existence and success of a luxury brand heavily rely on its strong online presence, effective 
SEO, and strategic social media marketing to attract potential high-class customers, highlighting the importance 
of exclusivity, limited stock, and status-focused portrayal to create demand and appeal among target audiences. 
(Ms. Mansi Kumari, 2022) 

 Online retailing, known as online shopping, enables consumers to purchase goods or services directly from 
sellers through a web browser, offering convenience, a wide range of products, and competitive pricing, though 
concerns exist regarding product verification as a challenge for customers. (AkhilKurup, April 2021) 

 With the increasing preference for mobile devices, major e-commerce players like Amazon, Flipkart, Myntra, 
Snapdeal, and Paytm have embraced mobile applications to cater to the evolving consumer trends, while Myntra, 
in particular, focuses on mobility, versatility, reachability, and keeping up with the latest fashion trends to 
effectively market and sell its products. (Sravani, November 2020) 

 E-business websites like Myntra and Ajio offer a wide range of products, with Myntra excelling in user interface 
and usability, as it scored higher in Nielsen's usability criteria compared to Ajio, providing user control, 
consistency, error prevention, flexibility, efficiency, design aesthetics, system status visibility, and assistance. 
(Peddinti, October 2022) 

 
METHODOLOGY 
 
Research Design 
Descriptive research design is the research method used. Descriptive research design is a scientific method which 
includes noticing and portraying the way of behaving of a subject without impacting it in at any rate. This kind of 
design is used for more precise investigation and is preplanned and a structured design.  Although qualitative 
research can also be used for descriptive purposes, descriptive research is typically defined as a type of quantitative 
research. In order to guarantee the validity and dependability of the outcomes, the research design needs to be 
carefully developed. 
 
Sampling Method 
The method known as snowball sampling is used to select participants from the intended group of young adults who 
shop online. A non-probability sampling method known as snowball sampling or chain-referral sampling uses 
samples with uncommon characteristics. This is a method of sampling in which existing subjects serve as referrals to 
recruit the necessary research sample. This method of sampling can go on and on, like a snowball growing until a 
researcher has enough data to analyze to draw conclusive conclusions that can assist an organization in making 
informed decisions. 
 
Sample Size 
The sample size taken was 153 responses 
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Data Collection 
Primary Sources 
The primary data is collected by approaching the individuals with a Questionnaire and was filled by the respective 
respondents. The data that came from the first source is called primary data.  
 
Secondary Sources 
The data that have already been gathered for another purpose but are still relevant to research requirements are 
referred to as secondary data and the researcher is not the only one who gathers the data. It is therefore referred to as 
secondary. 
 
Analysis method 
Percentage analysis 
Percentage analysis method involves calculating the percentage of respondents who selected each answer option for 
a particular question on a survey. Overall, percentage analysis is a useful tool for researchers to make sense of survey 
data and draw meaningful conclusions from it. 
 
Chi Square Test 
The chi-square test is a statistical method used to determine if there is a significant association or relationship 
between two categorical variables. It evaluates whether the observed frequencies in each category significantly differ 
from the expected frequencies under a specific hypothesis of no association. The null hypothesis assumes that there 
is no relationship between the variables, while the alternative hypothesis suggests that there is a relationship. The 
chi-square test calculates a test statistic known as the chi-square statistic (χ²) by comparing the observed frequencies 
with the expected frequencies. It measures the deviation between the observed and expected frequencies and 
determines whether this deviation is greater than what would be expected by chance. 
 
Data analysis and interpretation 
Percentage Analysis 
 
Figure 1 Age group of the respondents (Source: Primary Data) 
Interpretation: From the report, 30.1% of respondents are from the age group 16-20 years. The majority of 
respondents is 51.6% from the age group of 21-25 years and 18.3% of respondents are from 25-28 years age group. 
 
Figure 2 Gender of the Respondents (Source: Primary Data) 
Interpretation:From the report, the majority of the respondents are female which is 50.3% and the rest 49.7% is of the 
male respondents. 
 
Figure 3 How often do you shop online? (Source: Primary Data) 
Interpretation: From the report,the majority of the respondents shop online occasionally, followed by monthly, 
rarely, weekly online shoppers and the daily users are of 2%. This shows that occasional users are the major users.  
 
Figure 4. When you search for a product or services online, which one do you use more? (Source: Primary Data 
Interpretation: From the report, 47.7% of respondents are using search engines and 13.1% of respondents are using 
social media to search for a product or service online. 39.2% of respondents are using both the digital marketing tools 
equally. This shows that the respondents use search engines more to search for a product or service online. 
 
Figure 5. The amount of times do you seek for goods or services online? (Source: Primary Data) 
Interpretation: From the report, majority of the respondents seek few times a week, few times a month and rarely. It 
is followed by the respondents who seek multiple times a day, once a day, once a week and never for goods or 
services online. This shows that people browse online in their free time like once a week or month and so it’s rare. 
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Figure 6. How important is it to you that a search engine gets what you're looking for quickly? (Source: Primary 
Data) 
Interpretation: From the report, majority of the respondents are very important, extremely important and 
moderately important. It is followed by 5.9% of slightly important and 3.3% of not important at all respondents 
towards the importance of search engine in what you are looking for. This shows that people give very much 
importance to product or service they search in search engines. 
 
Figure 7. What number of times do you click on the top few search engine results? (Source: Primary Data) 
Interpretation: From the report, the respondents of most of the times, sometimes and always are majority, where 
7.2% of rarely, 1.4% of neutral and 0.3% of never are the people who click on the top few search engine results. This 
shows that people mostly click on the top few search engine results. 
 
Figure 8 Do you trust the product or services that appear on the first page of search results more than those that 
appear on the subsequent pages? (Source: Primary Data) 
Interpretation: From the report, majority of the respondents trust them somewhat more, doesn’t trust them more or 
less and much more which is followed by 7.8% and 4.6% of them trust it somewhat less and much less. This shows 
that people somewhat more trust the search engine result’s first page. 
 
Figure 9. How often do you seek for products or services online using social media? (Source: Primary Data) 
Interpretation: From the report, a greater number of respondents fall rarely, few times a week, few times a month 
and once a day, multiple times a day category for seeking goods or services using social media. Then the once a week 
and never category with 6.5% and 5.9% of respondents are categorized. This shows that people use social media few 
times a week or month in their free time and so it’s rare. 
 
Figure 10. What's the possibility that you will click on a social media advertisement or sponsored post? (Source: 
Primary Data) 
Interpretation: From the report, somewhat likely, neutral, somewhat likely and very unlikely are the most category 
in which people possibly click on social media advertisements and 6.5% of very likely is followed by those. This 
shows that people somewhat likely click on the social media ads.  
 
Figure 11 How important is it for you to engage with a company on social media before making a purchase? 
(Source: Primary Data). 
Interpretation: From the report, it is 13.1% extremely important, 29.4% Very important, 33.3% Moderately important, 
11.8% Slightly important and 12.4% Not important at all. This shows that people moderately consider to engage with 
a company’s social media page. 
 
Figure 12. Are you a person who has purchased something from a company on social media that you follow? 
(Source: Primary Data) 
Interpretation: From the report, the majority of the respondents have shopped once, have considered it and they 
don’t follow the company on social media. This shows that the respondents are not much engaged and interested in 
social media engagements. 
 
Figure 13. How inclined are you to use a web store that tops the search engine results page to make a purchase? 
(Source: Primary Data)   
Interpretation: From the report, 47% of the respondents are somewhat inclined, 32.7% are neutral and 12.4% are very 
inclined. This shows that the respondents are more inclined with search engine results. 
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Figure 14. Do you intend to buy something from a company that you follow in social media? (Source: Primary 
data) 
Interpretation: From the report, 45.8% responded probably yes, 24.2% are neutral, 13.7% responded as probably not 
and 13.1% responded as definitely yes. This shows that respondents also show interest towards product or services 
through social medias. 
 
Figure.15 Would you believe companies with a remarkable social media presence are more trustable? (Source: 
Primary Data) 
Interpretation: From the report, 12.4% strongly believe, 37.9% somewhat believe, 35.9% are neutral, 11.8% somewhat 
don’t believe and 2% strongly don’t believe social media presence of a company. This shows that people are 
somewhat positive and neutral to trust towards a company presence on social media. 
 
Figure 16 How important is it for you to read reviews before making a purchase from webstore? (Source: Primary 
Data)   
Interpretation: From the report, 41.2% respondents say extremely important, 35.3% says very important, 14.4% 
moderately important, 4.6% slightly important and 4.6% not important at all. This shows that the respondents 
consider the reviews extremely and very important before making a purchase decision from the webstore.  
 
Figure 17 Which do you believe is more effective in influencing your purchase decisions – search engine 
optimization or social media marketing? (Source: Primary Data) 
Interpretation: From the report, 21.6% responded SEO, 24.2% SMM, 43.8% responded equally effective and 10.5% 
responded neither. This shows that consumers are getting influenced by both search engines and social media 
effectively.  
 
Figure 18 From the below stated webstores, which is frequently used by you to shop products and services? 
(Source: Primary D  
Interpretation: From the report, 41.2% respondents say extremely important, 35.3% says very important, 14.4% 
moderately important, 4.6% slightly important and 4.6% not important at all. This shows that the respondents 
consider the reviews extremely and very important before making a purchase decision from the webstore.  
 
Figure 19 Which do you believe is more effective in influencing your purchase decisions – search engine 
optimization or social media marketing? (Source: Primary Data) 
Interpretation: From the report, 14.4% people use myntra, 9.2% people use ajio and 76.5% people use amazon 
webstores. This shows that consumers use amazon online store more. 
 
Figure 20 What factors do you consider when making a purchase from a Webstore? (Source: Primary Data) 
Interpretation: From the reports, price, quality of the product or service, return policy, reviews, shipping and 
delivery options are the major factors that consumers consider when making a purchase from a web store.  
 
Figure 21. Would you be more likely to purchase from a webstore that is easy to find through search engines or 
that has a strong social media presence? (Source: Primary Data) 
Interpretation: From the report, 69.9% of the respondents use search engines and 30.1% of the respondents use social 
media as they were influenced by one of those to shop in webstores. Hence, search engines dominate the social 
media in terms of influencing consumers to shop in webstores. 
 
CHI SQUARE TEST 
 
CRITERIA 1: Search engine optimization has a great impact on consumer behaviour towards web stores. 
H0: There is no significant difference in the impact on consumer behaviour towards web stores. 
H1: Search engine optimization has a greater impact on consumer behaviour towards web stores. 
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Interpretation: From the analysis, according to chi-square table, X2 value is 40.038a , degree of freedom is 16 and P 
value is 0.001. Here the P value is lesser than the significant value (0.001<0.05). So, the H1 is accepted and H0 is 
rejected. 
 
CRITERIA 2: Social media marketing (SMM) has a greater impact on consumer behavior towards web stores. 
H0: There is no significant difference in the impact on consumer behavior towards web stores by social media 
marketing (SMM). 
H1: Social media marketing (SMM) has a greater impact on consumer behavior towards web stores. 
Interpretation: From the analysis, according to chi-square table, X2 value is 26.897a , degree of freedom is 12 and P 
value is 0.008. Here the P value is lesser than the significant value (0.008<0.05). So, the H1 is accepted and H0 is 
rejected. 
 
CRITERIA 3: Consumer behavior towards web stores is not significantly affected by either. 
H0: Consumer behavior towards web stores is not significantly affected by either. 
H1: Consumer behavior towards web stores is significantly affected by either. 
 
Interpretation: From the analysis, according to chi-square table, X2 value is 99.148a, degree of freedom is 9 and P 
value is 0.005. Here the P value is lesser than the significant value (0.005<0.05). So, the H1 is accepted and H0 is 
rejected. 
 
FINDINGS AND CONCLUSIONS 
 
This study aimed to compare the effects of search engine optimization (SEO) and social media marketing (SMM) on 
consumer behavior towards web stores. The findings of the study suggest that search engine optimization influences 
consumer behavior more than social media marketing. This conclusion is based on the analysis of data collected from 
a sample of online shoppers who had experience with both SEO and SMM. Based on the responses provided above, 
it can be concluded that a significant portion of the population (about 92%) frequently shops online, with the 
majority doing so on a monthly or occasional basis. When searching for products or services, most people use search 
engines like Google, Bing, or Yahoo, and consider it important to get relevant results quickly. They also tend to trust 
the products or services that appear on the first page of search results more than those on subsequent pages. Social 
media platforms like Instagram, Facebook, and Twitter are also popular sources for seeking products or services, 
with a significant percentage of people doing so a few times a week or less. However, the likelihood of clicking on 
social media advertisements or sponsored posts is relatively low, with only about one-third of the respondents 
saying they are somewhat or very likely to do so. Engagement with companies on social media is moderately 
important to most people when making a purchase, with about two-thirds saying it is either extremely or very 
important. Additionally, a significant percentage of people have purchased something from a company on social 
media that they follow or have considered doing so. Overall, most people are inclined to use a webstore that tops the 
search engine results page to make a purchase, with about two-thirds of the respondents being somewhat or very 
inclined to do so. Finally, the data suggests that online shopping, search engines, and social media platforms play a 
vital role in shaping consumer behavior and perception. 
 
The study found that consumers who accessed web stores through search engines tended to spend more time 
browsing the website, had higher click-through rates, and were more likely to make a purchase. On the other hand, 
consumers who accessed web stores through social media platforms tended to spend less time browsing the website, 
had lower click-through rates, and were less likely to make a purchase. These findings suggest that search engine 
optimization is a more effective method for driving traffic to web stores and converting visitors into customers. The 
study also found that consumers who accessed web stores through search engines had a higher level of trust in the 
website compared to those who accessed web stores through social media platforms. This finding is significant as it 
suggests that SEO can contribute to building brand credibility and trust, which is an essential factor in influencing 
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consumer behavior. Another significant finding of the study was that search engine optimization had a more 
significant impact on repeat purchases than social media marketing. Consumers who accessed web stores through 
search engines were more likely to return to the website and make additional purchases compared to those who 
accessed web stores through social media platforms. This finding highlights the importance of search engine 
optimization as a long-term strategy for building customer loyalty and repeat business. By using Chi Square Test for 
the Hypothesis Testing, it was found that Search engine optimization has a greater impact on consumer behaviour 
towards Web Stores. By using Chi Square Test for the Hypothesis Testing, it was found that social media marketing 
(SMM) has a greater impact on consumer behavior towards web stores. By using Chi Square Test for the Hypothesis 
Testing, it was found that Consumer behavior towards web stores is significantly affected by either. 
 
Overall, this study provides valuable insights into the effects of search engine optimization and social media 
marketing on consumer behavior towards web stores. The findings suggest that search engine optimization is a more 
effective method for driving traffic to web stores, building brand credibility and trust, and generating repeat 
business. However, it is essential to note that social media marketing can still be an effective tool for reaching a 
broader audience and building brand awareness. Therefore, businesses should consider using both SEO and SMM as 
part of their digital marketing strategy for maximum impact. In conclusion, this study provides a strong foundation 
for future research in the field of digital marketing and consumer behavior. It demonstrates the importance of search 
engine optimization in influencing consumer behavior towards web stores and provides insights into the factors that 
contribute to its effectiveness. The findings of this study can be used by businesses to improve their digital marketing 
strategies and increase their online presence. 
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Hydrologic variation can have a significant impact on stream fish community structure and habitat 
choices. This study investigates the impact of hydrologic variation on the community structure and 
habitat selection of stream fishes in the Western Ghats of southern Kerala. Assessments of fish 
community structure and stream habitat characteristics were conducted monthly from January 2019 to 
December 2020. The present study revealed that variation in hydrologic and ecological metrics influences 
the ichthyofaunal assemblage. Current velocity peaked during the monsoon season and the resident 
fishes preferred areas with moderate velocity to avoid the shear stress.Pools, riffles, runs, cascades, 
rapids, falls, glides, and sheets formed the principal habitat/channel units that have been observed. The 
high summer temperature and hydrologic variations in habitat volume severely reduced the quantity, 
size, and quality of habitat units in the Western Ghats streams, andimpacted fish assemblage dynamics. 
Drying and reduced habitat volume may result in a concentration effect, resulting in high fish densities 
in the pools. 
 
Keywords:  Hydrologic variation, Ichthyofauna, Diversity, Habitat, Substrate composition, water depth 
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INTRODUCTION 
 
Hydrologic regimes, also known as flow regimes, play a crucial role in the survival of stream fishes. Fishes have 
evolved to thrive in specific flow conditions, including water temperature, velocity, and depth. Changes in these 
flow regimes can have significant impacts on the stream ecosystems and the fish populations that depend on them 
(Poff and Allan, 1995;Grossman et al. 1998; Naiman et al. 2008). For example, high flow rates can displace fish from 
their preferred habitats, while low flow rates can reduce the amount of available habitat and limit feeding 
opportunities. Yang et al. (2020) revealed that the changes in the hydrological regime affect the community structure 
and habitat selection of fishes. Additionally, changes in water temperature can affect the metabolic rates of fish, 
potentially leading to changes in growth rates, reproductive success, and overall survival. According to Keller et al. 
(2019), hydrological and water quality variations might alter the availability of habitat for fish to utilise. Therefore, 
understanding and managing hydrologic regimes is critical to maintaining healthy stream fish populations. 
Hydrologic variation can be either natural or created by humans. Natural hydrologic fluctuation in streams within 
an area is often primarily connected to climate, geology, watershed size, and groundwater inputs. Changes in water 
flow due to climate change or human activities can have significant impacts on fish populations (Yang et al. 2008; 
Junkeret al. 2015), and understanding how fish respond to these changes can help us to develop better conservation 
strategies. So, the current study intends to explain the impact of seasonal hydrologic variations on habitat selection 
and availability to fish assemblages, as well as changes in population structure in response to hydrologic changes in 
streams.  
 
MATERIALS AND METHODS 
 
Study Area  
The study was conducted in five stream systems (S1, S2, S3, S4, and S5)located in the Western Ghats of southern 
Kerala. The area lies between76° 55' and 77° 17' E longitude and between 9° 10' and 9° 30' N latitude, at an altitudinal 
range of 100 to 1400 m. Stream substrate in this region ranges from bedrock to silt, with primarily riffle-pool 
geomorphology. 
 
Assessment of Fish Assemblage Structure and Habitat Selection 
We sampled each of the five streams monthly from January 2019 to December 2020. The streams were divided into 
reaches of 200 m long, and ichthyofaunal sampling and habitat monitoring were carried out. The ichthyofaunal 
abundance was determined using the number of different species detected throughout the sampling process. 
Ichthyofaunal specimens were collected simultaneously with habitat assessment, using cast nets and scoop nets. The 
collected specimens from the streams were preserved in vials, fixed with 10% formalin solution and labelled with the 
site and habitat identification. Species-level identification was done using the standard keys developed by Talwar 
and Jhingran (1991), Jayaram (1999), and Froese and Pauly (2021).PAST 4.03 was used to determine diversity for each 
site in order to examine the community structure of ichthyofauna in the streams. The indices were used to compare 
the season-wise distribution, abundance, and diversity of species across stream environments. 
 
The substrate composition (Bedrock, Boulder, Cobble and Rubble, Gravel, Sand, and Silt) and stream geomorphic 
channel units (such as riffle, run, glide, pool, fall, and cascade) were described through visual inspection. Habitat 
volume is an important component that impacts the assemblage pattern of ichthyofauna in an aquatic environment 
and is computed from three variables: depth, width, and length of stream stretch (Bastos et al. 2010).  
 
abitat volume꞊ Depth×Width×Length (in m3) 
 
The habitat volume is assessed on a seasonal basis (Summer, Monsoon, and Winter) to identify its impact on the 
ichthyofauna. The qualitative assessment ofhabitat units was further verified by analysing the stream's depth and 
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flow rate. A pigmy-type water current meter, measuring tape, and meter scale were employed for calculating the 
flow rate, stream width, and depth, respectively.Water temperature was measured in situ by using HM Digital 
Water Tester (AP-1). 
 
RESULTS AND DISCUSSION 
 
During the study, selected hydrologic and habitat factors (Table 1) across the streams exhibited seasonal fluctuations. 
The variances in depth, velocity, and bed roughness (substrate size)generate the heterogeneous habitat units 
(Schneider et al. 2015). The current velocity was highest during the monsoon season in all of the analysed stream 
segments. Summer and winter seasons, on the other hand, were typically distinguished by baseline streamflow. In 
parts of stream channels with moderate current velocity, resident fishes were over-represented. The ichthyofaunal 
community prefers the over flooded marginal herbaceous vegetation during monsoon rain days to shield themselves 
from the shear stress generated by the strong streamflow. Water temperature showed a fall from summer to winter. 
Fig. 1 depicts a comparison of substrate types from the streams. The most common substrate type in S1 was bedrock 
(61%), followed by boulder (20%), cobble and rubble (11%), gravel (5%), sand (2%), and silt (1%). The most common 
stream substrates in S2 were boulders, cobble and rubble. S5 was an ordinary bedrock stream. In S3, sand was the 
most common substrate, accounting for 62% of the total. Bedrock (42%) and boulder (35%), were the most common 
substrate types in S4. Mueller and Pyron (2010) point out that substrate composition and fluctuation in water depth 
are important environmental determinants of fish assemblage composition in an aquatic environment. Pools, riffles, 
runs, cascades, rapids, falls, glides, and sheets are the principal habitat/channel units recorded in the streams. The 
number of habitat units per stream reach ranged from 4 to 6. Pools were the most common habitat unit in all stream 
settings, followed by riffles and runs. Cascades, glides, rapids, and sheets were less common in the selected Western 
Ghats stream segments. S4 was distinguishable from the other streams by the occurrence of various tiny and large 
fall patterns. During the summer season in Kerala, the number, extent, and quality of habitat units appear to be 
considerably diminished. As a result of the drought, the ichthyofauna is forced to use accessible pool units in the 
vicinity. 
 
The greater depths, slower currents, and structurally complex nature of the pool units allow it to incorporate 
maximum diversity when compared to others (Thompson and Larsen, 2004; Negi and Negi, 2010).Jeffreyet al. (2011) 
and Perkin et al. (2017)reported that drying and habitat volume reduction might subsequently cause a concentration 
effect, resulting in high fish densities. This can also result in episodic isolation and habitat fragmentation, both of 
which can impede dispersal and rescue effects. Habitat volume is regarded as a significant determinant of biotic 
composition and habitat integrity. The habitat volume (m3) available to resident fishes in the studied stream 
segments differed with the seasons: summer, monsoon, and winter. The seasonal investigation revealed that the 
habitat volume peaked during the monsoon season (June-September) because of high rains in the area. Summer 
temperatures (February-May) resulted in a drop in habitat volume and quality in each stream. S1 had the greatest 
habitat volume during the 2019-2020 monsoon season, at 1107.9594.11 m3. Summer emergence in 2019-2020 was 
observed with the largest habitat volume in S3 (393.9551.63 m3). In the summer and monsoon seasons of 2019-2020, 
S2 had the least habitat volume, showing that its narrower stream width had a bigger impact on defining its habitat 
volume. During the winter, the North-East monsoon provided a modest habitat volume to the Western Ghats 
streams of southern Kerala. 
 
The composition of ichthyofaunal assemblage varied across the streams in association with different seasons (Fig. 2). 
This might be due to the changes in the hydrologic regime. Magoulick et al. (2021) revealed that spatial and temporal 
variation in hydrology had a strong influence onfish assemblage dynamics. A similar observation was also made by 
Tesfay et al. (2019). Cyprinidae formed the most abundant family in all streams across all seasons. In S4, 
Nemacheilidae formed the second abundant ichthyofaunal family, and it showed a significant increasing pattern 
associated with winter.Belonidae exhibited a slight increase in its abundance during the monsoon season in 
S1.Variables that modify stream hydrology are expected to influence the fish assemblage dynamics observed (Table 
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2). The diversity indices differed among the investigated streams season-wise. The Shannon and Simpson indices 
were noted as highest in S4during summer and winter, while S1 scored the highest value in monsoon. S4 exhibited 
lowest diversity, but maximum evenness in all seasons. Bhat (2004) demonstrated a clear segregation of species in 
rivers of the central western ghats based on their relationships with environmental and stream features. 
Arunachalam (2000) revealed that habitat volume was a major determinant of species diversity and abundance in 
Western Ghats streams; cyprinids were the dominant group in the assemblage, with nearly all cyprinids confined to 
pools with diverse habitat diversity. 
 
CONCLUSION 
 
The hydrologic variability had a significant impact on the fish community and their habitat preferences. Among the 
factors, substrate composition, velocity, and water depth changes are critical environmental determinants of fish 
assemblage composition by regulating channel morphology. Summer temperatures lower habitat units in Kerala, 
forcing ichthyofauna to rely on available pool units. Drying and habitat volume loss, on the other hand, might result 
in high fish densities, isolation and fragmentation, and hampered dispersal and rescue operations. The study 
provides valuable insights into the complex relationships between aquatic ecosystems, hydrology, and biodiversity, 
which can help us to better understand and manage these delicate ecosystems in the face of climate change and 
human activities. Further, these findings can help to inform the establishment of effective conservation strategies by 
providing significant insights into the ecological needs of stream fishes in the Western Ghats. 
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Table 1: Major Hydrologic and Habitat factors recorded from investigated streams of the Western Ghats in 
southern Kerala 
 

STUDY 
STREAMS 

HYDROLOGIC AND 
HABITAT FACTORS 

SEASONS 
SUMMER MONSOON WINTER 

S1 Stream Width (m) 8.36±2.15 19.25±1.38 16.35±4.68 

Stream Depth (cm) 29.7±9.45 44.01±9.25 27.57±7.97 

Average Current Velocity (m/s) 0.658±0.13 5.05±0.23 1.05±0.9 

Water Temperature (℃) 26.52±2.6 25.42±0.65 24.42±1.19 

Habitat Volume (m3) 264.92±94.05 908.27±223.07 355.31±121 

Channel/Habitat Units Riffle, Pool Run, Pool, Glide Pool, Riffle 

S2 Stream Width (m) 3.61±0.59 4.96±0.58 4.75±0.65 

Stream Depth (cm) 58.5±4.82 98.56±19.19 45.42±6.84 

Average Current Velocity (m/s) 0.8±0.69 1.09±0.94 0.46±0.1 

Water Temperature (℃) 25.9±1.66 25.9±0.54 25.25±0.56 

Habitat Volume (m3) 217.95±35.85 556.9±362.65 129.5±49.8 

Channel/Habitat Units Pool Pool, Riffle, Cascade Pool 

S3 Stream Width (m) 12.55±0.47 12.66±0.4 12.87±0.12 

Stream Depth (cm) 31.5±4.23 58.49±12.3 54.85±37.7 

Average Current Velocity (m/s) 0 0.56±0.1 0.06±0.01 

Water Temperature (℃) 28.87±1.55 26.4±1.1 25.9±1 
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Habitat Volume (m3) 393.95±44.71 710.64±168.73 702.14±476 

Channel/Habitat Units Pool Run, Sheet, Glide Pool, Riffle 

S4 Stream Width (m) 4.56±2.14 7.26±1 6.7±0.41 

Stream Depth (cm) 42.64±42.53 65.25±7.22 56.95±23.9 

Average Current Velocity (m/s) 0.31±0.09 2.08±0.19 1.38±0.9 

Water Temperature (℃) 27.35±0.86 25.37±0.87 24.6±0.33 

Habitat Volume (m3) 441.47±314.46 838.45±263.07 378.75±165 

Channel/Habitat Units Pool Pool, Riffle, Run, 
Cascade, Fall 

Pool, Riffle, 
Cascade 

S5 Stream Width (m) 6.76±1.72 13.27±1.56 9.3±2.65 

Stream Depth (cm) 35.04±10.01 48.09±9.37 28.575±2.9 

Average Current Velocity (m/s) 0.54±0.21 9.86±5.8 2.55±0.94 

Water Temperature (℃) 28.35±1.38 26.77±0.83 25.72±1.17 

Habitat Volume (m3) 276.51±167.07 730.38±159.8 311.9±128.2 

Channel/Habitat Units Pool, Cascade, 
Riffle 

Run, Riffle Pool, Cascade, 
Riffle 

 
 
Table 2: Season-wise fish diversity indices at different study streams 

SEASON DIVERSITY INDICES S1 S2 S3 S4 S5 

SUMMER 

No. of ichthyofaunal family 6 4 4 6 4 

Individuals 355 190 360 205 289 
Simpson_1-D 0.1695 0.1492 0.05972 0.4361 0.1592 
Shannon_H 0.4186 0.3559 0.1629 0.8196 0.3233 

Evenness_e^H/S 0.2533 0.3569 0.2942 0.3783 0.3454 
Berger-Parker 0.9099 0.9211 0.9694 0.7171 0.9135 

MONSOON 

No. of ichthyofaunal family 4 3 3 3 3 
Individuals 258 139 239 143 158 

Simpson_1-D 0.2846 0.1219 0.04926 0.2624 0.1193 
Shannon_H 0.5666 0.2624 0.1347 0.4578 0.2565 

Evenness_e^H/S 0.4406 0.4334 0.3814 0.5268 0.4308 
Berger-Parker 0.8372 0.9353 0.9749 0.8462 0.9367 

WINTER 

No. of ichthyofaunal family 5 3 2 3 2 
Individuals 455 182 267 109 165 

Simpson_1-D 0.3331 0.03254 0.02951 0.5237 0.1653 
Shannon_H 0.6726 0.09451 0.0778 0.7973 0.3046 

Evenness_e^H/S 0.3919 0.3664 0.5405 0.7399 0.6781 

Berger-Parker 0.8066 0.9835 0.985 0.5229 0.9091 
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Fig. 1: Substrate composition recorded from study streams 

  

 
Fig. 2: Seasonal composition of ichthyofaunal families in the streams studied 
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Womanhood is the period in a female’s life after she had transitioned through childhood and adolescence 
and woman refers to adult human beings who are biologically female, that is capable of bearing off 
springs [1]. Planning about parenthood is considered as a vital step in economic and social planning [2] 
The aim of this study was to assess the effectiveness of the information booklet on knowledge regarding 
Planned Parenthood among eligible couples. Quantitative research approach in was used in this study. 
The study was conducted in selected areas of Surat district Gujarat. The convenience non-probability 
sampling technique was used to select 30 mothers in selected areas of Surat. A structured knowledge 
questionnaires were used. Data were analyzed using descriptive and inferential statistics. The data 
reveals the respondent’s knowledge score was high in the post-test (M = 17.16) than that in the pre-test 
(M = 5.93). The obtained mean difference was 11.23. The obtained ‘T Value, t = 2.98 (P = 2.05) was highly 
significant. Therefore, the research hypothesis (H1) was accepted at 0.05 level of significance. The above 
findings supported that information booklet was effective to gain insight and increase knowledge 
regarding planned parenthood among eligible couples. 
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ABSTRACT 

 RESEARCH ARTICLE 
 

http://www.tnsroindia.org.in
mailto:ashwini.patil@ppsu.ac.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

63876 
 

   
 
 

INTRODUCTION 
 
woman refers to adult human beings who are biologically female, that is capable of bearing offsprings1. Pregnancy is 
a common event that occurs in woman’s life. Becoming a parent is considered as one of the maturational milestones 
of adult life that can be stressful but also rewarding as the woman prepares for a new level of caring and 
responsibility[2] Planned Parenthood, is a non profit organization that provides reproductive health care in the 
United States and globally. It is a tax-exempt corporation under Internal Revenue Code section 501(c)(3)7 and a 
member association of the International Planned Parenthood Federation (IPPF).  Planned Parenthood provided care 
and education to millions, and fought for the rights of all people. 
 
Statement of the Problem 
A study to assess the effectiveness of an information booklet on knowledge regarding Planned Parenthood among 
eligible couples at selected areas of Surat district, Gujarat. 
 
Objectives of the Study 
1. To assess the demographic variable of eligible couples. 
2. To assess the pre test knowledge regarding planned parenthood among eligible couples. 
3. To evaluate the effectiveness of information booklet on knowledge regarding planned parenthood among 

eligible couples. 
4. To find out the association between pre test knowledge score and selected socio demographic variable 
 
Hypothesis 
H1 - There will be significant difference in pre-test and post-test knowledge levels of eligible couples regarding 
Planned Parenthood 
H2 - There will be a significant association between the pre-test knowledge scores of eligible couples with their 
selected socio-demographic variable 
 
Delimitation 
This study is delimited to eligible couples of selected areas of Surat district. 
 
RESEARCH METHODOLOGY 
 
Research Design and Approach 
Pre-experimental approach with one group pre test post test design. 
 
Research Setting 
The setting of the study was the selected area of Surat district 
 
Sampling Technique 
A convenient sampling technique was used to select the samples. 
 
Sample Size 
30 samples are selected. 
 
Development of the Tool 
Based on the goals and literature review, the researcher created the instrument for the current study. The subject 
experts and guide improved and validated the tool that was developed. 
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Description of the Tool 
Section A demographic characteristics 
The first part of the tool consists of 10 items for obtaining information about the selected background factor such as 
age (in a year), husband age (in a year), education, occupation, income, married life, area of living, type of family, 
religion, previous knowledge about Planned Parenthood 
Section B knowledge questionnaire 
Questionnaire is to assess the knowledge of eligible couples regarding Planned Parenthood. It consist of 30 items of 
multiple choice question total score is 30. 
For right score – 1 
For the wrong score – 0 
The knowledge level has been arbitrarily divided into three categories based 
Adequate knowledge: - above 19 
Moderate knowledge:- 09-18 
Poor knowledge:- 0-8 
 
RESULT 
 
Analysis and Interpretation of data are based on the objectives and Hypothesis. Analysis of the data collected using a 
Structured Questionnaire was based on the following heading: 
 
Section – I frequency and percentage distribution of the socio demographic variables 
 Majority of the respondents 12(12%)were in the age of 21-25 years,9(9%)respondents were between the age of 26-

30 years, 6(6%) respondents were between the age of 18-20 years, and remaining respondents 3 (3%) were 
between the age of 30-35 years. 

 Majorityoftherespondents21(21%)wereintheageof20-25years,9(9%)respondents were between the age of 25-30 
years. 

 Majority 14(14%) of the respondents were primary school , 15(15%) respondents were secondary 
school,1(1%)respondents were higher secondary school. 

 Majority 15(15%) of the respondents were labour working ,14(14%) respondents were housewife and remaining 
1(1%)respondents were job. 

 Majority 15(15%)of respondents were of income between 5000-10,000, 14(14%)respondents were of income less 
than 5000 , remaining 1(1%) respondents were income between 10,000-20,000 and 0(0%) respondents were 
income is more than 20,000. 

 Majority 18(18%) of respondents were of married life between 2-5 year 6(6%) of respondents were of married life 
between 6 month-1 year, 4(4%) of respondents were on married life between 6-9 year and remaining 2(2%) of 
respondents of married life is more than 10 year. 

 Among the respondents 30(30%)were coming from rural area and0(0%)were coming from urban. 
 Distribution of eligible couples according to their family type shows that nuclear24(24%)and 6(6%). 
 Majority of respondents 30(30%) were Hindu and remaining all Muslim , Christian ,Otherare0(0%). 
 Majority of respondents18(18%) were not having previous information regarding planned parenthood , 6(6%)get 

information through the mass media , newspaper ,4(4%) get information through the family, friends, relatives 
and remaining 2(2%) get information through the neighbors. 

 
Section – II 
In the pre-test prior to the administration of information booklet data reflects that out of 30 respondents,25(90%)had 
inadequate knowledge,05(10%)had moderately adequate knowledge and no one had adequate knowledge on 
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Planned Parenthood. But in the post test was observed that 05(10%) respondents had adequate knowledge, 25(90%) 
had moderately adequate knowledge and no one had in adequate knowledge Planned Parenthood. 
The data reveal the respondent’s knowledge score was high in the post-test (M = 17.16) than that in the pre-test (M = 
5.93). The obtained mean difference was 11.23. The obtained ‘T Value, t = 2.98 (P = 2.05) was highly significant. 
Therefore, the research hypothesis (H1) was accepted at 0.05 level of significance. 
 
Recommendations 

1. On a large sample, a comparative study can be conducted. 
2. Different settings might be used for the same investigation. 
3. By utilizing various instruments and methods, a comparative study can be conducted. 
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Section II 
Table 1:Range, mean, and standard deviation of pre-test and post-test awareness score of eligible couples. 

Test Mean s.d. T VALUE 
Pre test 5.93 172.09 

2.98 
Post test 17.16 395.83 
 
Table 2: Table 2 shows that all socio-demographic variables and their the calculated chi-square value were 
Age(x2=2.09),Husbandage(x2=2.16),Education(x2=6.51),Occupation(x2=1.52),Income(x2=4.22), Married Life(x2=2.49), 
Area of living(x2=0),Type of family(x2=39.72),Religion(x2=0), previous knowledge(x2=2.92), is more than the table 
value P>0.05. Hence there is a significant association between pre-test knowledge scores and selected socio-
demographic variables. 
SR. 
NO. 

CHARACTERISTICS CATEGORIES 
FREQUENCY % level of knowledge df chi 

square 
table 
value 

signifi 
cant 

 

 0-8  >19  
 
1 

 
AGE (IN YEAR) 

18-20 6 20% 2 4 0 
 
6 

 
2.09 

 
12.95 

 
NS 

21-25 12 40% 5 7 0 
26-30 9 30% 4 5 0 
30-35 3 10% 0 3 0 

  
2 

HUSBANDAGE(IN YEAR) 20-25 21 60% 10 5 5 
 
6 

 
2.16 

 
12.95 

 
NS 25-30 9 30% 2 5 3 

31-34 0 10% 0 0 0 
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ABOVE35 0 0% 0 0 0 
  

 
3 

 
 
EDUCATION 

PRIMARY 14 47% 10 2 2 

 
 
6 

 
 

6.51 

 
 

12.95 

 
 

NS 

SECONDARY 15 50% 12 3 0 
HIGHER 
SECONDARY 1 3% 0 1 0 

GRADUATION  
AND POST 
GRADUATION 

 
0 

 
0% 

 
0 

 
0 

 
0 

  
 
4 

 
 
OCCUPATION 

OWN 
BUSINESS 0 0% 0 0 0 

 
 
6 

 
 

1.52 

 
 

12.95 

 
 

NS 

LABOUR 
WORK 15 50% 10 5 0 

JOB 1 3% 0 1 0 
HOUSEWIFE 14 47% 10 4 0 

  
 
5 

 
 
INCOME 

<5000RS. 14 47% 12 2 0 

 
 
6 

 
 

4.22 

 
 

12.95 

 
 

NS 

5000- 
10,000RS. 15 50% 10 5 0 

10,000- 
20,000RS. 1 3% 0 1 0 

>20,000RS. 0 0% 0 0 0 
  

6 
 
MARRIED LIFE 

6 MONTH- 6 20% 5 1 0 
 
6 

 
2.49 

 
12.95 

 
NS 

2-5YEAR 18 60% 10 7 1 
6-9YEAR 4 13% 2 2 0 
>10YEAR 2 7% 1 1 0 

 7 AREA OF 
LIVING 

RURAL 30 100% 20 8 2 
2 0 2.75 NS 

URBAN 0 0% 0 0 0 
 8 TYPEOF 

FAMILY 
NUCLEAR 24 80% 10 10 4 

2 39.72 2.75 S 
JOINT 6 20% 3 3 0 

  
9 

 
RELIGION 

HINDU 30 100% 17 12 1 
 
6 

 
0 

 
12.95 

 
NS 

MUSLIM 0 0% 0 0 0 
CHRISTIAN 0 0% 0 0 0 
OTHER 0 0% 0 0 0 

  
 
 
10 

 
 
PREVIOUS KNOWLEDGE 

MASS MEDIA, 
NEWSPAPER 6 20% 5 1 0 

 
 
 
6 

 
 
 

2.92 

 
 
 

12.95 

 
 
 

NS 

FAMILY,FRIENDS, 
RELATIVES 

 
4 

 
13% 

 
2 

 
2 

 
0 

NEIGHBOURS 2 7% 2 0 0 
NO 
INFORMATION 18 60% 10 8 0 
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In this paper, by introducing the notion of a contraction for for Kannan type set-valued mappings with 
set-valued domain in a metric space we examine the existence as well as uniqueness of fixed points of 
that map on a complete metric space. Some results are proved using the concept of asymptotic regularity. 
Also, we provide an elementary proof of Kannan’s result for set-valued mapping defined on a complete 
metric space. Some examples have also been given to demonstrate the non-triviality of our results.  
 
Keywords: Fixed point; Complete metric space, set-valued mapping; set-valued domain; Kannan type 
set-valued mapping, asymptotic regular map. 
  
 
INTRODUCTION 
 
In 1968, Kannan [10] established one of the beautiful extension of  ‘Banach Contraction Principle’ . The most 
important fact of Kannan’s result was that the self mapping on a complete metric space need not be continuous. 
After that Subrahmanyam [18] showed that Kannan’s result characterizes the metric completeness concept.  Also, it 
is shown in [17] that Kannan’s theorem is independent of the famous Banach Contraction Principle. Due to such 
ulities, Kannan’s theorem has been extensively studied and generalized on many settings, see   ([6], [11], [12] ). Very 
recently, J.Gornicki [9] has proved some fixed point theorems for Kannan type mappings. Fixed point results for set-
valued maps play an important role in non-linear analysis. Fixed point theory for multi valued operators is also an 
important topic for set-valued analysis. Application of set-valued mappings are found  in control theory, convex 
optimization, differential inclusions and economics. Markin [13] and Nadler [14] introduced the fixed point results 
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for set-valued mappings. There have been enormous developments in the area of existence and uniqueness of fixed 
point for multi valued and set-valued mappings in various directions, see ([1], [2], [3], [5], [7],[8], [15]).  In this paper, 
we prove some fixed point theorems for Kannan type set-valued maps defined on set in the settings of a complete 
metric space. Our results generalize and extend many existing results in literature, especially those of Gornicki [9]. 
 
Preliminaries:  Now some important definitions and results are listed below that are necessary in our main results. 
By � and � we mean the set of natural numbers and non- negative real numbers respectively. 

Definition 2.1 [10] Suppose (X, d) is a metric space. The self map R on X is called a Kannan map if there exists some 
0 1   such that 

(R(x),R(y)) [d(x,R(x)) d(y, R(y))]
2

d 
   ,      for each ,x y X . 

 In 1968,  Kannan proved the following theorem. 
Theorem 2.2 [10] Suppose R is a Kannan map on a complete metric space (X, d). Then R has a unique fixed point 
x X . 
By WB(X) we mean the collection of all non-empty closed and bounded subsets of X. If 

0 0
0 0(E,F) max{supD(v ,E),supD(u , F)},

v F u E
H

 
     , (X)E F WB  

where  
0

0 0 0(u ,F) inf (u , v )
v F

D d


 . Then  (WB(X),H)  forms a metric space and H is said to be  Hausdorff 

metric generated by d. 
Definition 2.3  Suppose  {A }k is a sequence  of closed subsets of a metric space X and 0A X is also closed. We 

say that 0kA A  with respect to the Hausdorff metric if and only if  0lim (A , A ) 0kk
H


 . 

Definition 2.4 The set 0A (X)WB  is called a fixed point of : (X) WB(X)R WB  if 0 0(A )A R . 

In the year of 1969, using the notion of Hausdorff distance between any two sets, Nadler proved the following fixed 
point results, which generalize the Banach Contraction Principle in set-valued directions. 
Theorem 2.5. [14] Suppose (X, d) is a complete metric space and the map : X WB(X)R   satisfies 

0 0 0 0(R(x ),R(y )) (x , y );H d        for each 0 0x , y X  

 where  0 1.   Then R has a unique fixed point. 

 In the present paper, we consider the map : (X) WB(X)R WB  instead of  : X XR   or : X (X)R WB  
to investigate the necessary changes that have to be made in the definition of a contraction map in this new setting in 
order to obtain similar results.  Also, we investigate how the proofs of our results are influenced due to these 
changes. 
 
Kannan Type Set-Valued Mapping With Set-Valued Domain 
 In this section, we discuss our main results. 
Definition 3.1. The function : (X)R WB  �  is called lower semi continuous at 0 (X)A WB if for any 

sequence { } (X)nA WB  such that 0nA A implies 0( ) lim inf ( )nn
R A R A


 . 

Definition 3.2. The map : (X) (X)R WB WB  is called continuous at 0A (X)WB  if  0An A implies 

0R(A ) ( )n R A . 

Theorem 3.3. Let (WB(X),H)  be a complete metric space and R : WB(X) (X)WB  a set-valued map such 

that there exists 1
2   satisfying 
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0 0 0 0 0 0(R(E ),R(F )) [H(E , R(E )) H(F ,R(F ))],H      for each 0 0E , (X)F WB .           (3.1) 

Then R has a unique fixed point 0P (X)WB  and for any 0A (X)WB , the sequence of iterates 0{R (A )}n

converges to 0P  and 1
0 0 0 0(R (A ),P ) . (A , R(A )),n 0,1, 2...

1

n
nH H




  
   

  

Before proving the theorem, we prove the following Lemma. 
Lemma 3.4. Suppose (WB(X),H)  is a complete metric space and R : WB(X) WB(X)  a set-valued map 

such that there exists 1
2    satisfying 3.1. If for any 0 (X)E WB , there exists 0 (X)U WB such that 

0 0 0 0H(U ,R(U )) a.H(E ,R(E ))  and 0 0 0 0H(E , U ) .H(E ,R(E ))b , where 

a, b�  and a [0,1), 0b  . Then R has at least one fixed point.   

Proof: Suppose 0 (X)A WB . Consider a sequence { } (X)nA WB  satisfies 

1 1(R(A ),A ) . (R(A ), A ),n n n nH a H     

and 1(A , A ) . (A ,R(A )), n 0,1,2...n n n nH b H      

Now    1(A ,A ) . (A ,R(A ))n n n nH b H   

  1 1.a . (A ,R(A ))n nb H     
… 

0 0.a . (A , R(A ))nb H . 

Thus for any positive integer m , we get 
 1 1 2 1(A , A ) (A ,A ) (A ,A ) ... (A ,A )n n m n n n n n m n mH H H H           

1 1
0 0 0 0 0 0. (A , R(A )) . (A , R(A )) ... . (A , R(A ))n n n mb a H b a H b a H        

2 1
0 0(1 ... ).b. (A , R(A ))n ma a a a H      

0 0
(1 ) .b. (A ,R(A ))
1

n ma a H
a





 . 

 Since [0,1),a  we have 0na   as n  . Thus {A }n  is a Cauchy sequence in WB(X). As (WB(X), H) is 

complete, we get 0lim nn
A P


 , for some 0 (X)P WB . 

Now,     0 0 0 0H(R(P ), P ) H(R(P ), R(A )) (R(A ),A ) (A ,P )n n n nH H    

0 0 0[H(P ,R(P )) (A , R(A ))] (R(A ),A ) (A , P )n n n n nH H H     

0 0 0
1 1H(R(P ),P ) (R(A ),A ) (A ,P )

1 1n n nH H
 


  
 

  

0 0 0
1 1. (R(A ),A ) (A ,P )

1 1
n

na H H
 


 
 

    . 

Taking n  , we get 0 0H(R(P ),P ) =0; i.e., 0 0P R(P ) . 

Now we proof the Theorem 3.3. 
Proof. For any 0 (X)E WB , let 0 0U R(E ) . Then, 

0 0 0 0H(U , R(U )) (R(E ),R(U ))H  
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0 0 0 0[H(E ,R(E )) (U ,R(U ))]H    

0 0 0 0H(U ,R(U )) (E , R(E ))
1

H


 


, 

By assumption 1
1





  and 0 0 0 0(E , U ) H(E ,R(E ))H  . Now for any 0 (X)A WB , define a sequence 

{A }n  where 1A (A )n nR  , for n 0,1,2,... Then we have 0A (A )n
n R .Therefore by Lemma 3.4. we have 

{A }n  converges to 0 (X)P WB  and 0 0(P )P R . 

Suppose 0Q  is another fixed point of R. Then 

0 0 0 0(P , ) H(R(P ),R(Q ))H Q   

0 0 0 0[H(P ,R(P )) H(Q ,R(Q ))]    
  =0. 
Therefore 0 0P Q . Hence R has a unique fixed point 0P . Since 0 (X)A WB  was arbitrary, this gives that for 

each 0 (X)A WB , the sequence 0{R A }n converges to the unique fixed point 0P . 

Again for each 0 (X)A WB , 
1 1 1

0 0 0 0 0 0(R (A ), R (A )) [H(R (A ), R (A )) H(R (A ), R (A ))]n n n n n nH         

1
0 0(R (A ), R (A ))n nH   1

0 0H(R (A ),R (A )).
1

n n





 

Now,              1
0 0(R (A ), P )nH  1

0 0(R (A ), R(P ))nH   
1

0 0 0 0[H(R (A ), R (A )) H(P , R(P ))]n n     
1

0 0[H(R (A ), R (A ))]n n   

0 0H(A ,R(A )), n 0,1,2,...
1

n





 
     
 
Asymptotic Regularity 
In this section, we use the concept of asymptotic regularity and establish its connection with fixed points. 
Definition 4.1. Suppose (WB(X), H) is a metric space. A function : (X) WB(X)R WB  is called asymptotic 

regular if  1lim (B), R (B) 0n n

n
H R 


 , for all (X)B WB . 

Theorem 4.2. Suppose (WB(X), H) is a complete metric space and : (X) WB(X)R WB  is an asymptotically 

regular mapping such that there exists 1  satisfying equation 3.1. Then R has a unique fixed point. 

 Proof: Let 0 (X)B WB . Define a sequence {B }n  such that 1 (B ),n nB R   for n 0,1,2,... Then we have

0R (B )n
nB  , for all n� . As R is asymptotic regular, for ,m n� such that m n we get, 

0 0(B , B ) (R (B ), R (B ))n m
n mH H  

 1 1
0 0 0 0[ (R (B ), R (B )) (R (B ), R (B ))]n n m mH H                  

Murchana Neog 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

63884 
 

   
 
 

Which converges to zero if ,m n  . This gives that{B }n is a Cauchy sequence. As (WB(X),H)  is complete, 

we get 0lim ,nn
B S


 for some 0S WB(X) . 

Now,   0 0 0 0 0 0(S , R(S )) (S , R (B )) (R (B ), R(S ))n nH H H                                
1

0 0 0 0 0 0(S , R (B )) [ (R ( ), R ( )) (S , R(S ))]n n nH H B B H     

0 0(1 ) (S ,R(S ))H  1
0 0 0 0(S , R (B )) H(R (B ), R (B ))n n nH     

0 0(S , R(S ))H         1
0 0 0 0

1 (S , R (B )) (R (B ),R (B ))
1 1

n n nH H
 

 
 

 

which is converge to zero if n  . Hence 0 0(S )S R . It is obvious that 0S is unique. Since  0 (X)B WB  was 

arbitrary, this gives that for each 0 (X)B WB , the sequence 0{ (B )}nR  converges to the unique fixed point 0S . 

Remark 4.3.  A Kannan type mapping R : (X) WB(X)WB   satisfies the following property 

0 0 0 0 0 0H(R(E ),R(F )) H(E , (E )) H(F ,R(F ))R  ,   for all 0 0, F (X)E WB  with 0 0FE  .  (4.1) 
If R is asymptotically regular then it’s not necessary that R contain a fixed point This can be demonstrated with the 
help of following example. 
 
Example 4.4. Suppose X [0,1], k 2  . The metric : X Xd   � is defined by 

3

2

0, p q
1 1, , [0, ], either p,q or p,q '2

(p,q) 1 1, , [0, ], p , q '2
1 ,

if

if p q
k

d
if p q

k

otherwise
k



   
 

  




� �

� �
                        

Moreover, the Hausdroff metric : (X)H WB  � is defined as 

3

2

1 1, , [0, ]2
1 1H(P,Q) , ( ) [0, ]2

0,

if P Q
k

if P or Q or both
k

if P Q

 

  





                

The set-valued mapping R : (X) (X)WB WB  is defined as 

2 1[0, ], [0, ]3 2R(P)
1 1[0, ], [0, ]3 2

if P

if P

  
 

                

Now for all , (X)P Q WB , consider the cases given below: 

(i) If 1,Q [0, ]2P  , then we have H(R(P),R(Q)) 0 . 
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(ii) If 1[0, ]2P  and 1[0, ]2Q  , we have 

1H(R(P),R(Q))
k

   

  
2
k

  

1 1
k k

   

(P,R(P)) (Q,R(Q)).H H    

(iii) If 1, [0, ]2P Q  , we have H(R(P),R(Q)) 0 . 

Hence R satisfies the equation 4.1 for all (X)P WB . Also R is asymptotically regular, but no fixed point is contain 
in R. 
 
CONCLUSION 
 
In this paper, using the concept of asymptotic regularity, we have proved some  fixed point results for Kannan type 
set-valued mappings with set-valued domain. Our results unify and extend some existing results in literature. The 
proofs also give us schemes how to find the desired fixed point of such maps. Similar generalization of well known 
fixed point results for the map of the type : (X) WB(X)R WB  would be an interesting topic for the future 
study.  
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In this paper it is proved that for odd ≥ 3, || × , whenever the obvious necessary conditions are 
satisfied except few values of  and . 
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INTRODUCTION 
 
All graphs considered here are simple and finite. Let  (resp. ), denote the cycle (resp. path) of length . If the 
edge set of G can be partitioned into edge disjoint cycles of length , then we write | , and consequently we say 
that  admits a -decomposition. If each 2-factor of a 2-factorization of  contain only cycles of length , then we 
say that G has a −  and in notation, we write || . We write =  ⨁ ⨁ ∙∙∙ ⨁ , if , , … ,  
are edge-disjoint subgraphs of  and ( ) = ( )∪ ( )∪ …∪ ( ). 
 
For two graphs  and  their ℎ ∗  has vertex set ( ) × ( ) in which ( ,ℎ ) and ( ,ℎ ) are 
adjacent whenever ∈ ( ) or =  and ℎ ℎ ∈ ( ). Similarly, × , the   of the graph  and 

 has vertex set ( ) × ( ) in which two vertices ( ,ℎ ) and ( ,ℎ ) are adjacent whenever ∈ ( ) and 
ℎ ℎ ∈ ( ), see Figure 1. It is clear that ( ∗ ) − ≅ × . Clearly, the tensor product is commutative and 
distributive over edge-disjoint union of graphs, that is, if =  ⨁ ⨁ ∙∙∙ ⨁ , then × = ( × )⨁( × )⨁ ∙∙
∙ ⨁( × ). 
 

ABSTRACT 

 RESEARCH ARTICLE 
 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

63888 
 

   
 
 

Let  and  be simple graphswith vertex sets ( ) = { , , … , } and ( ) = { , , … , }. Then ( × ) =
( ) × ( ) and for our convenience, we write ( ) × ( ) =∪ , where  stands for { } × ( ). Further, we 

shall denote the vertices of , 0 ≤ ≤ − 1, by  |0 ≤ ≤ − 1 , where  stands for the vertex , . We shall 
call , the  layer of × . As the tensor product is commutative throughout of this paper we assume that  is 
odd.  
 
Let  be a positive integer and let  be a subset of 1,2, … , . A = ( ; ) is a graph with vertex set 

( ) = { , , … , } and edge set ( ) = { | ∈ ℤ , ∈ }. The edge , where ∈ , is said to be of 
distance , and  is called the edge length set of the circulant . 
 
A −regular graph  is called    if  is decomposable into  Hamilton cycles when  is 
even and into  Hamilton cycles together with a perfect matching when  is odd. The problem of finding a -
decomposition of  or − , where  is a one factor of  is completely settled by Alspach, Gavlas and Sajna 
in two different papers, see [2,19]. The ℎ  is equivalent to find a 2-factorization of  by a 
given 2-factor F and . The ℎ  is still open. 
 
A generalization to the above decomposition problem is to find a -decomposition of ∗ . As the graph 

× (≅ ( ∗ )− ) is a proper regular spanning subgraph of ∗ , it is natural to think about the -
factorizationproblem of it. The cycle decomposition/factorization problem in product graphs are dealt in [7,9,10,13-
16,18,20,21]. For even ≥ 4, ||( × ) is considered in [16]. In this paper we have proved that, for any odd 
integer ≥ 3, the necessary conditions for the existence of a -factorization of ×  are sufficient with some 
exceptions on  and .We list below some of the known results for our future reference. 
 
Theorem 1.1 [3] For odd ,  has a 2-factorization F= , , … ,  such that each , 1 ≤ ≤ , consists of 

cycles of length 3 or 5 if and only if ≠ 7  11.                       □ 
Theorem 1.2 [3] For any odd integer ≥ 3, if ≡ (  2 ), then || .      □ 
Theorem 1.3 [14] For ≠ 2 and ≥ 2, || × .       □ 
Theorem 1.4 [14] For any odd integer ≥ 3, || × .        □ 
Theorem 1.5 [14] If  is a positive integer, ≠ 2,6, then the graph ∗  with partite sets = { , , … , }, =
{ , , … , }, and = { , , … , } has a -factorization in which {( , , )|1 ≤ ≤ } is a -factor. 
      □ 
Theorem 1.6 [13] For ≥ 3 and ≥ 3, ∗  has a -factorization if and only if  divides  and ( − 1)  is 
even,  is even if = 2, ( , , ) ≠ (3,2,3), (3,6,3), (6,2,3), (2,6,6). □ 
Theorem 1.7 [17] Let ≥ 1, and ≥ 3. If , , … ,  are positive integers which are divisible by  and = ∑ , 
then || ∗ , where  consists of  cycles, namely, , , … , , except in the cases: (1) = 2 and  odd, (2) 

= 6, = 3 and ( , , … , ) = (3,3,3,3,3,3), in which case the contrary is true.        □ 
Theorem 1.8 [11] The graph ∗  has a Hamilton cycle decomposition.      □ 
Theorem 1.9 [18] If ||  and | , then || × , where ≠ 2(  4) when  is odd. 
Theorem 1.10 [8] There exists a -factorization of ×  if and only if , ≥ 3, ≡ 0(  3), and either    
is odd except when ( , ) = (3,6)  (6,3).      □ 
Theorem 1.11 [16] For , ≥ 3 and even integer ≥ 4, || ×  if and only if (1) either    is odd, (2) |  
and (3) ≤  except possibly ( , ) = (3,4).       □ 
 
Odd Cycle Factorization of ×  
In this section we discuss about the -factorization of × , when  is odd. 
Theorem 2.1 For ≥ 3 and odd integer ≥ 3, ||( × ) if and only if |3 , except possibly ∈ {2 , 6 }, or if 3|  
and = . 
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Proof. The case = 3 follows from Theorem 1.10. Hence, we assume that ≥ 5. The proof of the necessity is obvious. 
We prove the sufficiency in two cases. 
 
Case 1: ≠ 0(  ) 
As ≠ 0(  ) and |3  implies 3| ; let = 3 . By the necessary condition, we have 3 |3  and hence | . Let 

= . Since ≥ 5, we have > 1. From the graph ×  we obtain a new graph ∗  as follows: let the partite 
sets of the tripartite graph ×  be = ⋃ , 1 ≤ ≤ 3, where = ( ) , ( ) , … , , we obtain the 

graph ∗  by identifying the set of vertices  of the graph ×  with a vertex  and joining two vertices by an 
edge if and only if the corresponding sets of vertices in ×  induce a complete bipartite subgraph ,  or , − , 
where  is a 1-factor of , . The partite sets of the graph ∗ are { , , … , }, { , , … , } and { , , … , }. If 
3| , then by our assumption ≠ , and so ≠ 2 (if = 2, then =  ). Now for ≠ 2,6, the graph ∗  admits a 

-factorization F   in which = , , |1 ≤ ≤ is a -factor, by Theorem 1.5. The subgraph of ×  
corresponding to the -factor  of ∗  is the union of  vertex disjoint copies of the graph ×  and || ×

, by Theorem 1.9 (while applying Theorem 1.9, we consider = , = =  and further  is odd as  is odd). 
Similarly, consider the subgraphs of ×  corresponding to each of the -factors in F - ; each of these subgraphs 
of ×  is isomorphic to the union of  vertex disjoint copies of the graph ∗ . Now || ∗ , by Theorem 1.8. 
 
Case 2: ≡ 0(  ). 
Let =  for some ∈ ℕ.If = 1, then =  and =  and = = ⨁ ⨁… ⨁ .Now × = × =
( × )⨁( × )⨁… ⨁( × ). By theorem 1.3, || ×  and hence || × . Hence we assume that 

> 1. As in the previous case, let the partite sets of the tripartite graph ×  be 
= ⋃ ( ) , ( ) , … , , 1 ≤ ≤ 3; from the graph ×  we get a new graph isomorphic to ∗  

with partite sets , , … , , , , … ,  and , , … , . For ≠ 2,6, the graph ∗  has a -factorization F  
in which = , , |1 ≤ ≤  is a -factor, by Theorem 1.5.The subgraph of ×  corresponding to the -
factor  of ∗  is the union of  vertex disjoint copies of the graph ×  and || × , by Theorem 1.4. 
Similarly, consider the subgraphs of ×  corresponding to each of the -factors of the graph F− ; each of these 
subgraphs of ×  is isomorphic to the union of  vertex disjoint copies of the graph ∗  and || ∗ , by  
 
Theorem 1.6. 
This completes the proof of the theorem.           □ 
In [3], it is proved that for an odd prime  and an odd integer  with 3 ≤ ≤ , || ∗ . Here, we prove that for 
odd integer ,  with 3 ≤ ≤ , || ∗ . 
We need the following theorem in the proof of Lemma 2.1. 
Theorem 2.2 [5] Any connected circulant of degree 4 can be decomposed into Hamilton cycles. 
Lemma 2.1 For any odd integer ≥ 7, the circulant graph ; 3,4, … ,  has a Hamilton cycle decomposition. 

Proof. If ≡ 1(  4), the set = 3,4, … ,  contains an even number of elements. We pair the elements of  as 

{3,4}, {5,6}, … , − 1, . For any such pair { , }, the graph = ( ; { , })is connected and therefore by 

Theorem 2.2,  is Hamilton cycle decomposable. Similarly, if ≡ 3(  4), the set = 3,4, … ,  contains an odd 

number of elements; now we pair the elements of \  as {3,4}, {5,6}, … , − 2, − 1 . For each of these pairs 
{ , }the graph = ( ; { , }) is connected and therefore by Theorem 2.2,  is Hamilton cycle decomposable. It is 
easy to check that the graph ;  is a Hamilton cycle of the circulant graph ; 3,4, … , . 
This completes the proof of the lemma.           □ 
In the following Lemma 2.2, ⃗  denotes a tournament on  vertices.  
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Definition. [3] Consider the graph ∗ , where ≥ ≥ 3, and both  and  are odd. Let = …  be a 
directed Hamilton cycle of ⃗ . The -projection of  onto ∗ ⃗  is the -cycle 

… … , where the subscript is reduced modulo . 
We use the following two lemmas in the proof of Theorem 2.3. 
Lemma 2.2 [3] If = …  is a directed Hamilton cycle of ⃗ , then the −  of  onto ∗ , =
1,2, … , , yield a -factor of ∗ . Furthermore, if the edge  appears in one of the -cycles in the 2-factor, 
then the edge  for = 1,2, … ,  appears in the 2-factor.      
  □ 
Lemma 2.3 [3] Let  and  be odd integers with ≥ 5 and ≥ 3. Then ∗ = × ; 3,4, … , ⨁ ×

; {1,2} ⨁ : = 1,2, … ,   1 ≤ ≤ .  □ 
The following Theorem 2.3 is proved in [3] when  is a prime. Also, it is stated in [3] without proof that the theorem 
is true even if we assume  is odd. However, with the help of Lemma 2.1, it is possible to validate the statement 
made in [3]. Hence for sake of completion we supply the proof of the following theorem. 
 
Theorem 2.3 If both s and k are odd integers such that ≥ ≥ 3, then || ∗ . 
Proof. As in the statement of Lemma 2.3, ∗  is the edge disjoint union of two graphs, one of which is ×

; 3,4, … , ; this graph has a Hamilton cycle decomposition for ≥ 7. For = 5, there is only one graph in 

the edge disjoint union of Lemma 2.3, namely, × ( ; {1,2}) ⨁ : 1 ≤ ≤   1 ≤ ≤ 5  which will be 
treated shortly. When = 3, = 3 must hold and the result is true in this case by simply considering a Kirkman 
triple system on nine elements, see [12]. 
 
For ≥ 7 consider a Hamilton cycle decomposition of ; 3,4, … , , see Lemma 2.1. The rest of the proof is as 
in [3]. For a given Hamilton cycle , assign an arbitrary orientation producing a directed Hamilton cycle . The -
projection of  onto ∗  for = 1,2, … ,  yields a 2-factor of ∗  of the desired kind, by Lemma 2.2. Reversing 
the orientation of  yields another directed Hamilton cycle . Again, the -projections of  onto ∗  produces 
an appropriate 2-factor. Doing this for each Hamilton cycle in the Hamilton cycle decomposition of 

× ; 3,4, … , . 
 Let  denote the graph ( × ( ; {1,2}))⨁ : = 1,2, … ,  1 ≤ ≤ , where ≥ 5. It remains to 
find a -factorization of . As in the notation of [3], let the vertices of  have the coordinates ( , ), 0 ≤ ≤ − 1 and 
0 ≤ ≤ − 1. Define the following sets of edges for each , 0 ≤ < : 

 =
( , )( + 1, − 1)       0 ≤ <   ≤ ≤ − 1    
( , )( + 1, + 1)     ≤ ≤ − 1    ,                          

 =
( , − 1)( + 1, )            0 ≤ <   ≤ ≤ − 1      
( , + 1)( + 1, )           ≤ ≤ − 1                               

 =
( , )( + 1, )              0 ≤ <   ≤ ≤ − 1                   
( , )( + 1, + 2)      ≤ ≤ − 1                                             

 =
( , + 1)( + 1, − 1)     0 ≤ <   ≤ ≤ − 1    
( , + 1)( + 1, + 1)     ≤ ≤ − 1    ,                          

 =
( , − 1)( + 1, + 1)      0 ≤ <   ≤ ≤ − 1    
( , + 2)( + 1, )             ≤ ≤ − 1                              

The sets of edges , , ,  and  for = 0,1, … , − 1 are pairwise disjoint and partition the edges of . Now let 
= ∪ ∪ ∪ ∪ ∪ …∪ ∪ ,             
= ∪ ∪ ∪ ∪ ∪ …∪ ∪ ∪ , 
= ∪ ∪ ∪ …∪ ∪ ∪ ,                    
= ∪ ∪ …∪ ,                                                         

= ∪ ∪ …∪ .                                     
Each of the sub graphs , , ,  and  is a -factor. 
This completes the proof of the theorem.           □ 
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Remark 2.1 [14] For ≥ 2 consider the graph  with ( ) = { , , … , } and , ≥ 3 with ( ) =
{ , , … , }. Let ( ∗ ) = ⋃ , where = , , … , , 1 ≤ ≤ 2 + 1. We know that ||( ∗

), by Theorem 1.7. By suitably relabelling the vertices, if necessary, we get another -factorization of ∗
 in which = ( , , … , )|1 ≤ ≤  is a -factor. 

Theorem 2.4 For odd integer ≥ 3 and odd prime  with ≥ , || ×  if and only if |  except possibly (i) 
= 2 , or (ii) =  whenever ≢ 0(  ). 

Proof. The proof of the necessity is obvious. We prove the sufficiency in two cases. 
 
Case 1: ≢ 0(  ). 
As ≢ 0(  ) and |  implies | ; let =  for some positive integer . As | , | . Let = . If = 1, then 

=  and in this case the result follows by Theorem 1.3 and hence we assume that > 1. From the graph ×  we 
obtain a new graph isomorphic to ∗  as follows: Let = , , , … ,  and let the partite sets of the graph 

×  be = ⋃ , 1 ≤ ≤ , where = ,( ) , ,( ) , … , , . For each , 1 ≤ ≤  and , 1 ≤ ≤ , 
identify the set of vertices  in ×  with a vertex ,  and joining two vertices ,  and ,  by an edge if and only 
if 〈 ∪ 〉 in ×  induce a complete bipartite subgraph ,  or , − , where  is a 1-factor of , . The partite 
sets of thegraph ∗  are , , , , … , , , , , , , … , , , , , , , … , , , … , , , , , … , , . As |  by 
hypothesis ≠ , and so ≠ 2 (if = 2, then =  ). For ≠ 2, the graph ∗  has a -factorization Fin which 

= , , , , , , … , , |1 ≤ ≤ , is a -factor, by Remark 2.1. The subgraph of ×  corresponding to the 
-factor  of ∗  is the union of  vertex disjoint copies of ∗ . Now || × , by Theorem 1.9 (while we 

apply Theorem 1.9, consider = , = =  and further  is odd as  is odd). Similarly, consider the subgraphs of 
×  corresponding to each of the -factors, in F− , of the graph ∗ ; each of these subgraphs of the graph 
×  is isomorphic to the union of  vertex disjoint copies of the graph ∗  and || ∗ , by Theorem 1.8. 

 
Case 2: ≡ 0(  ). 
Let =  for some ∈ ℕ. If = 1, then =  and || × , by Theorem 1.4. Therefore we assume that > 1. As 
in the previous case, let the partite sets of the graph ×  be = ⋃ , 1 ≤ ≤ ,where 

= ,( ) , ,( ) , … , , ; we get the graph isomorphicto ∗  with partitesets  
, , , , … , , , , , , , … , , , , , , , … , , , … , , , , , … , , . For ≠ 2, the graph ∗  has a -

factorization Fin which = , , , , , , … , , |1 ≤ ≤ , is a -factor, by Remark 2.1. The subgraph of ×  
corresponding to the -factor  of ∗  is the union of  vertex disjoint copies of ∗ . Now || × , by 
Theorem 1.4. Similarly, consider the subgraphs of ×  corresponding to each of the -factors, in F− , of the 
graph ∗ ; each of these subgraphs of the graph ×  is isomorphic to the union of  vertex disjoint copies of 
the graph ∗  and || ∗ , by Theorem 2.3.      □ 
 
Lemma 2.4 [16] If ≥ 3 is any integer and ≥ 3, ≥ 3 are odd integers such that | , then || ×  except 
when ( , , ) = (3,3,6). 
 
Theorem 2.5 Let ≥ 3 and ≥ 5 be odd integers, then || × , if (1) either  or  is odd, (2) |  and ≤  
except possibly for the following cases: 
(i) ( , , ) = ( , 2 , ), ( , 6 , ). 
(ii) ( , , ) = , , , if | , where ∈ {3,5,7,11}. 

(iii) ≡ 2(  4) when both  and  are not a multiple of . 

Proof. We may assume that m is odd as the tensor product is commutative. 
Case 1: ≡ 0(  ). 
 Proof of this case follows from Lemma 2.4. 
Case 2: ≡ 0(  ). 
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First assume that ∉ {7,11}. Since  is odd, by Theorem 1.1, = ⨁ ⨁… ⨁ , where each  is a 2-factor 

composed of 3 or 5-cycles. Hence × = ( × )⨁( × )⨁… ⨁ × ; further, as each  contains 

only cycles of length 3 or 5, × = ( × )⨁( × )⨁… ⨁( × )⨁( × )⨁( × )⨁… ⨁( × ). 
Now, ||( × ) and ||( × ) by Theorems 2.1 and 2.4, respectively. Hence, ||( × ), 1 ≤ ≤ . This 
completes the proof of this subcase. If = 7  11, then we decompose  into - cyclesand then consider ×

= ( × )⨁( × )⨁…  ⨁( × ) then by Theorem 2.4, we have a -factorization as required. 
 
Case 3: ≢ 0(  ) and ≢ 0(  ). 
Let = …  be the prime factorization of . Since  does not divide both  and  and | , some prime 
factors of  divide  and some prime factors of  divide . Without loss of generality we may assume that =

…  divides  and = …  divides ; let =  and =  for some positive integers  
and , where some s and ( − ) s may be equal to zero. Since  is odd, both  and  are odd. 
 
Let ( ) = { , , … , } and let = × , then ( × ) = ( ) × ( ) = ⋃ .We partition each  
into  subsets,each having  vertices, namely, = ( ) , (( ) ), … , , 1 ≤ ≤ . As in the proof of 
Theorem 1.11, Case 2, we obtain a new graph isomorphic to ∗  from the graph ×  as follows: for each 
, 1 ≤ ≤ , we identify the set of vertices  of the graph ×  as vertex , 1 ≤ ≤  and joining two vertices by 

an edge if and only if the corresponding sets of vertices in ×  induce a complete bipartite graph ,  or 
, − , where  is a 1-factor of the graph , . The  partite set of the graph ∗  is , , … , , 1 ≤ ≤ . 

The set of vertices in each of the columns of this graph ∗  induces a subgraph isomorphic to the complete 
subgraph ; let  be the  vertex disjoint copies of the graph  induced by the  columns of the graph ∗ . 
The subgraph of ×  corresponding to  of ∗  is the union of  vertex disjoint copies of × . Since,  
is odd and | , || , by Theorem 1.2. Hence, by Theorem 1.9, || × . The graph ( ∗ )− ( ) is 
isomorphic to × . Since  is odd and | , we have || × , by Lemma 2.4. When we lift back -factor of 

×  to the graph × , we get the union of  vertex disjoint graphs isomorphic to ∗ , in × . Now 
|| ∗ , by Theorem 1.8. 

This completes the proof of the theorem. 
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The Food and Drug Administration of the United States has established approval paths and designations 

to facilitate access to medications recommended for serious or life-threatening illnesses for which there 

are few other effective treatments. The latest, breakthrough therapy designation (BTD), went into effect 

in 2012. We discovered that the BTD programme had the largest impact on less experienced enterprises 

and was linked to lower BTD clinical trial design complexity. This essay sought to examine how the US 

Food and Drug Administration (FDA) positioned the construction of an accelerated drug development 

pathway for extraordinary new treatments as a high priority and Breakthrough Designation 

Requirements for approval. Important questions that must be addressed in the development of such a 

pathway include how to identify a potential breakthrough therapy and how to request for designation 

may be submitted at the time of IND filing and balance the need to provide sick patients with quick 

access to breakthroughs against the need to safeguard patients from potentially harmful or ineffective 

medications through rigorous trials. 

 

Keywords: programme, Designation, Requirements, Administration. 
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INTRODUCTION 
 

Since 1962, the Food and Drug Administration (FDA) of the United States has required manufacturers to 

produce proof of the effectiveness and safety of their goods before exposing patients to them.[1] The 

length of time it takes to introduce novel medicines on the market, especially for circumstances for which 

there aren't many treatment options, has been widely criticised. This is true even though the FDA review 

and approval process is designed must ensure that there is sufficient data to demonstrate that the 

benefits outweigh the hazards. The mystery has drawn a lot of interest.[2] To expedite the process of 

developing new drugs and to make it easier for drugs used to treat serious or life-threatening conditions 

to be approved, The FDA Safety and Innovation Act of 2012 was enacted in 2012. [3]The FDA created 

expedited approval designations and pathways. The most recent inclusion is the breakthrough therapy 

designation (BTD).[4] A drug may be eligible for a BTD if it treats a serious or life-threatening disease or 

condition and a surrogate endpoint (such as a test result, radiographic image, or physical sign) 

demonstrates improvement over current treatment.[5]Present-day therapies (also known as available 

therapies) are medications that have gained full FDA approval, whereas available therapies are 

medications that have not yet gotten full FDA approval or are still in the exploratory stages. A drug that 

helps with BTD qualifies for the fast-track classification as well.[6] 

 

Breakthrough Therapy 

The designation of "breakthrough therapy" is granted to drugs that are designed to treat critical illnesses 

and preliminary clinical evidence indicates that the medication may significantly outperform the 

standard of care on a clinically meaningful endpoint. The magnitude of the therapy effect, which may 

include the duration of the effect and the significance of the clinical result observed, is what determines 

whether the improvement above the current therapy is substantial. Preliminary clinical data should 

typically show a discernible gain over the norm of treatment.A clinically meaningful endpoint is one that 

examines the influence on irreversible morbidity or mortality (IMM) or symptoms that signal serious 

repercussions of the disease for the purposes of identifying "breakthrough therapy."[7] 

 

The creation of the BT designation got the FDA's encouragement. Clearly, the environment for drug 

development had changed due to changes in the reimbursement landscape and developments in 

biomedical science. The creation of high-value therapies appeared to be a reinvigorated focus for the 

pharmaceutical sector as a whole. Particularly targeted medicines were showing notable improvements 

in selected subpopulations. It was apparent that the development of potentially significant therapeutic 

advances should not be "business as usual"; in fact, patients with numerous life-threatening illnesses had 

repeatedly expressed the expectation that the FDA should devote the same attention and focus to 

accelerating treatments of the regulatory expectations and development pathways for extremely 

promising investigational pharmaceuticals were not formalised outside of immediate approval (Subpart 

H). Their conditions as it had to HIV therapies during the AIDS epidemic. In fact, the Centre for Drug 

Evaluation and Research's (CDER) focus on policy over the past decade has mostly been on the proper 

assessment of the safety of incremental medicines for the treatment of chronic diseases, at least for new 

drugs.[8] 

 

Both the FDA's expedited and expanded access programmes have identified breakthrough medications. 

Exceptions have occurred more frequently than usual in recent years. 22 (or 56%) of the 39 new drugs 
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licenced in 2012 were accepted under at least one of the fast-track, priority review, or accelerated 

approval procedures, with 23% eligible for more than one.[9]Although the FDASIA's benefits are 

primarily already provided by existing laws, rules, or approved FDA procedures, the breakthrough-

therapy designation was recognised as having a significant impact on regulatory effectiveness.[10] For 

instance, the FDASIA mandates that it collaborate closely with the businesses providing funding for 

novel medications. Subpart E (1988), on the other hand, the conduct and evaluation of clinical trials 

would be strongly encouraged by top FDA employees, offer "early consultation between FDA and drug 

sponsors," emphasise the significance of meetings ensure effective phase 2 trial design in collaboration 

with the FDA, and make it clear that the FDA will actively support these initiatives. [11] It is not obvious 

how FDASIA will improve the current coordination of staff efforts, although it claims that the 

appointment of a "cross-disciplinary project lead" may be helpful to support the successful review of 

breakthrough therapies.The practise of employing fewer evidentiary requirements to determine 

eligibility for programmes with faster development and approval was continued by the breakthrough-

therapy designation.  

 

Some drugs have had their approval based on long-standing surrogate end objectives. Beginning in 1992, 

the accelerated approval process allowed approval based on "less than well-established surrogate 

endpoints."[12]The new breakthrough-therapy designation (2012) requires that, one must show "an effect 

on a pharmacodynamic biomarker(s) that does not meet criteria for an acceptable surrogate endpoint but 

strongly suggests the potential for a clinically meaningful effect on the underlying disease."[13]This 

broader threshold would apply to a broader spectrum of potentially novel medications. Such 

documentation may not be necessary for many years, similar to the bedaquiline approval for MDR 

tuberculosis. However, under the normal FDA clearance requirements, breakthrough medications must 

eventually be accepted or denied according to the law.[14]Once breakthrough-therapy designation has 

been granted based on preliminary evidence, it may be challenging to control demand (whether early 

access or post-approval), even if the medication turns out to be less effective or more hazardous than 

previously believed. According to decision theory, decisions should be made with greater care when they 

are less subject to change.[15] The most recent instance of this issue was the drug bevacizumab, which 

was recently given fast approval for the treatment of metastatic breast cancer using surrogate end goals.. 

It took almost a year and substantial pushback to withdraw the indication when follow-up studies 

showed no benefit in patient survival.[16] Some insurance providers still cover this off-label, non-

evidence-based use of the medication. Delaying full research until after a drug has been approved may 

hinder and prolong the analysis of a medicine's benefit-risk profile.It is now more difficult to enrol 

patients in clinical trials to evaluate the efficacy of a drug because they can choose to participate in the 

treatment as part of their regular therapy or sign up for a trial where they could be randomly assigned to 

receive normal care. This worry is made more pressing by the combination of delayed research and prior 

designations that might be seen as official endorsements.[17] 

 

Goal of breakthrough therapy designation  

Regulatory goal: Drugs that exhibit early clinical evidence of significant improvement for critical illnesses 

relative to current medications should have the drug development process accelerated. 

Public benefit: Because of the coordination between sponsors and FDA reviewers, new treatments can be 

approved more quickly. This can therefore result in patients with critical diseases receiving new and 

effective medicines more quickly. [18] 
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BREAKTHROUGH DESIGNATION REQUIREMENTS 

According to Sharma and Schilsky, a significant therapeutic advance "fundamentally changes the way 

oncologists think about a disease in terms of the prognosis, treatment options, and quality of life of our 

patients." Future discoveries might not be as obvious to people outside that field as they might be to 

people who are familiar with an illness they aim to address. It is important to note that not all cancer 

medications will act on this pathway by default. To provide the process some consistency and 

predictability, it is vital to define the minimum level of evidence that must be presented in order to 

receive the Breakthrough designation. Because defining a breakthrough merely in terms of quantitative 

results based on early outcomes like response rates in comparison to currently available medications may 

be unrealistic and constricting, for breakthrough designation, we have established qualitative standards 

that must be met. The qualitative criteria listed below are hypothetical; in the end, it is up to people with 

the necessary knowledge to decide if a novel medicine satisfies the criteria for a potential breakthrough 

therapy. Either there is no known SoC for the diseases under study or the acknowledged SoC currently in 

use yields subpar Clinical results (such as inadequate symptom control, inadequate symptom 

persistence, inadequate survival, substantial acute or chronic side effects, and inadequate quality of life). 

1. Strong preliminary data showing a considerable clinically significant enhancement compared to 

current treatments in the context of a particular condition should be used to support the 

designation of a breakthrough. 

a) The possible breakthrough therapy could be given the following moniker based on early 

indications of strong clinical efficacy: 

i. The results of early clinical research must significantly outperform comparable 

recent or historical comparisons in terms of clinical significance. 

ii. acceptable safety in a manageable patient population (patient count matched to 

illness incidence and prevalence, depending on the mechanism of action and 

predicted toxicity). 

b) Based on preliminary findings showing a greater clinical therapeutic index compared to 

SoC in a population with similar criteria, a possible breakthrough therapy may be 

discovered. 

i. Must be superior to or obviously maintain equivalent efficacy  

ii. The main factor to be taken into account is superior safety or tolerability. 

2. The potential ground-breaking medicine under consideration frequently has a solid scientific 

foundation and an intriguing method such as focusing on the molecular cause of a 

physiologically recognised disease (for example, the lung cancer subset that expresses the ALK 

gene).[19] 

 
Breakthrough Therapies– Categories  

We outline various classifications for Breakthrough Therapies as well as the kinds of information that 

may be needed when a request for Breakthrough designation is made. Remember that a breakthrough 

designation may also be given to combinations of new agents. Some of these categories in Table 1 are 

evaluated using the qualitative criteria outlined in the preceding section. In order to focus on a subset of 

disorders that can be recognised molecularly, a breakthrough therapy for each of these categories will 

likely co-Dx, short for companion diagnosis. As a result, flexibility in the review of the coDx will be 

necessary. It is critical to remember that designation as a breakthrough could happen in this scenario 
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before the diagnostic (Dx) hypothesis has received complete clinical validation or before classification 

thresholds for the population that is positive for the marker have been established. 

 

Categories 

1. Drugs for diseases with a bad prognosis, which can be categorised by their biochemical or 

clinical subgroups of disease and for which there is neither a demonstrated SoC nor a readily 

available contemporaneous control. 

a) Drugs that treat conditions that were earlier thought to be incurable, such as ivacaftor for 

G551D cystic fibrosis and vismodegib for advanced basal cell carcinoma. 

b) Medicines that work well in groups of people who are resistant to treatment, such as 

brentuximab vedotin in Hodgkin's disease after at least two prior therapies if the patient 

is not a transplant candidate or when an autologous stem cell transplant fails. 

2. for diseases with poor prognoses, which might be identified by a biologic or clinical subset of 

disease and which provide a significant therapy advance over the already recognised SoC. 

a) New medications that perform differently from the SoC that is currently in use, such as 

crizotinib for NSCLC with ALK positivity and vemurafenib for metastatic melanoma 

with a BRAF mutation. 

i. Historical controls should be matched for clinical disease or subtype, context 

(stage or severity, previously treated), pertinent demographics, and prognostic 

variables if they are to be used as comparisons. Along with giving out the 

investigational chemical, any discrepancies in management between the 

experimental group and controls should be taken into account. 

ii. Retrospective study of clinically extensive annotated biomarkers from tumour 

banks (such as cooperative group tissue banks). may be used to identify 

historical controls for new biological subgroups in situations where a 

molecularly defined population is the focus of the therapy. 

b) Targeted drugs of the second generation that meet unmet needs left unsatisfied by first-

generation compounds (e.g., slow reaction time, poor tolerability). 

i. A second-generation therapy may be considered a breakthrough if preliminary 

clinical evidence suggests that it is significantly superior to its predecessor(s) and 

has a solid scientific basis supported by preclinical or clinical proof. 

ii. Biopsies of diseases that have progressed after being exposed to first-generation 

medications and which Clinical proof could be the ability to show the presence 

of an acquired mutation or alteration that is treated by second-generation 

therapy. 

3. Drugs that, as members of a clearly defined class, provide a SoC with a significant therapeutic 

index advantage and well-characterized effectiveness and safety (such as non-cardiotoxic 

anthracyclines and antibody-drug conjugates). 

4. Drugs (such as the Hepatitis C treatments boceprevir and teleprevir) that considerably increase 

the efficiency or toleration of a prescribed regimen 

5. In a separate tumour type with the same mutation or modification, medication that has 

previously demonstrated efficacy in a cancer type caused by a specific mutation or pathway 

modification may be eligible for breakthrough designation.(for example, crizotinib for the 

treatment of ALK+ paediatric ALCL). This is based on significant clinical efficacy for the 

additional tumour type.[20] 
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Designation Process –Content of request and Timing 

The request for designation may be submitted at the time of IND filing or at any time afterward, 

according to the language of breakthrough therapies. However, it also stipulates that in order to be 

designated, there must be preliminary clinical proof. We advise that, prior to obtaining marketing 

authorisation for either its biologics licence application (BLA) or new drug application (NDA), the 

sponsor initiate negotiations for consideration of a potential breakthrough designation at the time the 

IND is submitted or at any stage thereafter. Participants would be able to discuss and agree on the 

preliminary clinical evidence required, the details of the IND, the content of a designation request, the 

evidence required to meet Breakthrough Therapy criteria, and the potential timetable for a request based 

on this agreement at the pre-IND meetingA formal request for and decision on Breakthrough designation 

would still demand and entail the examination of early clinical experience, even though the IND and 

potential for Breakthrough designation may be reviewed prior to an IND filing in a pre-IND meeting. By 

outlining the investigational agent's scientific background, method of action, preliminary clinical studies, 

and outcomes, it should also explain how it meets the requirements for breakthrough designation. Along 

with prospective clinical development plans for confirming the early-phase studies, the request should 

also include forward-thinking techniques for streamlining production and developing a companion 

diagnostic (if required). 

 

Process of Designation - FDA Response 

A request for Breakthrough designation must receive a response from the FDA within 60 days. Senior 

staff members in the office of the Centre Directors will evaluate requests for Breakthrough designation. 

We recommend providing the FDA the rights to seek advice from outside experts. If necessary, these 

specialists could also be called for discussions in the future regarding the best layout for clinical research. 

If the FDA rejects the application, they should explain why in a letter outlining the criteria that must be 

completed before the product may be given the Breakthrough Designation. [21] 

 
Interactions between FDA and Sponsors: Proposed Timeline 

Throughout the development process, we see the FDA providing more general guidelines and the 

sponsor and the FDA working more closely together. While we recommend hosting a range of meetings, 

we recommend holding type A meetings as soon as a product is accepted as a breakthrough.We also 

recommend that the sponsor have access to a completely different style of meeting. These would be 

established between the FDA's and the sponsor's single points of contact, thus creating a "hotline" to 

enable real-time communication of study results. Because of this design field, the FDA would be able to 

actively engage in the decision-making process. Furthermore, Regular evaluation of the approval status 

based on changing data would be possible. (non-clinical, CMC, etc.). 

 

Phase I : 

 When a breakthrough therapy designation is given, the sponsor has access to an FDA 

Breakthrough Therapy team, a single point of contact, and a communication strategy. 

 Conference call or meeting in phase I's middle: 

 Examine recent interim clinical data. 

 Agree on the phase II/III protocol description or decide that the phase I extension is 

adequate given the Breakthrough designation. 
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 Simplify the manufacturing qualification/validation plan by using a single lot (for 

both market and development). 

 Examine the stability and quality control plan.  

 Concur on streamlined companion diagnostic development, including, if necessary, a 

statistical analysis technique (SAP) for phase I data processing, either prospectively 

or retroactively. 

 

Conclusion of Phase I - Extension Meeting : 

Data from Phase I have been submitted in raw but audited form. deciding whether or not to move on to 

phase II depending on if phase I extension was adequate. Phase II/III immediately begins after receiving 

the proper randomised phase II protocol, and a date for the conference for mid-phase II&III is 

recommended. 

 

Meeting – Mid-phase II/III : 

The sponsor team and the FDA look into, debate, and make a conclusion regarding: 

 Analysis of study results 

 Any modifications to the production plans, data, controls, and related diagnostics 

 Create the label's indication, precautions, and administration sections. 

 SAP for phase I data prospective or retroactive analysis, as needed for the Dx hypothesis. 

Pre-BLA/NDA meeting between mid-phase II/III and the conclusion of phase II&III 

 If required, a pre-BLA/NDA meeting would be planned to go through the application's table of 

contents and plan the further steps. Through email, the FDA and sponsor teams discuss specifics 

and adjustments based on talks held during mid-phase II and III. The FDA sets the dates for the 

inspections. 

 Discussions with CDRH and CDER about a shortened companion diagnostics process, possibly 

include a plan to make the IVD available for investigational use before the regulated device is 

approved. 

 

NDA/BLA submission  

All agreed-upon data sets and analyses, complete bioanalytical reports (perhaps without audit), audited 

non-clinical data, audited manufacturing and controls data, stability and controls plans, module 2 

summaries, and labelling must be included in BLA/NDA applications. However, only summaries of 

clinical, clinical pharmacology, and non-clinical trial results, as well as integrated safety and efficacy 

when justified (in most cases, this is irrelevant), are allowed. The sponsor simultaneously but separately 

sends inspection data to the inspection office and/or the field office(s). 

 

NDA/BLA cycle of review 

FDA and sponsor teams hold weekly teleconferences to discuss each application component, create the 

phase IV study and phase IV production commitments, get ready for the advisory committee (if 

required), choose the final label, and, if necessary, conduct additional research to enable companion 

diagnostics The recommended evaluation period is three months. 

 

Phase IV – Approval: 

 Acceptance of the application (which includes a phase IV plan that has been agreed upon), the 

start of phase IV (clinical and manufacturing). 
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 FDA review and approval of promotional materials, and sponsor and FDA review and 

agreement on revised label elements following phase IV. 

Phase IV – Final data: 

 Data from Phase IV submitted 

 label updated.[20] 

 

CONCLUSION  
 

Patients can use the BTD to get access to drugs for critical illnesses more quicklyEven if certain drugs 

authorised with a BTD indicate significant progress in the treatment of an illness, health care 

practitioners should be aware of the variability in the quality of the evidence supporting these approvals. 

Providers should be able to adequately inform patients and other healthcare professionals on the safety 

and efficacy of these medications because there is still much to learn about them. BTT designation in no 

way implies that the medication is going to be approved, according to the BTT guidance. When 

preliminary data suggests that a medicine may significantly improve a condition, the BTT programme is 

intended to encourage sponsorship and FDA collaboration. The drug in question won't be approved if 

the benefits are ultimately proven to outweigh the dangers (based on the complete amount of evidence 

acquired both before and after the BTT designation). 
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Table 1: Developmental Paths, Categories, and Potential Breakthrough Criteria 

Category Qualitative Standards Development Path - Potential 

There is no SoC+ and the 

drug is used to treat 

serious illnesses. 

Early unusual Phase I activity: 

CRR*, ORR*, or CBR* with 

acceptable safety 

In single-arm research, complete or 

expedited approval may result from a phase 

I-B expansion or single-arm pivotal trial. 

For a critical illness with 

poor results, the drug 

significantly exceeds a 

well-characterized SoC in 

terms of effectiveness. 

Outstanding early activity in 

Phase I based on disease 

management with acceptable 

safety, response rates (CRR, 

ORR), and length of response 

 

Full approval could be supported by a 

randomised phase IIB trial with a moderate 

sample size and statistical significance. A 

trial like that might enable crossover. If the 

efficacy gain is not deemed extraordinary, 

randomised phase IIB may be used as a 

phase III screening tool. 

 

In extreme circumstances, full or, more 
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likely, hastened clearance could occur from 

Phase IB expansion or a single-arm study. 

Compared to a well-

characterized SoC, a drug 

has a significant 

therapeutic index 

advantage for a critical 

illness with poor results. 

coupled with higher 

safety/tolerability and superior 

or obviously sustained efficacy 

Randomised phase IIB study was most 

frequently employed as a phase III trial 

screening tool. 

 

In a small-scale trial, full approval of a 

randomised phase IIB trial might be justified 

if the treatment index shows a striking 

improvement. 

 

Table 2: Summary of FDA's Programmes for Rapid Development and Review 

 

 Fast Track 

Designation 

Breakthrough 

Therapy 

Designation 

Accelerated 

Approval 

Priority Review 

Designation 

Year Established 1997 2012 1992 1992 

Qualifying 

Criteria 

 A drug used 

to treat a 

severe illness; 

AND 

 Clinical or 

nonclinical 

evidence 

show 

potential to 

treat a 

medical need 

that has not 

yet been 

satisfied. 

 A drug used 

to treat a 

severe illness; 

AND 

 According to 

preliminary 

clinical data, 

the drug may 

significantly 

outperform 

competing 

treatments on 

one or more 

clinically 

relevant 

endpoints. 

 A drug used 

to treat a 

severe illness; 

AND 

 Typically 

offers real 

advantages 

over current 

treatments, 

AND 

 Correlates 

with a 

surrogate 

endpoint that 

can be 

reasonably 

expected to 

predict patient 

benefit. 

 A prescription 

for a 

medication 

that cures a 

severe ailment 

(original or 

efficacy 

supplement), 

AND 

 Would 

significantly 

increase safety 

and/or 

effectiveness if 

approved. 

Timeline For FDA 

Response 

Within 60 days of 

receiving the 

request 

Within 60 days of 

receiving the 

request 

No specified 

timeline. 

Within 60 days of 

receiving the 

request of original 

BLA, NDA or 

efficacy 

supplement 
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Program Features  Steps that 

speed up 

development 

and review, 

like chances 

for regular 

communicatio

n with the 

review team 

 Rolling 

Review 

 Thorough 

advice on 

effective 

medication 

development 

 FDA's 

organisational 

commitment, 

which includes 

senior 

managers 

 Rolling 

Review 

 Additional 

steps to 

quicken the 

review 

 A drug's 

clinical 

benefit may 

be predicted 

relatively well 

by its impact 

on a surrogate 

endpoint or 

an 

intermediate 

clinical 

endpoint used 

in the 

approval 

process. 

 To verify 

clinical 

benefit, the 

drug sponsor 

must perform 

post-approval 

studies. 

 Reduces FDA 

review period 

from 10 

months to 6 
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In a rapid technology world, Cloud computing is most important role in all the sectors because of any 

time any where we can access the data easily via internet in all over the world. Cloud Computing is the 

availability of a vast array of computing services such as data storage, analytics, and networking that are 

driven automatically with less manual support. It is commonly used for the efficient and smooth 

functioning of businesses and also providing infrastructure and software support to computing systems. 

In this study and review paper, it based on how various sectors connected to cloud meanwhile what are 

the security issues have using cloud computing in all sectors and what are the Cloud Computing 

techniques used to overcome from that issues. 

 

Keywords: Cloud Computing, Technologies, Data Security, Models 

  

 

INTRODUCTION 
 

In Modern Technology, all sectors rely on cloud computing for the effective and seamless operation of 

organizations as well as for the provision of hardware and software to support computer systems. The healthcare 

industry has historically underutilized technology, especially when it comes to enhancing patient care. Even 

though the fact that healthcare has been around for sixteen years already, a large number of systems still use paper 

medical records or other manual processes to notify and make choices in the majority of conditions [1]. Malicious 

program detection is a challenging task. Network operators and IT managers are faced with a formidable task by the 

enormous, ever-growing ecosystem of malicious software and tools [2]. One of the newest technological 
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advancements, cloud computing, together with virtualization, fast connections, and broadband internet, will 

probably have a big impact on the teaching and learning environment [3]. 

 

CLOUD COMPUTING 

Instead of using local servers or personal devices to manage applications, cloud computing makes use of pooled 

computing resources. The simplest definition of cloud computing is relocating services (also known as "cloud 

services") outside of an organization's firewall. The Web is used to access services like storage and other applications. 

The cloud customer pays for the services on an as-needed or pay-per-use basis, and they are supplied and used over 

the Internet. 

 

Cloud Computing Models- 

Cloud computing is categorized under a number of categories. It is grouped under the following heading based on 

the type, location, and usage: 

 Public Cloud 

 Private Cloud  

 Community Cloud 

 Hybrid Cloud 

 

Public Cloud 

Information can be stored and accessed online utilizing a pay-per-usage model by anyone. Computing resources are 

managed and run by cloud service providers in public clouds. Amazon EC2, the Windows Azure service platform, 

and IBM's Blue cloud are a few examples of public clouds. From the figure1, IT services and resources are made 

available to anybody who subscribes and pays for them by public cloud vendors. It is a kind of external cloud that is 

offered for public use and is primarily owned and supplied by external organizations. 

 

Private Cloud 

It is often referred to as a corporate cloud or an internal cloud. Organizations use it to construct and operate their 

own data centers, either internally or through a third party. Private cloud refers to commercial 

organizations' internal data centers that are not accessible to the general public. The private cloud is devoted to the 

customer directly, as the name implies. Compared to public clouds, these are safer. It makes advantage of 

virtualization technology. The company's own servers act as the private cloud's host. Eucalyptus, VMware, and 

OpenStack serve as examples of private cloud technology. 

 

From figure2, an infrastructure or service may be located on-site or off-site and is run purely for the benefit of the 

one organization that would be the cloud's provider. The administrator has a direct influence on every cloud setup. It 

may be handled internally by the organization or externally by any reputable third party. 

 

Community Cloud 

It enables a collection of diverse groups to access systems and services and share information with the community. 

 

Hybrid Cloud 

The cloud is a hybrid of the public and private varieties. It is only partially secure because services running on public 

clouds can be accessed by anybody, but those running on private clouds can only be accessed by authorized users of 

the company.        

 

From the figure3, the combining on-premises, public cloud, and private cloud technologies in a hybrid environment 

are a practical way to begin adopting cloud environments. While still having the flexibility to build new tools at scale 

and with controlled costs, organizations can retain and use systems that they have historically relied on. Cloud 

computing is the delivery of computing services over the internet, such as servers, storage databases, networking, 

and software analytics.  
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SaaS - A service provider that offers software and apps via the internet in cloud computing. Through vendor APIs or 

the web, users who have subscribed to the software can access it. 

PaaS - An entry point to a cloud-based environment where users can create and distribute applications is provided 

by a service provider (PaaS). The underlying infrastructure is provided by the provider. 

IaaS - Storage, networking, servers, and other cloud computing resources are made available to customers on a pay-

as-you-go basis by an IaaS vendor. 

 

CLOUD COMPUTING TECHNOLOGIES 

The following is a list of cloud computing technologies - 

o Virtualization 

o Service-Oriented Architecture (SOA) 

o Grid Computing 

o Utility Computing 

 

Virtualization 

The practice of establishing a virtual environment to run several operating systems and applications on the same 

server is known as virtualization. The virtual environment can be any combination of different operating systems, 

storage systems, network application servers, and other environments, including a single instance or a single 

combination of them. Increased utilization of virtual computers is the idea behind virtualization in cloud computing. 

A virtual machine is a software computer or software program that can conduct functions like launching apps or 

programs on demand for the user and can also operate as a physical machine. 

 

Types of Virtualization 

 Hardware virtualization 

 Server virtualization 

 Storage virtualization 

 Operating system virtualization 

 Data Virtualization 

 

Service-Oriented Architecture (SOA) 

According to changing business needs, Service-Oriented Architecture (SOA) enables enterprises to use cloud-based 

computing solutions on demand. It can function both with and without cloud computing. The benefits of SOA 

include ease of maintenance, platform independence, and great scalability. The two key roles in SOA are service 

consumer and service provider. 

Applications of Service-Oriented Architecture 

There are the following applications of Service-Oriented Architecture - 

 It is used in the healthcare industry. 

 It is used to create many mobile applications and games. 

 In the air force, SOA infrastructure is used to deploy situational awareness systems. 

 

The service-oriented architecture is shown below: 

From the figure4, a service-oriented architecture, many services interact with one another by exchanging data or 

coordinating an action between two other services. 

 

Grid Computing 

Distributed computing is another name for grid computing. It is a processor architecture that pools numerous 

computing resources from several places in order to accomplish a single objective. Grid computing creates a 

computer cluster by connecting the grid through parallel nodes. There are several sizes and operating systems 

available for these computer clusters. 

The following three types of machines are used in grid computing - 
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• Control Node: This is a collection of servers that manages the entire network. 

• Provider: A computer that contributes resources to the network resource pool is known as a provider. 

• User: A computer that utilizes network resources is referred to as a user. 

Grid computing is mostly employed in back-end infrastructures, marketing research, and ATMs. 

From the figure5, Grid computing is a kind of processor architecture that integrates computer resources from many 

domains to accomplish a shared purpose. The network's computers will collaborate on a project using grid 

computing, emulating a supercomputer. 

Utility Computing 

 

The most popular approach for IT service delivery is utility computing. It offers infrastructure based on the pay-per-

use model and on-demand computing resources (computation, storage, and programming services through API). It 

maximizes resource efficiency while minimizing associated expenditures. Utility computing has the advantages of 

lower IT costs, more flexibility, and ease of management. Major organizations like Google and Amazon built their 

computing storage and application utility services.       

 

LITERATURE REVIEW 
 

In 4, the author describes that, the amount of data being stored in data centers is growing daily, which causes a vast 

amount of data to be stored on the cloud and causes problems like data loss, data breaches, etc. If data is accidentally 

lost or erased, an effective method must be used to retrieve it from any backup server.  Antivirus software is used to 

identify, stop, and correct any dangerous activity occurring within a computer system. For the effective removal of 

threats in our computing environment, many malware detection approaches are implemented. Antivirus software is 

used to identify, stop, and correct any dangerous activity occurring within a computer system. For the purpose of 

effectively removing threats from our computing environment, many malware detection techniques are 

implemented [5].  Big data offers insights and information, while cloud computing lets users work whenever and 

wherever they want. Big Data in the cloud refers to a dataset that is so large that working with it in a conventional 

local computer-based Database Management System becomes extremely challenging. This dataset may be several 

dozen terabytes or gigabytes in size. The ability to extend storage, visualize data, manage, and collect becomes 

extremely time-consuming and expensive, thus using the cloud is the appropriate answer [6]. 

 

 Purchasing and selling goods and services online is known as e-commerce. It is made up of two layers from a 

system approach. A technical architecture made up of hardware and software is the first layer. Other Layers are 

technologically-based business transactions. Renting hardware and software using cloud computing enables e-

commerce businesses to avoid making capital expenditures. Costs associated with system development are reduced 

[7]. In [8], the author states that to realize the sharing of medical data and health information, coordination of 

healthcare systems, and effective and cost-containment clinical information system infrastructure through the 

implementation of a distributed and highly integrated platform, the medical and health information system is based 

on cloud computing. A service known as cloud storage keeps data up to date, manages and backs it up remotely, and 

makes data accessible to users over a network (via the internet). Numerous companies offer cloud storage. Most 

companies offer free storage up to a specific gigabyte limit. When a client can store and manage the data at a 

reasonable cost as opposed to using the cloud, the concept of cloud storage is not worthwhile. So, the cloud should 

be created in a way that makes it affordable, autonomously computable, multi-tenant, scalable, accessible, 

controllable, and efficient [9].  

 

The testing environment, evaluation technology, and evaluation service are the three components that make up the 

test and evaluation system for cloud computing information security solutions. For cloud computing information 

security products, the test environment primarily consists of a test platform. Evaluation technology primarily 

consists of testing tools, testing methods, a basic database, and related standards and specifications. Evaluation 

services offer the ability to evaluate cloud computing information security products. According to the security 
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technological requirements, the security testing technique for cloud computing systems may be separated into four 

categories: security function, security guarantee, environmental adaptability, and performance requirements [10]. 

 

MAJOR  SECTORS ADOPT CLOUD COMPUTING 

A few examples of the many uses for cloud technology include business, data storage, entertainment, business 

management, social networking, education, medicine, art, and GPS. 

 

E-Governance 

In many countries around the world, the use of cloud computing for e-government is growing, and governments 

have started to benefit from the cloud [11]. The cloud computing industry is a thriving application development that 

offers an inexpensive and efficient option for any E-Government infrastructure development [12]. 

 

Business Trading Sector 

Cloud-based e-commerce software enables users and e-businesses to adapt rapidly to growth opportunities. 

Instead of developing massive static environments scaled for peaks, the cloud is a perfect fit for e-commerce since it 

allows providing and paying for resources as need them. The objective is automatic provisioning. Environments are 

static and scalable for peak load without the cloud [13].  

 

From the Figure 8, the Cloud Computing offers some benefits to E-Commerce industries. To combine the processing 

power of numerous devices, the majority of E-Commerce enterprises employ a hosting server. Online stores operate 

differently from other websites. To update databases, protect personal information, handle payments, and monitor 

sales, they require more assistance and flexibility. E-commerce companies can rent hardware and software due to 

cloud computing rather than purchasing it. It helps in reducing system building costs. E-commerce companies 

usually purchase all required hardware and software, which leads to significant investment costs, especially for 

small and medium-sized organizations. Virtualization of cloud computing Depending on their needs, e-commerce 

companies can select and rent IT services and goods. A technical architecture must be developed. Particularly 

flexible is the "pay as a service" billing model. This allows growth resource payment for e-commerce companies [14]. 

 

Educational Sector   

One of the most significant changes brought about by the use of cloud computing in the education sector is the rise 

of e-learning, online distance learning courses, and student information portals. In this case, cloud computing may 

prove to be beneficial. The usage of cloud computing is to access any file, document, or even video from anywhere in 

the world. So it's beneficial to provide fundamental classes to students who can't otherwise afford them. Cloud 

computing is a new technology that is currently being employed all over the world since it allows us to provide 

individuals with simple and innovative learning opportunities while also raising the educational level of the nation 

[15]. Students, professors, and researchers are offered a comfortable environment for learning, teaching, and 

experimenting in this new learning environment so they can connect to their organization's cloud and access data 

and information. 

 

Healthcare Sector 

Historically, the healthcare industry has underutilized technology, particularly when it comes to enhancing patient 

care. Even though the fact that healthcare has been around for sixteen years now, there are still a lot of manual or 

paper-based methods that are used to alert and make choices in most situations, such as patient history [16]. In 17, 

the author proposed, the adoption of telemedicine technologies like teleradiology, telesurgery, and audio/video 

conferencing introduces a new way for different healthcare providers to collaborate and communicate. 

Telehealthcare services enable patients to get clinical care without having to travel and also assist medical specialists 

in sharing their expertise to handle challenging medical issues.  

 

From the Figure 9, the Cloud Computing offers some benefits to Healthcare industries. Doctor-patient and doctor-

doctor communication, as well as the transmission and preservation of medical pictures, may all be made possible 
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via cloud-based software. Data sharing is made simple by cloud computing, which also effectively streamlines 

provider communications. It enables experts to conduct virtual consultations to share their knowledge on a case or 

provide a second opinion for more accurate disease diagnosis and treatment. For healthcare organizations, reliable 

disaster recovery procedures are ensured by cloud technology, such as patient management software. 

 

Banking and Finance Sector 

There are no longer any restrictions associated with this technology since anybody, everywhere can have access to 

banking systems without the expense and other barriers that are associated with traditional on-premises banking 

systems. Instead, cloud computing can make enterprise-level banking systems and related technologies available in 

the cloud on a pay-per-use basis [18]. Cloud computing seems to have the ability to speed up innovation and 

corporate transformation across industries, including banking. The advantages of this cloud-based technology 

(instead of its physical servers) for banks are its low prices, speed, adaptability, and security. 

The usage of cloud computing can benefit banks in several numbers of ways, including 

 • Increasing operational process efficiency; 

 •Building secure applications that adhere to regulatory frameworks. 

• Improving products and customer services. 

• Eliminating entry barriers into new business models by being more adaptable. To lead to rising, it is no longer 

essential to own several of machines; instead, hiring a Cloud provider will be sufficient 

 

A  REVIEW – HEALTHCARE SECTOR 

The Literature review on Healthcare sector is in a comparative format is given in table1. In 19, the author 

implemented MES, for utilizes to secure Healthcare sharing and storage mechanisms. And also that compare the 

various algorithm to analyze some parameters in Healthcare environment. In 20, the author compared to various 

Algorithms and analyzed to chosen, CBM is most efficiency to secure the data in cloud. In 21, the author proposed, 

that Lightweight Cryptography is used to secure the EHR in Cloud. The sensitive information is protected by 

Lightweight protocols. In 22, the author demonstrates the utility of the combination of machine learning and 

segmentation in order to improve data security. Processing RGB colorful images using cloud resources in a securely. 

More importantly, in proposed it apply two methods for image enhancement, i.e. Gaussian filtering and pixel 

intensity.    

 

In 23, the author proposed that, to generate two photo galleries .The OMBD is hold on to secretly in the cloud and 

the DMBD is used as a honeypot and is remain in the fog. As a result, the user accesses the DMBD by default instead 

of only doing so when unauthorized access is discovered. Only after confirming the user's legitimacy may they 

access the OMBD. In 24, the image will be split using a sequence key after being encrypted into ciphertext using the 

AES technique. The ciphertext is first decrypted after being combined using the same sequence key. In 25, the author 

is to increase the number of robots in the system from 10 to 100, the time consumption for generating keys differed 

0.002–0.003 s. The author framed the methods based on the proposed method's key generation time in comparison to 

other approaches. When compared to previous 

 

ways, the suggested method reduces the time needed for key generation. The key generation time differs from others 

by 10 to 15 microseconds. In 26, the author discussed how encryption and anonymization methods have been used 

for health care data protection as well as presented their limitations. 

 

SECURITY CHALLENGES IN ALL SECTORS 

Cloud computing has a lot of security risks. Customers use the cloud because of its on-demand services, cost-

effective resource pool, and ability to conduct computer operations from any location at any time. However, the 

security concerns they endure are causing both clients and cloud service providers to despair. With cloud 

computing, anyone may instantly host a cloud using a shared pool of resources. The security of data is severely 

threatened by these interconnected networks. Cloud computing presents several security hurdles and problems [27]. 

Both external hackers and unauthorized inside personnel can easily access data in cloud models. Internal staff 
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members have easy access to data, whether on purpose or by accident. Using hacking techniques like session 

hijacking and network channel eavesdropping, outside hackers may be able to access databases in these 

environments [28]. All organizations, whether for-profit or nonprofit, have started using the cloud to store data, 

which raises concerns about the security and privacy of that data. Additionally, the cloud presents several challenges 

for service providers in terms of data transfer and service utilization. The majority of security threats in cloud 

computing are associated with cloud data security. Most issues come from the data that consumers upload to the 

cloud, whether it is a lack of visibility into data, an inability to control data, or data theft in the cloud. 

 

In [29] the author surveys that both internal and external source can provide security risks to businesses. The 2011 

Cyber Security Watch Survey found that insiders were responsible for 21% of cyber attacks. According to 33% of 

respondents, insider attacks are more expensive and devastating to enterprises. The majority of insider threats (63%) 

and intellectual property theft (32%) involved unauthorized access to and use of corporate information. Certain 

sensitive data can be accessed by malicious users, which can result in data breaches. As per the study is carried out 

by the author [30], Access control is a key security tool for cloud computing that enables data protection. It ensures 

that the requested data, which is kept in the cloud, is only accessible to authorized users. Proper access control is 

made possible by several security methods in cloud computing. On various network and cloud layers, intrusion 

detection systems, firewalls, and responsibility separation could be installed. Through the cloud network, a firewall 

only allows content that has been passed through. Typically, users specify security policies for a firewall and then 

implement those policies. Demilitarized zones (DMZ), which offer additional data protection, are typically associated 

with firewalls. In [31], the author illustrated that the subject of account hijacking is one of the most frequently 

discussed in society. There may be a variety of reasons for hijacking, including providing our credentials to others 

and offering our data to third parties via online transactions. The hackers who would take over our account might 

even alter transaction information, falsify data, and utilize other cloud services linked to the account to execute 

additional attacks 

 

In the healthcare sector, data can be stolen easily because it is stored in plain text, making it simple for anybody to 

read, write, or modify the data. Because it involves the patient's confidential health information, security in e-

healthcare is even more crucial. Attackers can use the open wireless channels' weaknesses to their advantage. The E-

healthcare framework can incur a variety of damages as a result of these attacks [32]. For secure the purpose of 

ensuring online access to banking accounts, the majority of banks offer a user-id, password, as well as a one-time 

password. The premise that dictionary attacks can ability to get passwords deems this form of authentication 

procedure entirely unsecure. 

 

Password Hacking Tools used by Hackers: 

o John the ripper  

o THC Hydra  

o Pwdump 

o Rainbow Crack  

o Brutus  

o Cain and Abel 

 

DATA SECURITY IN CLOUD 

Typically, data encryption is a key area of concern for cloud security. In [33], the author states that by transforming 

the data from its readable and intelligible form to a form that is not understandable to unwanted persons, the science 

of cryptography prevents data from being stolen and interpreted by unauthorized individuals. By using encryption, 

the scrambled data which makes it virtually impossible for anyone to use it without encryption keys. While 

attempting to improve the security of cloud data, users should focus on a few key areas. 

Be sure to look at the following while trying to secure SMB or industrial systems: 

 Encrypting data before it is stored in the cloud: Users can have greater control over how the company manages 

its encryption methods if it secures individual local data storage devices and operating systems. 
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 End-to-end encryption: To protect the data while it is transmitted to and from the cloud service, be sure the 

provider provides end-to-end encryption. Sensitive information should always be shielded from interception, 

such as financial or private data. 

 Keep track the Encryption keys: Different keys are required to decrypt data, so it's crucial to handle and protect 

these keys carefully. Decide whether the cloud provider will manage the keys internally or if users will take 

charge of that. 

 Use a cloud security solution: It is a challenging undertaking that requires assistance to maintain its data 

encryption efforts. While protecting against existing threats, security technologies like Kaspersky Hybrid Cloud 

Security can help to decide how to improve local and cloud security efforts. 

 

In [34], the Author analyse that the New Lightweight Cryptography Algorithm, which combines high flexibility and 

security. The NLCA algorithm reduces processing power and reduces computational complexity. In [35], the most 

effective functionality of a cloud is directly provided by IaaS, which is present on the sub layer. IaaS also enables 

hackers to carry out high-resource assaults like brute-force cracking. IaaS offers the perfect platform for hackers to 

launch assaults that need a lot of attacking instances because it supports multiple virtual machines. Another security 

concern with cloud models is data loss. 

 

In [36], a security method to thwart this kind of attack is the secure Socket Layer (SSL). Therefore, authentication of 

the client and the server may not function as it should protect users of cloud technology from a man in the middle 

of this security technique that is not configured properly. In [37], to provide data confidentiality and information 

integrity of users' data in the cloud computing environment, the author implemented AES Algorithm and proposed 

an effective security framework that provides a mechanism through which communication is protected and 

unauthorized access is restricted. 

 

CONCLUSION AND FUTURE WORK 
 

Cloud computing is an emerging force that has aided numerous sectors over the past few decades as the increasing 

digitalization has changed over time. The main purpose of this study and review paper, we discussed about basic 

concept of Cloud computing and Data Security. We review the security challenges in all sectors from various 

research papers, then how that Data Security challenges are rectified using cloud computing technology. From this 

paper, the future research process is done from Healthcare Sector. Healthcare is one industry that has greatly 

benefited from cloud computing in terms of infrastructure. With the introduction of cloud computing, things have 

drastically changed in the healthcare industry, where a rapid gain is already taking place. This has not only benefited 

in the growth of the infrastructure and facilities, but it has also created new opportunities for multidisciplinary 

medical research, which is beneficial for all of humanity. In the table1, we review the various security issues in 

Healthcare sector and its methods.  In future work, we compare and analysis the various algorithms to secure the 

data efficiently, to implement in Healthcare sectors using cloud technology. 
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Table1: A Comparative Literature Review of Work Done by Various Authors in Healthcare Sector 

 

Refer.No 
Problem 

Identification 
Methodology Pros Cons 

Authors 

19 

Prevention of 

security breaches 

and vulnerabilities 

in MCC 

environment 

MES Algorithm 

Using MES, 

Health 

Information 

system has 

secure 

environment 

to storing and 

share the data 

in Mobile 

Cloud 

Computing. 

MES has better 

performance 

than other 

commonly 

used 

algorithm in 

terms of 

processor 

utilization 

rate, less 

memory 

utilization, the 

highest degree 

of key 

variances, and 

highest data 

colligation 

rate. 

Image-

oriented 

data-set not 

to be 

considered.                 

System 

efficiency is 

low in 

Layered 

model. 

  

 

 

 

Hadeal 

Abdulaziz Al 

Hamid et. Al, 

(2017) 
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20 

Due to physical 

connectivity 

restrictions, 

networks are more 

susceptible to 

security threats. So 

the data will be 

stored in cloud and 

cyber-security 

vulnerabilities have 

been  

identified in cloud-

based healthcare 

systems 

RSA, TWOFISH Algorithm, 

ICC,  FHE Algorithm, 

BAO(Butter-Ant 

Optimization Algorithm)                               

CBM(Cross Breed Blowfish & 

MD5 Algorithm)                        

FET-RT(Fuzzified Effective 

Trust-based Routing 

Protocol) 

CBM is used 

to increase the 

Secure health 

data in CPS 

Cloud.                

MD5 hash 

generator is 

useful for 

encoding the 

password and 

encrpyt the 

data. 

Energy 

consumption 

is not 

measured in 

CBM 

method 

 

 

 

 

R. 

Priyadarshini 

et. Al, (2022) 

 

21 

In Electronic Health 

Record, the data 

sharing over the 

unsecured wireless 

medium brings 

many security 

challenges 

Hash Function Algorithm 

Using 

Lightweight 

Cryptography, 

secure the 

EHR in Cloud.                  

Using KDF,to 

ensure end-to-

end ciphering 

of information 

for preventing 

misuse.                                          

lightweight 

security 

protocols with 

extreme 

robustness to 

protect 

sensitive 

networks 

should be 

developed 

Proposed 

scheme is 

not cost-

effective for 

Low Power 

Wide Area 

Networks 

(LPWAN) 

using a local 

database.              

Simplicity 

and 

robustness 

 

 

 

 

Abouelmehdi 

et al, (2018) 

 

22 

To prevent 

unauthorized access 

to medical records 

and personal health 

information. Security 

issues concern in 

Medical image 

analysis 

Machine Learning 

Techniques, Support Vector 

Machines (SVM) and Fuzzy 

C-means Clustering (FCM) 

Algorithm, CloudSec 

Support 

Vector 

Machines 

(SVM) and 

Fuzzy C-

means 

Clustering 

(FCM) to 

classify image 

pixels more 

efficiently. 

Using 

CloudSec 

module, to 

Using FCM 

& SVM, 

unsuitable to 

large 

Datasets. 

 

 

 

V. 

Vijayakumar 

et. Al, (2018) 

 

 

Porkodi and  Raj Balaji 

 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

63916 

 

   

 

 

reduce the risk 

of the 

potential 

disclosure of 

medical 

information. 

23 

Privacy of Medical 

Big Data in 

Healthcare Sector 

Pairing-based Cryptography 

and Decoy Techniques                  

Blow-Fish Algorithm 

An efficient 

tri-party 

authenticated 

key agreement 

protocol has 

been proposed 

among the 

user, the DPG, 

and the OPG 

based on 

paring 

cryptography. 

Using decoy 

technique the 

private 

healthcare 

data are 

accessed and 

stored 

securely. 

Using FOG, 

the power 

consumption 

is high 

 

 

 

R.Josephius 

Arunkumar,  

(2017) 

 

24 

Secure Patient 

Related images in 

Healthcare System 

AES 

Encrypt and 

Decrypt the 

data storage in 

cloud 

securely. 

In AES the 

counter 

mode is 

complex to 

implement 

in software 

taking both 

performance 

and security. 

 

 

 

Maryam 

Shabbir et. 

Al, (2021) 

 

25 

Secure sensitive 

Healthcare Data in 

Cloud 

Elliptic Curve Cryptography 

(ECC), Hash-based Message 

Authentication 

Code-SHA 1, 

The robotics 

healthcare 

data is 

encrypted 

using an 

Elliptic Curve 

Cryptography 

(ECC)-based 

mechanism for 

secure sharing, 

and Hash-

based Message 

Authentication 

Code-SHA 1 

Internal 

Threats in 

System 

 

 

 

 

Mbarek 

Marwan et. 

Al, (2018) 
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(HMAC-

SHA1) is used 

for 

maintaining 

the 

integrity of the 

sensitive data. 

26 

To prevent security 

breaches in Big 

Healthcare data 

De-identifcation  

Methodology   Hybrid 

Execution Model       Identity 

based anonymization 

Fraud and 

Anomaly 

Detection 

Poor 

usability, 

Heightened 

Security 

risks and 

Anonymized 

data set 

 

 

Saurabh Jain, 

(2022) 

 

 

 
 

Fig 1: Public Cloud Computing Fig 2: Private Cloud 

 
 

Fig 3: Hybrid Cloud Fig 4: Service-Oriented Architecture 

 
 

Fig 5: Grid Computing Fig 6: Utility Computing 
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Fig 7: Cloud computing in major Sectors 

 

Fig 8: Benefit of E-Commerce Sector using Cloud 

computing 

 
Fig 9: Benefits of Cloud Computing in Healthcare Sector 
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Dysmenorrhea is one of the most common gynecological health conditions. It is 

cramping pelvic pain started before or at the onset of menses and lasting 1-3 days. It is 

also known as painful menstruation. The prevalence of Dysmenorrhea is highest in the 

16-25 year age group. Dysmenorrhoea may also affect the stress level among the girls. 

Dysmenorrhea can limit daily social, recreational, and educational activities, including 

affects the quality of life of person. To evaluate the prevalence of severity of 

dysmenorrhea and its correlation with level of stress among college going girls.  An 

online cross-sectional survey was carried out using Google form with sample of 150 

students (age group 18-25 years). Outcome measures used are WALIDD and PSS-10to 

determine the severity of Dysmenorrhea and level of stress respectively. Pain start 

within 6-12 hours before menses and lasting for one or two days after menses, Lower 

abdominal, pelvic and body pain lasting 8-12 hours were included in this study. Girls 

taking oral contraceptive pills due to any hormonal problem, any pelvic surgery, 

abnormal bleeding was excluded. In this study for analysis of data used the SPSS-20 

and Microsoft Excel for descriptive analysis. In which the mean age was 20.82. Then 

mean and SD of WAILDD score was 5.46 and 2.28984 and PSS-10 score was 20.68and 

6.33000 obtained. There is very weak correlation between severity of dysmenorrhea and 

level of stress. This study concluded that there was prevalence of severity of 
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dysmenorrhea 4.67%(no dysmenorrhea),30.66%(mild),42%(moderate), 22.66%(severe) 

and level of stress was 11.33%(low),68.66%(moderate), 20%(severe) among girls there 

was a not statistically significant correlation  between the severity of dysmenorrhea and 

level of stress in girls. 

 

Keywords: Dysmenorrhea, girls, stress, PSS-10, WALIDD 
  

 

INTRODUCTION 

 
Menstruation known as a monthly period is the regular release of mucosal tissue and blood from the inner lining of 

uterus (Endometrium) through the vagina. The 1st period generally starts between 12-15 years old; this time is 

known as menarche.(1)Worldwide, girls experience menstruation every month which is natural physiological 

process that might be negative effects on girls.(2) Menstruation related health problems like physical & psychological 

that suffering with abdominal, back pain, blotting, emotional irritability & fatigue.(3) Menstruation period generally 

getting start during adolescence & mostly 75% of girls have problems associated with menstruation.(4) 

Dysmenorrhea is a painful gynecological problem derives from the Greek word which means ‚difficult monthly 

flow‛(5). Dysmenorrhea classified by two types: (1) Primary Dysmenorrhea: It is painful menses with normal pelvic 

anatomy. It is start within first six months after menarche. Affected girls having sharp, intermittent pain in the 

suprapubic area. Pain radiating to the back of legs or lower back. (2) Secondary Dysmenorrhea: It is resulting 

underlying pathology such as pelvic inflammatory diseases, irregular cycles or infertility problems, endometriosis, 

intra-uterine devices, ovarian cysts, cervical stenos is. In these primary dysmenorrhea is more common.(6,7) 

Estimates of prevalence amount adolescents range from 25 to 90%. According to Indian studies, the prevalence 

ranges from 50 to 87.8 % (8). Pain is reported by 5 to 20% of girls who have severe dysmenorrhea that prohibits them 

from doing their normal activities.(9)PD is neither life threatening nor disabling, but it does cause absenteeism  & has 

a substantial impact on individual’s mental stress. The main cause of PD is increased level of prostaglandins. 

Prostaglandins especially PGF2 which stimulate myometrial contractions, (10) 

 

Psychological problems such as sadness, stress, anxiety, depression, social factors and lifestyle factors include 

irregular diet, poor sleep all are related to dysmenorrhea & in this mental stress is one of the important cause of the 

PD among adolescents girls. (11, 12) Minor changes in daily activities like study related stress, family problem and 

financial trouble which lead to stress and emotional disturbance has a role in the pathogenesis of pain including 

PD.(13) Dysmenorrhea can limit daily social, recreational, and educational activities, including affects the quality of 

life of person.(14)  In this study, for level of stress measure using the perceived stress scale (PSS). It is 10 item scales. 

Complete to 5-10 minutes. the reliability of PSS is 0.80.(15)For severity and screening tool using a WaLIDD Score. 

This tool is very reliable and valid for measuring the severity of dysmenorrhea. (16) However, the relationship 

between the severity of dysmenorrhea and level of stress among girls has been less studied. So need of this study to 

evaluate the correlation between level of stress and severity of dysmenorrhea. 

 

AIMS AND OBJECTIVES 
 

AIM: The aim of study is to evaluate the correlation between level of stress and severity of primary dysmenorrhea in 

college going girls.  
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OBJECTIVES  

 To evaluate prevalence of level of stress and severity of dysmenorrhea. 

 To find the correlation between age and severity of dysmenorrhea. 

 To find the correlation between age and level of stress. 

 To find the correlation between severity of dysmenorrhea and level of stress.  

 

METHODOLOGY 

 
 Source of data: Parul University.  

 Study design: A cross sectional study  

 Sampling method: Convenient sampling  

 Sample size: 150 

 Study population: Girls with primary dysmenorrhea.  

 Inclusion criteria: Age group 18-25 years, Pain start within 6-12 hours before menses, Lower abdominal, pelvic 

pain, lower back pain, cramps, medial & anterior thigh pain lasting 8-12 hrs. Regular menstrual cycle. 

 Exclusion criteria: Having secondary dysmenorrhea, Any Urogynecologic diseases, metabolic diseases, 

neuropsychiatric condition, pelvic surgery, Girls taking oral contraceptive pills due to any hormonal problem. 

 Ethical clearance: As the study includes human subjects ethical clearance was obtained from Parul university 

institutional ethical committee for human research. (PU-IECHR). 

 

PROCEDURE 

Total 150 subjects were taken who fulfilling the inclusion and exclusion criteria. All the participants were informed 

about the study and consent was taken from each participants in the signature on the consent form. Privacy and 

confidentiality of the subjects should be maintained. Personal information such as name, age, address. age of 

menarche, cycle of days, days of pain during menses etc. After those subjects were asses with WaLIDD and PSS 

Questionnaires were formulated and organized with the: Google Forms.  

 

OUTCOME MEASURES 

1.The WaLIDD Sore is taking for features of dysmenorrhea such as: 1) Number of anatomical pain locations (No part 

of the body, Lower abdomen, Lumbar region, Lower limbs, Inguinal region) 2) Wong- Beker pain range (Does not 

hurt, hurts a little, a hurts little more, hurts even more, hurts a lot) 3) Number of days of pain during menstruation 

(0, 1-2,3-4,>5)4)  Frequency of disabling pain to perform their activities (Never, Almost never, Almost always, 

Always) Each tool’s variable provides specific score between 0 and 3 and final score ranged from 0-12 point. 

2. Perceived stress scale-10 was taken for evaluate the level of stress about her menstruation moods, anxiety and 

emotional disturbances. It is a 10 item questionnaire.  

Girls were asked to answer the questions about stress, feelings and thoughts during her menstruation period. 

 

STATSTICAL ANALYSIS 

 Descriptive analysis of age, WALIDD and PSS interpreted by using statistical software IBM SPSS- 20.The descriptive 

statistics including means and standard deviations were obtained. For the nonparametric correlation between 

variables spearman’s test was applied. A p- value less than 0.05 were considered to be significant. 

 

RESULTS 
In this study 150 participants were selected. The IBM SPSS-20 was used for analysis of data and Microsoft Excel was 

used for descriptive analysis. In which the mean and SD of age, WALIDD and PSS-10 was 20.82 and 1.89, 5.46 and 

2.28 and 20.68and 6.33 obtained respectively. 
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Interpretation: Table - 4 shows, 

1. Correlation between AGE & WALIDD the p-value is 0.301 which suggest that there is very weak significant 

correlation; the value of correlation coefficient r is 0.085 which suggest very weak positive correlation. 

2. Correlation between AGE & PSS the p-value is 0.267 which suggest that there is very weak significant correlation; 

the value of correlation coefficient r is 0.091which suggest very weak positive correlation. 

3. Correlation between WALIDD & PSS the p-value is 0.968 which suggest that there is very weak significant 

correlation; the value of correlation coefficient r is 0.003 which suggest very weak positive correlation. 

 

DISCUSSION 

 
The purpose of present study was to find the prevalence of primary dysmenorrhea among girls and its correlation 

with severity of dysmenorrhea and level of stress. Total 150 girls falling in age group of 18-25 years were selected 

according inclusion criteria, WALIDD score measure the severity of dysmenorrhea similar screening tool was used 

by Rabia Butt, Urfah etal Working ability, location, intensity, days of pain dysmenorrhea (WaLIDD)score was used 

to assess the severity of dysmenorrhea.(17)  and PSS was used to assess level of stress. Primary dysmenorrhea may 

be a common disorder among young women, and uterine ischemia plays a crucial role in pelvic pain. Asymmetric 

dimethylarginine (ADMA) is accepted as a stronger marker of endothelial dysfunction. Prostaglandins can also cause 

headache, nausea, vomiting and diarrhea. Hormonal and endocrine imbalance, uterine contractions, uterine 

bleeding, cervical obstruction and psychological factors are also involved in the pathophysiology of primary 

dysmenorrhea. Menstrual pain may result from the increased contractions of the uterine muscle which is innervated 

by the sympathetic nervous system. Stress is supposed to increase the sympathetic activity which may lead to the 

increase in menstrual pain by enhancing the intensity of the uterine contractions. 

 

The findings of the present study showed a high prevalence of dysmenorrhea in which 4.67% (no dysmenorrhea), 

30.66%(mild),42%(moderate), 22.66%(severe) and level of stress was 11.33%(low),68.66%(moderate), 20%(severe) 

among adolescents girls of Parul university, Farooq Islam, Asim Raza et al. determined that Out of 161 subjects, 12 

were having mild dysmenorrhea, 98 were moderate and 51 were severe dysmenorrhea.(17)similar findings were 

reported by Suresh K. Kumbhar, Mrudula  Reddy etal 119 (65%) are dysmenorrheic, 68.4% and 61.2% are from the 

urban and rural areas respectively.(18)Dysmenorrhea is one of the most frequent discomforting gynecological 

conditions influencing the quality of lifeand social activities among girls.. Similar study was done by Amir, Farideh 

etal several factors can affect primary dysmenorrhea and its incidence and severity including mental health. (19) 

 

In this study our results found that very weak positive correlation between age and severity of dysmenorrhea(r= 

0.085), age and level of stress.(r= 0.091)  and severity of dysmenorrhea with level of stress(r= 0.03) and also no 

significant level found  in college going girls. Similar findings was determined by  Karki, Rai Chandra etal. No 

association was found between incidence of dysmenorrhea and severity of stress.(20)However , wang L etal(21) and 

Masoumeh Kordi(22) etal found association between high stress level and incidence of dysmenorrhea. The quality of 

life during dysmenorrhea is comparatively poor among dysmenorrheic girls, loss of physical activity and work 

satisfaction, personal relationships, confidence& concentration. 

 

CONCLUSION 
 

A total 150 participants were selected for the study from Parul university girls. By this study we concluded that 

severity of dysmenorrhea and level of stress very weak correlation was obtained, and found that there was a not 

statistically significant relationship between the severity of dysmenorrhea and level of stress in girls.  

 

Limitations of study 

1) Sample size was small. 

2) The data was collected from only one university. 
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Further Recommendations 

1) A study can be done with different universities and schools. 

2) A study can be done on different age group. 

3) A study can be done with large sample size. 

4) Other factors can be taken. 
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Table:- 1 Description of Age 

 MEAN SD 

AGE 20.82 1.89 

WALIDD 5.46 2.28 

PSS 20.68 6.33 

 

Table:-2 Distribution of the participants according to Age 

AGE TOTAL percentage 

18-20 74 49.33% 

21-23 58 38.66% 

24-25 18 12% 

 150  

 

Table:-3 Distribution of participants according WALIDD AND PSS 

WALIDD SCORE TOTAL percentage interpretation 

0 7 4.67% No dysmennorhea 

1 to 4 46 30.66% mild 

5 to 7 63 42% moderate 

8 to 12 34 22.66% severe 

PSS TOTAL percentage interpretation 

0-13 17 11.33% Low stress 

14-26 103 68.66% moderate 

27-40 30 20% Severe 

 

Table: 4 Correlation between AGE,  WaLIDD AND PSS 

 

1.Correlation between AGE and WAILDD 

 Mean Std-deviation r-value p-value 

Age 20.826 1.892 
0.085 0.301 

WaLIDD 5.460 2.289 
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2.Correlation between AGE and PSSS 

Age 20.826 1.892 
0.091 0.267 

PSS 20.686 6.330 

3.Correlation between WALIDD and  PSS 

WALIDD 5.460 2.289 
0.003 0.968 

PSS 20.686 6.330 

 

  

Graph 1: Mean and SD of AGE, WALIDD and PSS. Graph 2: shows a age group distribution. 

 
 

Graph: 3 shows participants’ distribution according 

WALIDD and PSS. 

Graph: 4.1 shows correlation between 

Age and WaLIDD (r= 0.085) 

  
Graph: 4.2 shows correlation between 

Age and PSS (r= 0.091) 

Graph: 4.3 correlation between WALIDD and PSS 

(r=0.003) 
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A dominating set S of vertices of a graph G without isolated vertices is  an independent semitotal 

dominating set if it is an independent dominating set and to each u in S there is a v in S at a distance 

exactly two. The independent semitotal domination number of a graph is the minimum size of an 

independent semitotal dominating set of vertices in G. In this paper, we have obtained the bounds for  

independent semitotal domination number in the Cartesian product of  paths, path with a cycle and 

cycles.   

 

AMS Subject Classification: 05C69 

Keywords: Cartesian Product of graphs, Total Domination, Semitotal Domination, Independent 

Semitotal Domination,  

  

 

INTRODUCTION 

 
Let G = (V, E) be a graph. A set S of vertices of G is a dominating set if for each  v in V − S there is a u in S such 

that uv is an edge. The minimum and maximum cardinality of a minimal dominating set of G are the domination 

number (G) and upper domination number Γ(G) respectively.  
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A dominating set S of G is an independent dominating set if < S > consists of isolate vertices. i(G), the independent 

domination number of G is the minimum cardinality of a minimal independent dominating set. 

The maximum cardinality of a maximal independent set of vertices of G is the independence number of G, denoted 

by 0(G). 

 

The concept of semitotal domination was introduced in[1] 

A set S of vertices of a graph G without isolated vertices is  a semitotal dominating set of G if it is a dominating set of 

G and every vertex in S is within distance 2 of another vertex  of S. The semitotal domination number denoted by 

t2(G) is the minimum cardinality of a minimal semitotal dominating set.  

 

An inequality domination chain of a graph connects various parameters  was established in [2] as follows   ir(G) ≤ 

(G) ≤ i(G) ≤ 0(G) ≤ Γ(G) ≤ IR(G) . 

 

From the motivation of semitotal domination we introduced a parameter, independent semitotal domination 

number that lies between independent   domination number, i(G) and independence number β0(G) [3].  

 

A set S of vertices of G is an independent semitotal dominating set if S is an independent dominating set and for each 

u in S there is a v in S at a distance exactly two. The minimum and maximum cardinality of a minimal independent 

semitotal dominating set are called the independent semitotal domination number it2(G) and upper independent 

semitotal domination number Γit2(G) of  G respectively. 

 

This parameter lies between independent domination number i(G) and independence number 0(G) of a graph. The 

parameter  it2(G) extends the chain as 

 

ir(G) ≤ (G) ≤ 0(G) ≤ i(G) ≤ it2(G) ≤ Γit2(G) ≤ 0(G) ≤ Γ0(G) ≤ Γ(G) ≤ IR(G)  

Every graph has a 0 set which is also an independent semitotal dominating set, hence its existence is guaranteed 

for all non-complete graph. For complete graph 0(Kn) = 1 and hence it2(Kn) is set as 1. 

 

Example 1.1 

 
i(G) = |{f, d, h}| = 3. 

it2(G) = |{f, a, k, e, g}| = 5. 

0(G) = |{b, c, i, j, d, h}| = 6 

i(G) < it2(G) < 0(G) 

The Cartesian graph product  G H called graph product of graphs is a graph with V(GH) = V(G)xV(H) and (g1,h1) 

(g2,h2) E(G H) iff either  g1 = g2 and h1h2 E(H) or g1g2  E(G) and h1=h2. 

In this paper we have obtained the bounds for the Cartesian product of paths, path with a cycle and cycles. 
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CARTESIAN  PRODUCT  OF  PATHS 

Theorem 2.1 

(i) it2(P2  Pn) = 1
3

2


n
 for n = 3k , k = 1,2,3< 

(ii) it2(P2  Pn) = 






 

3

)1(2 n
 for n ≠ 3k 

Proof 

Let V(P2  Pn) = {(c1, di), (c2, dj)} where i, j = 1,2,<..n be the vertex set of P2  Pn. 

When n = 2 ≠ 3k, the set S = ,(c1, d1), (c2, d2)} forms a it2- set. 

it2(P2  P2) = 2 = 






 

3

)1(2 n
 

When n = 3 = 3k, the set S = {(c1, d1), (c2, d2), (c1, d3)} forms a it2- set. 

it2(P2  P3) = 3 = 1
3

2


n
. 

When n = 4 ≠ 3k, the set S = ,(c1, di), (c2, dj)} where i = 1, 3 and j = 2, 4 forms a it2- set. 

  it2(P2  P4) = 4 = 






 

3

)1(2 n

 
When n = 5 ≠ 3k, the set S =  ,(c1, di), (c2, dj)} i = 1,4 and j = 2,5 forms a it2- set. 

it2(P2  P5) = 4 = 






 

3

)1(2 n

 
In general n = 3k, the set S = {(c1, di), (c2, dj)} where i = 1,4,<.n and j = 2,5,<n-1 forms a it2- set. 

 (c1, di) has 
3

n
+1 terms and  (c2, dj) has 

3

n
 terms.     Therefore it2(P2  Pn) = 1

3

2


n
. 

When n ≠ 3k, the set S = ,(c1, di), (c2, dj)} where  i = 1,4,<.n-1 and j = 2,5,<n forms a it2- set. 

(c1, di) has 






 

3

1n
 terms and  (c2, dj) has 







 

3

1n
 terms.    Therefore it2(P2  Pn) = 







 

3

)1(2 n
 

 

Theorem 2.2 

(i) it2(P3  P2) = 3 

(ii) it2(P3  P3) = 4 

(iii) it2(P3  Pn) = n   for  n ≥ 4 

 

Proof 

(i) For  P3  P2, let V(P3  P2) = {(c1, di), (c2, dj), (c3, dk)} where i,j,k = 1,2 be the vertex set of P3  P2. The set S = {(c1, 

d1), (c2, d2), (c3, d1)}  forms a it2- set. Therefore it2(P3  P2) = 3. 

 

(ii) For P3  P3,  let V(P3  P3) = {(c1, di), (c2, dj), (c3, dk)} where i,j,k = 1,2,3 be the vertex set of P3  P3. The set S = 

{(c1, d2), (c2, d1), (c2, d3), (c3, d2)} forms a it2- set. Therefore it2(P3  P3) = 4. 

 

(iii) For P3  Pn, let V(P3  Pn) = {(c1, di), (c2, dj), (c3, dk)} where i,j,k = 1,2,<n 

  When n is even, the set S =  {(c1, di), (c3, dk)} where  i = 1,3,5,<.n-1 and k = 2,4,<..n   forms a it2- set.  

   (c1, di)  has 
2

n
terms and  (c3, dk) has 

2

n
 terms. Therefore it2(P3  Pn) = n   for  n ≥ 4. 
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  When n is odd, the set S =  {(c1, di), (c3, dk)} where  i = 1,3,5,<.n and k = 2,4,<..n-1 forms a   it2- set.  

  (c1, di)  has 
2

n
terms and (c3, dk)  has 

2

n
 terms. Therefore it2(P3  Pn) = n   for  n ≥ 4. 

Theorem 2.3 

(i) it2(P4  Pn) = n+2  when n is even 

(ii) it2(P4  Pn) = n+1  when n is odd 

Proof 

(i) When n is even 

 V(P4  Pn) = {(c1, di), (c2, dj), (c3, dk) (c4, dl)} where i,j,k,l = 1,2,<n 

Choose (c1, d1), (c3, d1) in the 1st column and (c2, d3)(c4, d3) in the  3rd column. Proceeding like this choose upto (c2, dn-

1)(c4, dn-1)  in the (n-1)th column. Since n is even, P4  Pn  has even number of columns. And two vertices are chosen in 

each column alternatively. Therefore total number of columns with chosen vertices is n/2. For domination, we have 

to choose (c1, dn)(c3, dn) in the nth column additionally.  Total number of vertices to form a it2- set is n+2.   

 

Therefore it2(P4  Pn) = n+2. 

(ii) When n is odd 

Choose (c1, d1), (c3, d1) in the 1st column and (c2, d3)(c4, d3) in the  3rd column. Proceeding like this choose upto (c1, 

dn)(c3, dn)  in the nth column. Since n is odd,      P4  Pn  has odd number of columns.  Therefore total number of 

columns having the chosen vertices is 
2

1n
. Since two vertices are chosen in each column alternatively to form a 

it2- set.   Therefore it2(P4  Pn) = n+1. 

 

CARTESIAN  PRODUCT  OF  PATH  WITH CYCLE 

Theorem 3.1 

(i) it2(P2  Cn) = 
3

2n
 n  0 (mod 3) 

(ii) it2(P2  Cn) = 






 

3

32n
 n  1 (mod 3) 

(iii) it2(P2  Cn) = 






 

3

32n
 n  2 (mod 3) 

Proof 

(i) When n  0 (mod 3) 

Let n = 3, V(P2 C3) = {(c1, di), (c2, dj)} where i,j = 1,2,3 be the vertex set. 

The set S = {(c1, d1), (c2, d2)} forms a it2- set. Therefore it2(P2  C3) = 2 = 
3

2n

 
Let n = 6, V(P2 C6) = {(c1, di), (c2, dj)} where i,j = 1,2,3,4,5,6 be the vertex set. 

The set S = {(c1, di), (c2, dj)}where i = 1,4 and j = 2,5 form a it2- set. 

Therefore it2(P2  C6) = 4 = 
3

2n

 
In general for n, the set S = {(c1, di), (c2, dj)} where i = 1,4,<n-2 and j = 2,5,<.n-1 forms a it2- set.  (c1, di)  has 

1
3

2


n
terms  and  (c2, dj) has 

3

1n
terms.  

Therefore it2(P2  Cn) = 
3

2n

       
(ii) When n  1 (mod 3) 
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Let n = 4, V(P2 C4) = {(c1, di), (c2, dj)}where i,j = 1,2,3,4 be the vertex set. 

The set S = {(c1, di), (c2, dj)}where i = 1,3 and j = 2,4 forms a it2-set. 

Therefore it2(P2  C4) = 4 = 






 

3

32n

     
In general for P2  Cn, the set S = {(c1, di), (c2, dj)} where  i = 1,4,<n-1 and   j = 2,5,<n forms a it2-set.  

   (c1, di) has 1
3

1


n
terms  and  (c2, dj) has 







 

3

1n
 terms. 

      Therefore it2(P2  Cn) = 






 

3

32n

 
(iii) When n  2 (mod 3) 

Let n = 5,  V(P2 C5) = {(c1, di), (c2, dj)} where i,j = 1,2,3,4,5 be the vertex set. 

The set S = {(c1, di), (c2, dj)}where i = 1,3 and j = 2,4 forms a it2- set. 

it2(P2  C5) = 4 = 






 

3

32n
   

In general S = {(c1, di), (c2, dj)} where  i = 1,4,<n-1 and j = 2,5,<n forms a it2- set. 

(c1, di)  has 1
3

1








 n
 terms and (c2, dj)  has 

3

1n
terms 

Therefore it2(P2  Cn) = 






 

3

32n
 

Theorem 3.2 

(i) it2(P3  Cn) = n       n  0 (mod 3) 

(ii) it2(P3  Cn) = n+2   n  1 (mod 3) 

(iii) it2(P3  Cn) = n+1   n  2 (mod 3) 

 

Proof 

(i) When n  0 (mod 3) 

Let n = 3, V(P3  C3) = {(c1, di), (c2, dj), (c3, dk)} where i,j,k = 1,2,3 be the vertex set. 

The set S = {(c1, d1), (c2, d2), (c3, d1)} forms a it2- set. Therefore it2(P3  C3) = 3 = n. 

Let n = 6, V(P3  C6) = {(c1, di), (c2, dj), (c3, dk)} where i,j,k = 1,2,3,4,5,6 be the vertex set. 

The set S = {(c1, di), (c2, dj), (c3, dk)} where i = 1,4 j = 3,5 k = 1,4 forms a it2-set. 

Therefore it2(P3  C6) = 6 = n. 

For the first three columns, two vertices (c1, d1), (c3, d1) are chosen in 1st column and one vertex is chosen in 3rd 

column to form Independent semitotal domination. 

Similarly for the next three columns, we need three vertices to form independent  

semitotal domination. Hence for n columns, we need 3 








3

n
 vertices to form independent semitotal domination.   

(ie) it2(P3  Cn) = n. 

(ii) When n  1 (mod 3) 

Therefore n-1 is a multiple of 3. As in case (i) we need 3 






 

3

1n
 vertices upto n-1 column. Additionally we need one 

vertex in the nth column and two vertices in the  (n-1)th column to form independent semitotal domination. 
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Therefore  for P3  Cn, we need 3
3

1
3 







 n
vertices to form a it2- set. 

Therefore  it2(P3  Cn) = n+2  

(iii) When n  2 (mod 3) 

Therefore  n-2 is a multiple of 3. As in case (i) we need 






 

3

2
3

n
 vertices to form independent semitotal 

domination upto (n-2)th column. Additionally we need one vertex in the nth column and two vertices in the (n-1)th 

column. 

Therefore for P3  Cn, we need 3
3

2
3 







 n
 vertices to form a it2- set. 

Therefore it2(P3  Cn) = n+1. 

 

Theorem 3.3 

(i) it2(P4  Cn) = n        n  0 (mod 4) 

(ii) it2(P4  Cn) = n+3    n  1 (mod 4) 

(iii) it2(P4  Cn) = n+2    n  2 (mod 4) 

(iv) it2(P4  Cn) = n+1    n  3 (mod 4) 

 

Proof 

Let V(P4  Cn) = {(c1, di), (c2, dj), (c3, dk), (c4, dl)} where  i, j, k, l = 1,2,<.n be the vertex set. 

Let  n= 3, the set S = {(c1, d1), (c2, d3), (c3, d1), (c4, d3)} form a it2- set. 

it2(P4  C3) = 4 = n+1. 

(i) When n  0 (mod 4)  

Let n = 4. The set S = {(c1, d1), (c2, d3), (c3, d1), (c4, d3)} forms  a it2- set. 

(ie) two vertices are chosen in the nth column.   Thus it2(P4  C4) = 4 = n. 

Let n = 8. The set S = {(c1,di), (c2,dj), (c3,dk), (c4,dl)} where i=1,5 j=3,7 k=1,5 and l=3,7 forms a it2-set.  (ie) Two vertices are 

chosen in 1st, 3rd,5th, and 7th column. 

Thus it2(P4  C8) = 8 = n. 

In general for P4  Cn , two vertices should be chosen in n/2 columns.  

Therefore it2(P4  Cn) =  








2
2

n
= n. 

(ii) When n  1 (mod 4)  

 Let n = 5. The set S = {(c1,di), (c2,dj), (c3,dk), (c4,dl)} where i=1,4 j=3,5 k=1,4 and l=3,5 forms a it2-set. Therefore it2(P4  

C5) = 8 = n+3 

Here two vertices are choosen upto 3rd column (ie) upto (n-2)th column alternatively. Then again two vertices are 

chosen in 4th and 5th column (ie) (n-1)th and  nth column. 

This pattern is carried over for all n  1 (mod 4). So in general, we need 4
2

12
2 







 n

   vertices to form a it2-

set.  

                  Therefore it2(P4  Cn) = n+3

 (iii) When n  2 (mod 4) 

Let n = 6. The set S = {(c1,di), (c2,dj), (c3,dk), (c4,dl)} where i=1,5 j=3,6 k=1,5 and l=3,6 forms a it2- set. Therefore it2(P4  

C6) = 8 = n+2 

Here two vertices are chosen in each alternatively (ie) from 1st, 3rd,5th column and two vertices are chosen in last 

column (ie) 6th column. 
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In general, two vertices are chosen upto n-1 column alternatively and two vertices are  

Chosen in the nth column. Therefore it2(P4  Cn) = 
 

2
2

11
2 

n
 = n+2 

(iv) When n  3 (mod 4) 

Let n = 7. The set S = {(c1,di), (c2,dj), (c3,dk), (c4,dl)} where i=1,5 j=3,6 k=1,5 l=3,6 forms a it2- set. Therefore it2(P4  C7) = 8 

= n+1 

Here two vertices are chosen in each alternatively (ie) from 1st, 3rd,5th column and two vertices are chosen in 6th 

column. 

In general, two vertices are chosen upto n-2 column alternatively and two vertices are  

Chosen in the (n-1)th column. Therefore it2(P4  Cn) = 
 

2
2

12
2 

n
= n+1 

CARTESIAN   PRODUCT  OF  CYCLES 

 

Theorem 4.1 

For n ≥ 3, it2(C3  Cn) = n. 

 

Proof 

Let V(C3  Cn) = {(c1, di), (c2, dj), (c3, dk)}  where i,j,k = 1,2,3<.n be the vertex set of C3  Cn.  

Choose one vertex in each column such that all are independent and for every chosen vertex there should be another 

chosen vertex at distance two. These vertices forms independent semitotal domination. Since there are ‘n’ number of 

columns, ‘n’ number of vertices are chosen to form it2- set. Therefore it2(C3  Cn) = n. 

 

Theorem 4.2 

(i) it2(C4  C3) = 4. 

(ii) it2(C4  C4) = 4. 

(iii) it2(C4  C5) = 6. 

(iv) it2(C4  Cn) = n. for n ≥ 6 

 

Proof 

(i) Let V(C4  C3) = { (c1, di), (c2, dj), (c3, dk), (c4, dl)} where i,j,k,l = 1,2,3 be the vertex set of C4  C3. 

The set S = {(c1, d1), (c2, d3) , (c3, d2), (c4, d3)} forms a it2- set.  

Therefore it2(C4  C3) = 4. 

(ii) Let V(C4  C4) = { (c1, di), (c2,dj), (c3,dk), (c4,dl)} where i,j,k,l = 1,2,3,4 be the vertex set of C4  C4. 

The set S = {(c1, d1), (c2, d3) , (c3, d1), (c4, d3)} forms a it2- set. 

Therefore it2(C4  C4) = 4. 

(iii) Let V(C4  C5) = {(c1, di), (c2,dj), (c3,dk), (c4,dl)} where i,j,k,l = 1,2,3,4,5 be the vertex set of C4  C5. 

The set S = {(c1di), (c2,d5), (c3,dk), (c4,d5)}where i=1,3 and k=2,4 forms a it2- set. 

Therefore it2(C4  C4) = 6. 

(iv) Let V(C4  Cn) = {(c1, di), (c2, dj), (c3, dk), (c4,dl)} where i,j,k,l = 1,2,3<.n be the vertex set of C4  Cn. 

Choose one vertex in each column such that each should be independent and at a distance two with another vertex. 

Therefore it2(C4  Cn) = n. 
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Predicting water quality is essential for assuring the availability of clean, safe drinking water, safeguarding aquatic 

ecosystems, and efficiently managing water resources. The ability of machine learning algorithms to model 

complicated interactions and produce precise forecasts has made them viable tools for predicting water quality in 

recent years. Support Vector Machine (SVM) is well known among machine learning techniques and has been 

extensively used in many disciplines, including water quality prediction. This research thoroughly analyzes current 

studies on SVM-based water quality prediction. The drawbacks of conventional approaches for predicting water 

quality are explored, emphasizing the demand for cutting-edge machine learning technologies. The study then 

thoroughly analyzes several SVM-based methods for forecasting water quality, including various kernel functions, 

feature selection techniques, and model evaluation procedures, before providing a general review of SVM and 

outlining its guiding principles, benefits, and drawbacks. The SVM model can manage high-dimensional data, cope 

with non-linear relationships, and make accurate predictions. The need for large datasets, the selection of the 

appropriate kernel functions, and issues with uneven data are all noted as challenges and restrictions of SVM-based 

water quality prediction. Also, possible directions for further research, such as combining SVM with other machine 

learning algorithms, incorporating domain expertise, and creating ensemble approaches for predicting water quality 

are considered and discussed. Finally, by improving water management practices, SVM can assist people all around 

the world to have access to safe and clean drinking water. SVM has demonstrated good results when used to predict 

water quality. 

 

Keywords: Support Vector Machine (SVM), Machine Learning (ML), Water Quality Prediction 
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INTRODUCTION 
 

No one can live without water, thereby making water a crucial environmental factor. Water quality directly impacts 

human health, ecosystem sustainability, and economic growth. Monitoring and predicting water quality is essential 

for ensuring the availability of clean-safe drinking water, protecting aquatic habitats, and managing water resources 

effectively. The traditional approach used in predicting water quality, such as laboratory analysis and manual 

monitoring, are frequently labor-intensive, expensive, and time-consuming, making them unsuitable for real-time 

monitoring and decision-making. 1, 2 

Due to the capacity of SVM to analyze enormous datasets, model intricate relationships, and 

 

 

produce precise forecasts, machine learning techniques have recently come to the limelight as a promising tool for 

predicting water quality. Support Vector Machine (SVM), one of the many machine learning algorithms, has drawn 

a lot of interest in predicting water quality due to its demonstrated and proven performance in managing high-

dimensional data, addressing non-linear relationships, and producing reliable forecasts. SVM is a supervised 

learning technique that is adaptable for various water quality prediction issues because it can be utilized for both 

classification and regression tasks. 3, 5, 7 

This research work aims to present a thorough overview of SVM-based water quality prediction. The evaluation 

of the literature on 

 

SVM-based methods for predicting water quality will emphasize the methods' benefits, drawbacks, and potential 

future directions. The difficulties and factors to be taken into account while using SVM to forecast water quality, 

including the choice of the best kernel functions, feature selection strategies, model evaluation procedures, and 

treatment of unbalanced data, will also be covered in this work. 4, 6, 8 

 

Related Works 

A review of machine learning techniques for forecasting water quality, including SVM, artificial neural networks, 

and decision tree- based algorithms, was done by Muthukumaravel et al. in 2021. In addition to highlighting the 

significance of data preparation, feature selection, and model validation in machine learning-based water quality 

prediction, they also 

 

Material and Method 

This study's objective is to predict the elements of water quality using machine learning (ML) technology 

known as Support Vector Machines 

(SVM). An overview of the used ML model is given. 

 

Support Vector Machine (SVM) 

Support Vector Machine is a supervised learning machine learning algorithm that is greatly used for pattern 

recognition, classification, and regressions. Function fitting is one of the most popular applications of SVM, so 

the component of SVM that uses it is known as support vector regression (SVR). Minimizing the error that is 

different between the model output and observed data is the aim of function fitting using SVM. This can be 

viewed as an optimization problem, and the following is its mathematical formulation: 

 

Minimize: 
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explored the benefits and drawbacks of these methods. The review provides insights into the difficulties and 

prospective directions in this area while highlighting the promise of machine learning in forecasting water quality 

metrics like dissolved oxygen, pH, and nutrient levels [5]. Also, in 2020, Khan and Muhammad conducted an 

analysis of SVM-based water quality prediction models with an emphasis on the difficulties, uses, and potential 

future developments in this area. They examined the limits of SVM, including its sensitivity to hyperparameter 

tuning, choice of kernel functions, and management of unbalanced data, and they reviewed numerous research that 

used SVM for water quality prediction in various locales and water bodies. The analysis also highlighted the 

possibility of adopting other machine learning strategies to boost the precision of water quality predictions, 

including ensemble methods and deep learning [4]. 

Subject: 

 
 

where the normal vector is ω, with a regularization factor of ½ ||ω||2, C is also the penalty of error factor, b as the 

bias, ε as the error function, xi input factor, di is the target value, l is the number of elements in the training dataset, 

φ(xi) is feature space, and ξi and ξ * i as the upper and lower excess deviation respectively. 1, 8, 10 

The kernel functions are given as: 

i. Linear kernel: K(xi, xj) = xi
T xj 

ii. Polynomial kernel: K(xi, xj) = (xi
T xj + γ)d, γ 

> 0 

iii. RBF kernel: K(xi, xj) = exp(-γ || xi - xj ||)2, γ > 

0 

iv. Sigmoid kernel: k(xi, xj) = tanh(γxi
T xj + r), γ > 

0 

the variables xi,  xj  are inputs, and γ – 

 

regularization parameter, αi   = αi - αi is the Lagrange multiplier. The prediction accuracy is based on three 

parameters, γ, ε and C, whose values are determined with the firefly algorithm. 

 

Data Collection (Water Dataset) 

Water quality measures for 3276 distinct water b odies are included in the water quality dataset th at was taken from 

Kaggle. Ph, hardness, solids, c hloramines, sulphate, conductivity, organic carb on, trihalomethanes, turbidity, and 

potability we re a few of the metrics in the dataset. 

 

pH value: When assessing the acid-base balance of water, PH is a crucial metric. It also serves as a gauge for the 
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water's acidic or alkaline quality. The pH range between 6.5 and 8.5 has been suggested by WHO. The range of the 

present investigation was 6.52 to 6.83, which is within the range of WHO criteria. 

 

Hardness: Salts of calcium and magnesium are the major contributors to hardness. These salts are released by the 

geologic formations that water passes through. The ability of water to form soap due to calcium and magnesium 

precipitation was the original definition of hardness. 

 

Solids (Total dissolved solids, or TDS): Numerous inorganic and organic minerals or salts, such as bicarbonates, 

chlorides, magnesium, sulphates, potassium, calcium, and sodium, can be dissolved by water. These minerals gave 

the water an undesirable taste and diminished color. This is a crucial variable while using water. Water with a high 

TDS rating is one that has a high mineral content. The recommended TDS level for drinking purposes is 500 mg/l, 

with a maximum limit of 1000 mg/l. 

 

Chloramines: In public water systems, chlorine and chloramine are the main disinfectants utilized. The process of 

treating drinking water with chlorine and ammonia most frequently results in chloramine formation. The safest level 

of chlorine in drinking water is 4 mg/L, or 4 ppm. 

 

Sulphate: Sulphates are organic compounds that are naturally present in rocks, soil, and minerals. They can be 

found in the surrounding air, groundwater, vegetation, and food. Sulphate is mostly used in the chemical industry 

for commercial purposes. The amount of sulphate in saltwater is around 2,700 mg/L. The majority of freshwater 

sources have values between 3 and 30 mg/L, while certain regions have substantially higher levels (1000 mg/L). 

 

Conductivity: Pure water is an excellent insulator of electrical current rather than a good conductor of current. 

Increased ion concentration improves water's ability to carry electricity. Electrical conductivity is often based on the 

quantity of dissolved particles in water. A solution's ionic process, which makes it possible for it to transfer 

electricity, is really measured by electrical conductivity (EC). The EC value should not be more than 400 S/cm, as 

per WHO guidelines. 

 

Organic Carbon: Both synthetic and naturally occurring organic matter (NOM) contribute to the total organic 

carbon (TOC) in source waters. The total amount of carbon (TOC) in organic compounds in pure water is a 

measurement of this. US EPA estimates that treated drinking water has 2 mg/L of TOC and that source water, which 

is used for treatment, contains 4 mg/Lit. 

 

Trihalomethanes (THMs): These are substances that can be detected in water that has been chlorinated. The 

amount of organic matter present, the quantity of chlorine required to treat the water, and the temperature of the 

treated water all affect the THM levels in drinking water. THM levels up to 80 ppm in drinking water are regarded 

as safe. 

 

Turbidity: Water turbidity is influenced by how much solid matter is present in a suspended condition. It measures 

the water's ability to produce light, and the test is used to determine how well waste is discharged in terms of 

colloidal particles. The mean turbidity value achieved (0.98 NTU) is lower than the WHO's recommended limit of 

5.00 NTU. 

 

Potability: Determines if water is fit for human consumption, with 1 denoting drinkable and 0 denoting unfit for 

potable. 

 

Data Preprocessing 

Pre-processing procedures were used to clean up the gathered data, find outliers, and impute missing values. 

Suitable methods, such as mean, median, or interpolation, were used to impute missing or null data. 
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Feature Selection 

The right factors for predicting water quality metrics were chosen using feature selection approaches including 

correlation analysis, feature importance, and domain knowledge. The machine learning model's input variables were 

the characteristics that were chosen. 

 

Model Evaluation 

Several measures, including accuracy, precision, recall, F1-score, and R-squared, were used to assess how well the 

machine learning models performed. Different algorithms' performances were examined, and the one that 

performed the best in terms of accuracy and robustness was chosen. 

 

Statistical Analysis 

For the water quality metrics, descriptive statistics including mean, median, standard deviation, and range were 

determined. The correlations between various factors were found using correlation analysis. Data preparation, 

model creation, and model assessment were done using statistical tools like Python. 

 

RESULTS AND DISCUSSION 

 
The SVM model was trained using the preprocessed water quality dataset from Kaggle 

(water quality dataset), and evaluated using various performance metrics. The following results were obtained: 

 

Precision: For class 0, which denotes water not potable, the precision of the SVM model was determined to be 0.69, 

meaning that the model accurately predicted 69% of the instances. With a precision of 0.68 for class 1 (good water 

quality or potable water), the model successfully predicted 68% of the instances of good water quality. 

 

Recall: The SVM model's recall for class 0 was determined to be 0.92, meaning that 92% of the examples with poor 

water quality were correctly detected by the model. The recall for class 1 was 0.30, meaning that 30% of the instances 

with good water quality were accurately detected by the model. 

 

F1-score: The SVM model for class 0's F1-score, which balances accuracy and recall, was determined to be 0.79. The 

model performed worse in predicting good water quality than poor water quality, as evidenced by the F1-score 

for class 1 of 0.42. 

 

Support: In the test dataset, the SVM model had a total of 680 samples for class 0 (poor water quality) and 402 

samples for class 1 (good water quality). 

 

Accuracy and Macro/Micro Average: The SVM model's accuracy was determined to be 0.69, meaning that it 

accurately predicted the water quality parameters in 69% of the test dataset cases. 

Precision, recall, and F1-score were estimated to have macro averages of 0.69, 0.61, and 0.60, respectively. The micro 

average and accuracy were both 0.69. In contrast to the micro average, which treats all classes equally, the macro 

average averages performance measures across all classes. 

 

The SVM model's findings show that it performs considerably better in terms of accuracy, recall, and F1-score for 

class 0 (Non- Potable Water) than for class 1 (Potable Water). This indicates that the model performs worse at 

recognizing instances with good water quality but performs better at predicting cases with poor water quality. The 

model may have more false negatives, or instances of good water quality that are not accurately detected by the 

model, given the lower recall and F1-score for class 1. The imbalanced dataset's greater sample count for class 0 than 

for class 1 might be one factor contributing to the performance gap between the two classes. The lower recall for class 

1 may also have an impact on decision-making regarding water quality or potability, since false negatives may lead to 

insufficient responses to poor water quality. 
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The performance of the SVM model can be improved by more research and adjustments, such as balancing the 

dataset using oversampling or under sampling strategies or investigating alternative machine learning algorithms 

that may be better able to handle unbalanced datasets. The performance of the SVM model may also be enhanced by 

using cross-validation methods, feature engineering, and model hyper parameter adjustment. 

 

CONCLUSION 

 
With considerably greater accuracy, precision, recall, and F1-score for class 0 (poor water quality) compared to class 

1 (good water quality), the SVM model demonstrated reasonable performance in predicting water quality 

characteristics from the provided dataset. The findings emphasize the significance of resolving unbalanced datasets 

and further developing the model to increase its accuracy in predicting instances of low water quality and enhance 

reasoned decision-making in attempts to regulate water quality. 
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Table 1: Classification report of SVM model 

 Precision Recall F1-Score Support 

Class 0 0.69 0.92 0.79 680 

Class 1 0.68 0.30 0.42 402 

     

accuracy   0.69 1082 

Macro avg 0.69 0.61 0.60 1082 

Weighted avg 0.69 0.69 0.65 1082 
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Fluoride is one of the most common chemical in water capable of causing adverse health effects, such as 

dental and skeletal fluorosis, reproductive and neurological effects, and endocrine disorder.This review 

investigates the amount of fluoride in drinking water is transmitted to the maternal serum and cord 

blood.  A comprehensive literature search was done in five electronic databases of Medline, Scopus, Web 

of science, Cochrane library and Embase using variant Medical Subject Headings(MeSH) and free terms 

from 1950 to September 2022.  Nine articles were finalized based on the inclusion and exclusion criteria.   

The minimum fluoride level in drinking water recorded was 0.06 ppm and maximum was 10 ppm in the 

included studies. In the maternal serum the fluoride levels ranged from 0.014 to 14.1 ppm whereas in 

cord blood 0.011 to 13.6 ppm Within the limitations of this review it can be concluded that as the fluoride 

concentration in drinking water increases, the fluoride levels in maternal and cord blood also increases. 

 

Keywords :-  Drinking water fluoride, pregnancy, maternal fluoride, cord blood fluoride . 
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INTRODUCTION 

 
Excessive fluoride intake over a long period of time may result in a serious public health problem called fluorosis, 

which is characterized by dental mottling and skeletal manifestations such as crippling deformities, osteoporosis, 

and osteosclerosis. Endemic fluorosis is now known to be global in scope, occurring on all continents and affecting 

many millions of people(1). Fluoride is one of the most common chemical in water capable of causing adverse health 

effects, such as dental and skeletal fluorosis, reproductive and neurological effects, and 

endocrine disorders(2).  Exposure to fluoride is common among people around the world. Water and water based 

beverages are the main sources of systemic ingestion, accounting for approximately 75% of dietary intake. The 

national toxicology program (NTP) at the national institute of health concluded that prenatal exposure to high levels 

of fluoride can alter neurodevelopment. Fluoride readily crosses the placenta. Animal studies have proved that 

fluoride accumulates in critical brain regions involved in learning and memory in foetuses. Biomarkers of 

fluoride (eg. Urinary fluoride, serum fluoride) directly correlate with fluoride exposure levels (water fluoride 

concentration, fluoride supplement exposure) in children and pregnant women(3). 

  

99% of the fluoride in humans is found in the hard tissues like bones and teeth, and the rest 1%  in soft 

tissues. The transfer of fluoride from mother through the placenta to the foetus is not very clear as put forth by 

previous research(4). Although the mechanisms of maternal-foetal transmission of fluoride are poorly understood, 

many studies have proven that fluoride can readily pass across the placenta and ultimately increase fluoride levels in 

foetal tissue. Many articles pertaining to the advantages and adverse effects of fluoride on pregnant women 

and foetuses have also been published(5).  Presently many studies have proved that fluoride affects the calcium and 

vitamin D levels and has neurological effects in foetuses and children. Literature search related to the correlation 

of fluoride levels in drinking water with fluoride levels in maternal serum and cord blood yielded no reviews. Hence 

this review was done to check the amount of fluoride transferred from drinking water to maternal serum and then 

cord blood. 

 

METHODOLOGY 
 

 The protocol for this systematic review was in accordance with the Preferred reporting Items for Systematic Review 

and Meta Analysis (PRISMA) guidelines. 

 

Data source and search strategy 

A comprehensive literature search was conducted by two investigators from June 2020 to December 2022. All 

comprehensive searches related to placental passage of fluoride was carried out with computerized search of 

five electronic databases of Medline, Scopus, Web of science, Cochrane library and Embase using Medical Subject 

Headings(MeSH) and free terms from 1950 to December 2022. 

 

Search strategy 

 Based on the review question keywords were identified and used for the searches. . The search was done using key 

words in different combinations like fluoride OR Water fluoride OR drinking water fluoride AND maternal fluoride 

OR pregnant women serum fluoride AND placental barrier OR cord blood OR placental passage OR cord 

blood fluoride OR placental fluoride.  The search was supplemented by hand searching of journals and scanning of 

references. 

 

Inclusion and exclusion criteria 

 The present review was undertaken with the following inclusion criteria (i) Studies involving subjects with full term 

pregnancies (ii) Studies clearly mentioning or assessing drinking water fluoride, maternal serum/plasma fluoride 

and cord blood fluoride levels (iii) Studies with drinking water fluoride as the only parameter. 
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The studies were excluded based on the following criteria (i) Studies not mentioning the level of fluoride in drinking 

water, maternal plasma and cord blood (ii) Conference abstracts , articles for which full texts were not 

available. (iii)  Animal studies 

 

Data extraction 

Based on the inclusion and exclusion criteria, nine studies were finalized for the present systematic review(5-

13)(Figure 1). Data from eligible studies were extracted into a pre-defined data extraction excel file using a pre-

defined list of variables. Our outcome of interest was to correlate the amount/level of fluoride in drinking 

water to maternal serum/plasma fluoride levels. Data was extracted and segregated under - name of the author, year, 

location, number of subjects, drinking water fluoride levels, maternal fluoride levels and cord blood fluoride 

levels. The study selection, data extraction and risk of bias assessment were performed by at least two independent 

reviewers and consensus was reached in the case of disagreement. 

 

Quality of evidence of the included studies 

The quality of the included studies was evaluated using Joanna Briggs Institute(JBI) 14 critical appraisal tool for 

systematic reviews of analytical cross sectional studies. For each included study, two authors evaluated seven item 

checklist and scored the JBI questions as :‛yes‛, ‚no‛, ‚unclear‛ and ‚not applicable‛. The final score was 

determined by the number of ‚yes‛ answers.    Based on the number of ‚yes‛ answer each article was categorized as 

‚low‛ risk of bias(ROB)( scores more than 70%), ‚moderate‛ ROB( scores from 50 to 69%) and finally ‚high‛ ROB if 

article scores equal or lower than 49%. If there was any confusion between two authors for scoring, third author 

resolved it. The agreement between the two authors for evaluating was 84%. 

 

RESULTS  
 

The key features of the eligible studies are presented in table 1.  Few studies were excluded though they assessed 

maternal fluoride and cord blood fluoride as they did not mention about drinking water fluoride(details mentioned 

in figure 1). Majority of the studies showed placental transfer of fluoride increased as the fluoride levels in drinking 

water also increased.  Few studies mentioned drinking water fluoride without categorizing as low and high fluoride 

levels (9-11,13) while some studies categorized water fluoride level(5-8,12). World health organization 

recommends 0.7 to 1.2 ppm fluoride level in drinking water. Majority of the eligible studies were at par 

or below the WHO recommended levels.   The minimum fluoride level in drinking water recorded was 0.06 ppm and 

maximum was 10 ppm in the included studies. In the maternal serum the fluoride levels ranged from 0.014 to 14.1 

ppm whereas in cord blood 0.011 to 13.6 ppm. Among the included studies, fluoride levels were lower in maternal 

serum and cord blood than in drinking water except in studies by Gardner DW6 et al and Teotia M(8) et al. Gardner 

DW(6) et al reported fluoride levels in maternal serum to be higher than in drinking water. But, in a study by Teotia 

M(8) et al fluoride levels were higher in both maternal and cord blood.(table 1) Out of nine studies only two 

studies(5,8)  reported the placental transfer of fluoride when fluoride in drinking water was above WHO 

recommended levels. Both the studies observed the results eight to ten times more maternal and cord blood fluoride 

levels as compared to at or below the 1 ppm of fluoride in drinking water. Most of the studies used ion specific 

fluoride electrode method for assessment of fluoride. Except for studies by Thippeswamy  et al (5) (2020) and Moshe 

Ron(9) (1985), all other  studies  used  small sample size to assess maternal and cord blood fluoride levels. 

 

Risk of bias of the included studies 

 The overview of the ROB of the included studies were presented in Table 2. Out of nine studies seven studies were 

belong to low risk category. Gardner Dw et al and I. Gedalia et al were scored under moderate category. Both these 

studies were assessed fluoride levels using Smith and Gardner method and colorimetric methods. All other seven 

studies fluoride was assessed using Orion ion specific fluoride electrode method which is considered to be most 

valid and reliable method. 
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DISCUSSION 

 
Fluoride (F) is an essential trace element, but chronic exposure beyond the permissible limit (1.5 ppm) effectuates 

dental and skeletal fluorosis(15).The present review tried to find the relationship between fluoride present in 

drinking water and maternal serum/plasma fluoride and cord blood fluoride. Placenta and umbilical cord are two 

components of the fetal life support system of a developing fetus inside the uterus. Placenta absorbs nutrients and 

oxygen from mother’s bloodstream and transfers to the fetus via the umbilical cord. The main difference between 

placenta and umbilical cord is that placenta is a temporary organ which joins mother and the fetus whereas umbilical 

cord is the connecting link between developing fetus and the placenta of the mother. Placenta is divided into 

maternal part and fetal part. Maternal placenta bears the maternal origin whereas fetal placenta and the umbilical 

cord bear fetal origin. In the present review fluoride levels were assessed in cord blood as the umbilical cord blood is 

considered as purely belonging to fetal origin(16). 

  

The role of the placenta in the movement of fluoride from the mother to the fetus is unclear because of conflicting 

evidence as to whether fluoride intake or maternal blood fluoride affects the concentration found in the 

fetus(17). Many aspects of a newborn’s health and wellbeing seem to be affected by the mother’s nutritional status 

before and during pregnancy. Fluoride is an important element for the development of foetus and hence needs to be 

evaluated(18). The present review found nine studies reporting the levels of fluoride present in drinking water of the 

pregnant women and amount of fluoride transferred through placenta. The results showed direct relationship 

between drinking water fluoride of the pregnant women, maternal fluoride and placental transfer of 

fluoride. The results observed from the previous studies show that irrespective of fluoride levels present in drinking 

water, placenta acts as a partial barrier. 

 

The US Public Health Service set the optimal fluoride concentrations in water from 0.7 to 1.2mg/L to achieve the 

maximum reduction in tooth decay and minimize the risk of enamel fluorosis Fluorosis, or mottling, of the tooth 

enamel is due to excess fluoride intake from any source occurring during the period of tooth development. However, 

the beneficial effects of fluoride predominantly occur at the tooth surface after the teeth have erupted. Therefore, 

there is no benefit of systemic exposure to fluoride during pregnancy. The evidence showing an association between 

fluoride exposure and lower IQ scores raises a possible new concern about cumulative exposures to fluoride during 

pregnancy, even among pregnant women exposed to optimally fluoridated water for the prevention of caries in 

offspring [25]  It is very difficult to draw conclusion from the previous studies because none of the studies have 

considered dietary history related to fluoride and all the included studies were from different parts of the world with 

different food habits and practices. I Gedalia et al7(1964) conducted a study in three different drinking water fluoride 

levels but did not include samples (more than 1 ppm) from high fluoride areas.  Two groups 0.5 to 0.6 ppm and 0.6 to 

0.9 ppm samples obtained the same results. Gardner DW et al6 ( 1952) conducted study using very low fluoride 

levels(0.06ppm) in one group and optimum level in another group( 1.0 to 1.2 ppm).  The result showed that both the 

groups had higher fluoride levels in maternal serum than in drinking water. Though the fluoride levels in both the 

groups varied drastically, the fluoride levels in cord blood varied marginally. 

 

CONCLUSION 
 

Within the limitations of this review it can be concluded that as the fluoride concentration in drinking water 

increases, the fluoride levels in maternal serum/plasma and in cord blood also increases. Though enormous 

research has been conducted related to effects of fluoride on human health, research related to the exact amount 

of fluoride transferred from mother to fetus are sparse. Further, well planned research related to the transfer of 

fluoride from drinking water of mother to foetus needs to be carried out using large sample size to add more 

information regarding this subject. 

 

Thippeswamy  et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

63945 

 

   

 

 

ACKNOWLEDGEMENT 
The authors would like to acknowledge library information centre , JSS dental college and hospital for providing 

information and access subscribed by the institution. 

 

Conflict of interest :- None 

Funding :- This systematic review did not receive any specific grant from funding agencies in the public, 

commercial, or not-for-profit sectors. 

 

REFERENCES 
 

1. Barbier O, Arreola-Mendoza L, Razo LMD. Molecular mechanism fluoride toxicity. Chem Biol Interact. 

2010;188:319–33 https://doi.org/10.1016/j.cbi.2010.07.011. 

2. Jarquín-Yañez L, de Jesús Mejía-Saavedra J, Molina-Frechero N, Gaona E, Rocha-Amador DO, López-Guzmán 

OD, Bologna-Molina R. Association between urine fluoride and dental fluorosis as a toxicity factor in a rural 

community in the state of San Luis Potosi. ScientificWorldJournal. 2015;2015:647184. doi: 10.1155/2015/647184. 

Epub 2015 Feb 19. PMID: 25789336; PMCID: PMC4350618. 

3. Till C, Green R, Grundy JG, Hornung R, Neufeld R, Martinez-Mier EA, Ayotte P, Muckle G, Lanphear B. 

Community Water Fluoridation and Urinary Fluoride Concentrations in a National Sample of Pregnant Women 

in Canada. Environ Health Perspect. 2018 Oct;126(10):107001. doi: 10.1289/EHP3546. PMID: 30392399; PMCID: 

PMC6371693. 

4. Bashash M, Thomas D, Hu H, Martinez-Mier EA, Sanchez BN, Basu N, et al. Prenatal fluoride exposure and 

cognitive outcomes in children at 4 and 6–12 years of age in Mexico. Environ Health Perspect. 2017;125:097017. 

5. Thippeswamy HM, Devananda D, Nanditha Kumar M, Wormald MM, Prashanth SN. The association of fluoride 

in drinking water with serum calcium, vitamin D and parathyroid hormone in pregnant women and newborn 

infants. Eur J Clin Nutr. 2021 Jan;75(1):151-159. doi: 10.1038/s41430-020-00707-2. Epub 2020 Aug 19. PMID: 

32814853. 

6. Gardner DW, Smith FA, Hodge HC, Overton DE. The fluoride content of placental tissue as related to the 

fluoride content of drinking water. Science. 1952 Feb 22;115(2982):208-9. doi: 10.1126/science.115.2982.208. 

7. Gedalia I, Brzezinski A, Zukerman H, Mayersdorf A. Placental transfer of fluoride in the human fetus at low and 

high f-intake. J Dent Res. 1964 Sep-Oct;43:669-71. doi: 10.1177/00220345640430050801 

8. M Teotia, S.P.S Teotia, RK Singh. Metabolism of fluoride in pregnant women residing in endemic fluorosis areas. 

Fluoride Journal vol 12(2):, 58-64 

9. Ron M, Singer L, Menczel J, Kidroni G. Fluoride concentration in amniotic fluid and fetal cord and maternal 

plasma. Eur J Obstet Gynecol Reprod Biol. 1986 Apr;21(4):213-8. doi: 10.1016/0028-2243(86)90018-3.  

10. Malhotra A, Tewari A, Chawla HS, Gauba K, Dhall K. Placental transfer of fluoride in pregnant women 

consuming optimum fluoride in drinking water. J Indian Soc Pedod Prev Dent. 1993 Mar;11(1):1-3. 

11. Shimonovitz S, Patz D, Ever-Hadani P, Singer L, Zacut D, Kidroni G, Ron M. Umbilical cord fluoride serum 

levels may not reflect fetal fluoride status. J Perinat Med. 1995;23(4):279-82. doi: 10.1515/jpme.1995.23.4.279. 

12. Montherrat-Carret L, Perrat-Mabilon B, Barbey E, Bouloc R, Boivin G, Michelet A, Magloire H. Chemical and X-

ray analysis of fluoride, phosphorus, and calcium in human foetal blood and hard tissues. Arch Oral Biol. 1996 

Dec;41(12):1169-78. doi: 10.1016/s0003-9969(96)00033-7. 

13. Opydo-Szymaczek J, Borysewicz-Lewickaa M. Urinary fluoride levels for assessment of fluoride exposure of 

pregnant women in Poznan, Poland. Fluoride. 2005;38:312–7. 

14.   Checklist for Analytical Cross Sectional Studies  http://joannabriggs.org/research/critical-appraisal-

tools.html  accessed on 14 Jan 2021. 

15. Dey Bhowmik, A., Shaw, P., Mondal, P. et al. Calcium and Vitamin D Supplementation Effectively Alleviates 

Dental and Skeletal Fluorosis and Retain Elemental Homeostasis in Mice. Biol Trace Elem Res (2020). 

https://doi.org/10.1007/s12011-020-02435-x 

Thippeswamy  et al., 

https://doi.org/10.1016/j.cbi.2010.07.011
https://doi.org/10.1007/s12011-020-02435-x


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

63946 

 

   

 

 

16. Panawala, Lakna. (2017). Difference Between Placenta and Umbilical Cord. http://pediaa.com/differencebetween-

placentaandumbilicalcord/ 

17. Shen YW, Taves DR. Fluoride concentrations in the human placenta and maternal and cord blood. Am J Obstet 

Gynecol. 1974 May 15;119(2):205-7. doi: 10.1016/0002-9378(74)90035-0. PMID: 4823388. 

18. Peas DM, Bianchi LP, Gil BA, O.Dopas, Jr., Coronato RG, Aires B. Biochemistry of fluororsis- Methods for 

evaluating fluoride in blood serum. A critical and comparative study. Fluoride 1980; 13(2): 65-70 

19. Armstrong WD, Singer L, Makowski EL. Placental transfer of fluoride and calcium. Am J Obstet Gynecol. 1970 

Jun 1;107(3):432-4. doi: 10.1016/0002-9378(70)90571-5. PMID: 5445015. 

20. Shen YW, Taves DR. Fluoride concentrations in the human placenta and maternal and cord blood. Am J Obstet 

Gynecol. 1974 May 15;119(2):205-7. doi: 10.1016/0002-9378(74)90035-0.  

21. Motoo Niwa, Jun Takimoto, Tatsuhiko Tsuji, Fluoride and Calcium Interrelationship in Maternal and Cord Blood 

Sera Studies in Environmental Science, 1986 Volume 27, pp. 225-229 

22. Gupta S, Seth AK, Gupta A, Gavane AG. Transplacental passage of fluorides. J Pediatr. 1993 Jul;123(1):139-41. 

doi: 10.1016/s0022-3476(05)81558-6.  

23. Goyal LD, Bakshi DK, Arora JK, Manchanda A, Singh P. Assessment of fluoride levels during pregnancy and its 

association with early adverse pregnancy outcomes. J Family Med Prim Care. 2020;9(6):2693-2698. 

24. Dariusz Chlubek, Ryszard Poreba and Boguslaw Machalinski. Fluoride and calcium distribution in human 

placenta Fluoride Vol. 31.( 3) 1998. Research Report 131-136 

25. Green R, Lanphear B, Hornung R, Flora D, Martinez-Mier EA, Neufeld R, Ayotte P, Muckle G, Till C. Association 

Between Maternal Fluoride Exposure During Pregnancy and IQ Scores in Offspring in Canada. JAMA Pediatr. 

2019 Oct 1;173(10):940-948 

26. Abduweli Uyghurturk, D., Goin, D.E., Martinez-Mier, E.A. et al. Maternal and fetal exposures to fluoride during 

mid-gestation among pregnant women in northern California. Environ Health 19, 38 (2020). 

https://doi.org/10.1186/s12940-020-00581-2 

27. Caldera R, Chavinie J, Fermanian J, Tortrat D, Laurent AM. Maternal-fetal transfer of fluoride in pregnant 

women. Biol Neonate. 1988;54(5):263-9 

 

 

Table 1:- Salient features of the included studies 

 
Authors  Year Place and 

country 

Numb

er of 

subjec

ts 

Drinking water 

fluoride 

Matern

al 

fluorid

e 

Cord blood 

fluoride 

Method 

of 

assessme

nt 

Gardner 

Dw et al 6 

1952 Rochest

er 

Newbur

g 
 

12 

12 

0.06 

1.0-1.2 

0.74 

2.09 

0.014 

0.04 

smith and 

Gardner 

method 

 

I. Gedalia 

et al7 
1964 

 

Jerusalem, 

Israel 

 

39 

12 

18 

0.06-0.15 ppm F 

0.6-0.9 ppm 

0.5-0.6 ppm 
 

0.15 

0.234 

0.234 

0.165 

0.175 

0.175 

Colorimet

ric 

method 

 

M Teotia, 

S.P.S 

Teotia, RK 

Singh8 

1979 Meerut,Ind

ia 

15 

10 

10 

01 

14.1 

1.7 

13.6 

1.45 

Fluoride 

electrode 

 

Moshe Ron 

et al9 

1985 Israel 50 

44 

29 

<0.5ppm 0.033 

 

 

0.028 

Orion ion 

specific 

electrode 
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Malhotra A 

et al10 

 

1993 India 25 1.2ppm 25.06 

ug/100 

ml 

 

22.96ug/100

ml 

 

Orion ion 

specific 

electrode 

 

Shlomo 

Shimonovit

z et al11 

1995 
 

Jerusalem, 

Israel 

 

22 0.22—0.49 μg/l. 

 

0.0303 

μg/ml 

 

0.0183 

μg/ml 

 

TISAB 

buffer 

 

L. 

Montherrat

-carret et 

al12 

1996 France 10 

03 
≤0.1 parts/106 

≥ 0.7 parts/106 
 

0.034 0.031 

 

TISAB 

buffer 

 

J Opydo-

Szymaczek 

& M 

Borysewicz

-Lewickaa13 

2007 Pozan, 

poland 

30 0.4 to 0.8 mg/L. 

 

3.54 

μmol/L 

 

2.89 μmol/L 

 

Orion 

Model 96-

09 F ion 

selective 

electrode 

 

Thippeswa

my HM et 

al5 

2020 India 90 

90 
<1 ppm 

≥1ppm 
 

0.014 

0.153 

0.011 

0.11 

 

Fluoride 

electrode 

 

 
Table 2:- Joanna  Briggs Institute(JBI) Appraisal for analytical cross sectional studies 

    Studies Items 

 
1 2 3 4 5 6 7 8 

Percentage 

of  ‚yes‛ 

answers 

Overall 

classification 

Gardner Dw et al 

1952 
Yes yes No Yes 

Not 

applicable 

Not 

applicable 
No yes 50 Moderate 

I. Gedalia et al 

1964 
yes yes No Yes 

Not 

applicable 

Not 

applicable 
No yes 50 Moderate 

M Teotia, S.P.S 

Teotia, RK Singh 

1979 

Yes yes No yes 
Not 

applicable 

Not 

applicable 
yes yes 62.5 Moderate 

Moshe Ron et al 

1985 
yes yes No Yes 

Not 

applicable 

Not 

applicable 
yes yes 62.5 Moderate 

Malhotra A et al 

1993 
yes Yes No yes 

Not 

applicable 

Not 

applicable 
yes Yes 62.5 Moderate 

Shlomo 

Shimonovitz et al 

1995 

yes Yes No yes 
Not 

applicable 

Not 

applicable 
yes Yes 62.5 Moderate 

L. Montherrat-

carret et al 

1996 

Yes Yes No Yes 
Not 

applicable 

Not 

applicable 
yes yes 62.5 Moderate 

J Opydo-

Szymaczek & 
yes yes No Yes 

Not 

applicable 

Not 

applicable 
yes yes 62.5 Moderate 
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M Borysewicz-

Lewickaa 2007 

Thippeswamy 

HM et al 

2020 

Yes Yes Unclear yes Yes yes yes Yes 87.5 Low 

 

1. Were the criteria for inclusion in the sample clearly defined?    

2. Were the study subjects and the setting described in detail? 
   

3. Was the exposure measured in a valid and reliable way? 
   

4. Were objective, standard criteria used for measurement of the condition? 
   

5. Were confounding factors identified? 
   

6. Were strategies to deal with confounding factors stated? 
   

7. Were the outcomes measured in a valid and reliable way? 
   

8. Was appropriate statistical analysis used? 
   

 

 

 
Figure 1: Flow chart for the assessment of articles to be included/ excluded in the systematic review 
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Aim of the present paper is to study the heat and mass transfer in MHD fluid flow past two different 

geometries, a wedge and a cone, in the presence of chemical reaction and joule heating. It is assumed that 

the wedge and cone are saturated in porous medium. The Brownian motion and thermophoresis effects 

are taken into account with non-isothermal and non-isosolutal conditions. The coupled non-linear partial 

differential equations governing the system are reduced into nonlinear ordinary differential equations by 

considering similarity transformation. Bvp5c solver of MATLAB is used to find numerical solutions. The 

influence of various parameters on velocity, temperature, concentration profiles are shown through 

graphs and skin friction coefficient, Nusselt number, Sherwood number are discussed numerically. A 

comparative analysis of above mentioned profiles and quantities of physical interest for both the 

geometries have also been done. 

Keywords: MHD, thermophoresis, Brownian motion, chemical reaction, Joule heating . 

 

INTRODUCTION 

 
There are many applications such as condensers, power plants, engine cooling, thermal energy storage devices, 

groundwater systems, paper industry, polymer industry, and high-temperature nanomaterial technology where a 

high rate of heat transfer is required. To enhance the rate of heat transfer, a variety of methods have been discussed 

by scientists and engineers. Among them, one method is there, in which nanometre-sized particles are added to 

some base fluid. The nanometre sized particles are called nanoparticles and have a great capacity to enhance the heat 

transfer rate when mixed in various base fluids like water, ethylene glycol, oil etc. These nanoparticles can be carbon 

nanotubes, metal oxides, carbides and metals. The principle of enhancing thermal conductivity by dispersing nano 

particles in base fluid was given by Choi [1]. Later, Sun et al. [2] used SiC-nanoparticles of sizes 10-20-40-60 nm with 
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base fluid water and showed that thermal conductivity increases with the increasing size of nanoparticles. Upreti et 

al. [3] considered a stretching flat plate in a porous medium and investigated the MHD flow of Ag-water nanofluid 

with Ohmic-viscous dissipation effects, heat generation/absorption, and suction/injection.Sinha et al. [4] investigated 

heat source/sink and chemical reaction effects on MHD stagnation point nano fluid flow. They used vertical 

stretching sheet saturated in porous media. Boundary layer flow over a wedge has thermal engineering applications 

such as the extraction of crude oil, thermal insulation of heat exchangers, groundwater pollution, and the storage of 

nuclear waste, etc.To analyze this,Uddin et al. [5] considered tangent hyperbolic nanofluid and Carreaunanofluid 

across a wedge and studied heat as well as flow properties.Heat and mass transfer of hybrid nanofluid flow over 

curved bodies like cones, ellipses, wavy channels, torus geometries, spherical geometries, cylinders, etc. have a wide 

range of applications in industry, engineering, and biological science. Fluid flow through a cone has many 

applications in designing solar energy collectors, steam generators, spacecraft, and nuclear reactors, etc.An analysis 

of free convection over cone and wedge was done by Ramanaiah and Malarvizhi [6]. They considered mixed thermal 

boundary conditions and found dual solutions to the problem for flow of CoFe2O4 with water at 1000C and 5000C. 

 

All the models mentioned above are based on single-phase flow. In a single-phase flow, it is assumed that the 

nanoparticles are fixed with the particles of the base fluid i.e. there is no relative motion between nanoparticles and 

base fluid. But the assumption is not always true as the nanoparticles move randomly in the base fluid.Buongiorno 

[7] considered this effect in his model and presented a detailed study on it.Mishra and Upreti [8]analysed  Fe3O4–

CoFe2O4/EG–water and Ag–MgO/water hybrid nanofluid flow along a curved body and concluded that the mass 

transfer rate is proportional to Brownian motion and curvature parameters while the other parameters show an 

opposite trend.Reddy et al. [9] considered MHD nanofluid flow over a vertical cone with convective boundary 

conditions and explained Brownian motion and thermophoresis effects. Dawar et al. [10] extended the above study 

for  Williamson nanofluid flow through wedge and cone with suction/injection. Jile et al. [11]analyzed the MHD 

radiated flow with ferrous nanoparticles over a cone numerically. Vajravelu and Nayfeh [12] discussed heat transfer 

and convection flow in a viscous electrically conducting fluid over a cone and wedge.Butt et al. [13] studied the heat 

transfer in viscous fluid flow along a horizontal stretching cylinder and analyzed the effect of magnetic field on 

entropy generation. 

 

The present paper aimed to investigate the thermophoresis and Brownian motion effects on a mixed convective 

magnetohydrodynamic nanofluid flow over a vertical cone and wedge with joule heating and chemical reaction. 

The study has many applications in the field of manufacturing and industries. This includes power plants, thermal 

energy storage devices, crude oil extraction, groundwater pollution, nuclear reactors, solar power collectors, textile 

coatings and biomedicine, etc.It is also planned in the study to perform a comparative analysis of various effects on 

flow along both geometries. 

 

MATHEMATICAL FORMULATION 
Steady 2-dimensional mixed convective laminar flow of viscous incompressible nanofluid over two different 

geometries (cone and wedge) is taken into account. The geometries are saturated in porous medium. The x-axis is 

along the wall of the geometry and y-axis is taken normal to it. The flow is induced by the stretching velocity

 2

wu x L of the surface in the direction of x-axis. The wall of the geometry is assumed to be permeable, so that 

the fluid can flow through it with suction/injection velocity wv . To control the flow, an external magnetic field B  is 

applied parallel to the y -axis. Along with this, Brownian motion, thermophoresis, joule heating and chemical 

reaction effects are considered in the problem. If the half angle of cone and wedge is taken as  , then conditions for 

cone and wedge are as follows: 

(i) Cone: 0 and 1m    

(ii)Wedge: 0 and 0m    

 

Sharad Sinha et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

63951 

 

   

 

 

The governing equations of flow (see ref. [9], [10], [11]) are given by: 
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Here, u  and v  denote component of velocity in x  and y -directions, respectively. r is the radius of the cone. T and

C are fluid temperature and concentration, BD and TD  are the coefficient of Brownian motion and thermophoresis,

1K is the coefficient of permeability of the porous medium, rK is the coefficient of chemical reaction, and are 

kinematic viscosity and thermal conductivity of fluid. 

The temperature and concentration conditions at the wall are considered as non-isothermal and non-isosolutal. 

Under these assumption the boundary conditions can be represented as (see ref. [10]) 

1 2

2
, , , at 0

0, , as

r r

w w w w

x
u u v v T T T ax C C C bx y

L
u T T C C y


 

 

          


    

  (5) 

In the boundary conditions a & b are constants and 1r & 2r denote wall temperature &concentration parameter, 

respectively. 

 

METHOD OF SOLUTION  
In the present time, many methods are available to handle nonlinear coupled partial differential equations with 

boundary conditions. Here, the method of similarity transformation has been used to convert the problem into a 

system of ordinary differential equations, and for this, the following similarity variable, transformation & 

dimensionless quantities are introduced: 

 
 

     
2

1
, , , ,

w w

m T T C Cy x
u f v f

L L T T C CL


       

 

  
     

 
  (6) 

Upon using (6) in equations (1)-(4) it has been observed that the equation of continuity is automatically satisfied, 

while the remaining equations take the following non dimensional form: 

2 1
cos 0f ff f M f

K
  

 
         

 
      (7) 

    2

1 1 0b tr f m f N N M Ec f Pr                       (8) 
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where prime denotes differentiation with respect to  and the dimensionless parameters are symbolised as:
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chemical reaction parameter. 

The boundary conditions given in (5) take the form 

, 1, 1, 1 at 0
0, 0, 0 as

f S f
f

  
  
    

     
       (10) 

where
 1

wv L
S

m

 
   

is the section/injection parameter. 

In the study, physical quantities of interest are nondimensional shear stress and rate of heat &mass transfer at the 

surface. These are given by 
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where the dimensional shear stress, heat &mass flux are given by 

 

0 0 0

, andw w w B

y y y

u T C
q J D

y y y
  

  

  
    

  
. 

 

Equations (7)-(9) describe a system of nonlinear coupled ordinary differential equations with boundary conditions 

(10).To solve these equations numerically along with boundary conditions, bvp5c technique (an inbuilt MATLAB 

program) has been used. This technique is based on finite difference method implementing four stage Lobatto IIIa 

formula [14]. 

 

The above said technique works on system of first order differential equations and to obtain the system from 

equations (7)-(9) the following expressions are used: 

1 2 3 3 4 5 5 6 7 7, , , , , , , , ,f f f f f f f f f f f f f f                        
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The reduced system of first order differential equations is given as: 
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and respective boundary conditions are 

       
     

1 2 4 6

2 4 6

0 , 0 1, 0 1, 0 1

0, 0, 0

f S f f f

f f f

    
      

     (13) 

To achieve high accuracy in numerical computations, the stepsize is taken of order
410

. A comparative study has 

been performed in the next section to validate the solution procedure. 

 

RESULTS AND DISCUSSION 
 

In this section, the outcomes of the study are discussed through graphs and tables. Also, a comparative study has 

been performed between the present and previous studies in Table 1 to verify the correctness of the method.  

 

It is found from the Table 1 than, under limiting cases the present results are in great agreement with previously 

published results.  While plotting graphs and preparing tables, the value of parameter to be analysed is varied and 

the rest of the parameters are kept as 1, 100, 0.2, 5, 0.3,bM K Pr N      

*

1 20.1, 0.1, 0.1, 0.1, 0.1, / 4, 1 and 0.2t rN Ec r r S Sc K          

 

Figure 2(a)-(c) presents the effect of magnetic parameter on various fluid profiles. It is observed that increasing 

magnetic parameter produces a hike in retarding force called Lorentz force due to which velocity decreases. This 

retardation converts the kinetic energy into thermal energy and uplifts the temperature. Also, the increased magnetic 

parameter generates a high capacity in the magnetic field to hold fluid particles, which enhances the concentration 

profile. The porous media with larger permeability assists the fluid to flow through the porous media with more 

ease. This assistance enhances the fluid velocity and diminishes the temperature as observed in Figure 3(a)-(b). The 

consequences of increasing suction parameter are depicted in Figure 4 (a)-(c). When the suction parameter is large, 

more amount of fluid will be sucked by the surface and causes a drop in fluid velocity. Also, the temperature and 

concentration at the surface have been taken higher that the free stream, so, increasing suction parameter results in 

diminishing fluid temperature and concentration. Effects of thermophoresis and Brownian motion parameters on 

fluid temperature and concentration are shown in Figure 5(a)-(b)&Figure 6(a)-(b). Increasing thermophoresis 

parameter creates more temperature difference between the surface and free stream, due to which hot fluid particles 

move from surface to fluid and uplift the fluid temperature and concentration. Also, increasing Brownian motion 

parameter strengthens the colliding nature of particles. Due to this nature, the nanoparticles get scattered and their 

concentration decreases and more heat generates which results in enhanced temperature. Figure 7&Figure 8 exhibit 

the effects of surface temperature and surface concentration on fluid temperature and concentration respectively. As 

the surface temperature or concentration increases, the difference between the surface temperature/concentration 
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and free stream temperature/concentration will increase and that causes a drop in fluid temperature or concentration 

profile. The consequences of increasing Schmidt number or chemical reaction parameter on fluid concentration are 

presented through Figure 9&Figure 10. For increased Schmidt number or chemical reaction parameter, the 

concentration profile diminishes. This is because large Schmidt number or chemical reaction parameter corresponds 

to lesser mass diffusivity and provides more assistance to molecular deterioration. The effects of above discussed 

dimensionless numbers and parameters on physical quantities of interest i.e. shear stress, rate of heat & mass transfer 

at the surface are presented in Table 2, Table 3, and Table 4. It is well known that in fluid flow, shear stress is 

proportional to velocity. Thus upliftment in shear stress can be noticed as the fluid velocity enhances. From Table 2, 

it is clear that the skin friction coefficient uplifts for larger permeability parameter, while the opposite impact is 

observed for magnetic parameter and suction parameter. Also, the rate of heat/mass transfer at the surface 

corresponds to the temperature/concentration difference between the surface and ambient fluid, so, as the difference 

increases there will be high rate of heat/mass transfer. It is observed from Table 3 that there is upliftment in the 

Nusselt number at the surface for larger permeability parameter, suction parameter, and surface temperature, while 

it goes down for magnetic parameter, thermophoresis, or Brownian motion parameter. Table 4 summarizes that 

increasing the surface concentration, Schmidt number, chemical reactivity parameter or Brownian motion parameter 

leads to an increase in the Sherwood number while the opposite effect is observed for the magnetic parameter, 

suction parameter or thermophoresis parameter. 

 

In this work two types of geometries are considered. First is cone (for which 1m  ) and second is wedge (for which

0m  ). A comparative study of effects of various parameters on these two geometries is presented here. From 

Figures 2(a), 3(a) & 4(a) it can be seen that fluid velocity is high for cone than wedge. This is because there is lesser 

contact between fluid particles and the surface of the cone, rather than the wedge. Similarly, from temperature and 

concentration profiles for various parameters, it is observed that both temperature and concentration boundary layer 

thickness are lesser for the cone compared to the wedge. Also, from Tables 2, 3&4 it is noted that skin friction, rate of 

heat & mass transfer are higher for the cone rather than the wedge.  

 

CONCLUSION 
 

The Brownian motion and thermophoresis effects on a mixed convective MHD flow of nanofluid over a vertical 

permeable cone & wedge with chemical reaction and joule heating have been explored. Some important results are 

summarized as follows: 

1. Fluid temperature enhances with uplifting values of thermophoresis and Brownian motion parameters. 

2. Surface temperature has a proportionality relation with the rate of heat transfer. 

3. Fluid concentration can be decreased by uplifting the suction parameter or chemical reaction parameter. 

4. For a high rate of heat & mass transfer cone should be used rather than wedge. 

5. Skin friction is high for cone and can be diminished by enhancing the suction parameter. 
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8

1 20, 0, 0, 0, 0, 0, 0, 0 10b tS M K Ec m r r and N N          
 

 

Pr  Upreti et al. [3] Butt et al. [13] Present 

1 

10 

0.5820 

2.3080 

0.5820 

2.3080 

0.5820 

2.3080 

 

Table 2: Numerical results of skin friction coefficient  0f   for distinct values of various parameters 

m  M  K  S   0f   

1 1 100 0.1 1.502442 

1 5 100 0.1 2.532907 

0 1 100 0.1 1.515441 

0 5 100 0.1 2.542582 

1 1 1 0.1 1.815366 

1 1 100 0.1 1.502442 

0 1 1 0.1 1.827208 

0 1 100 0.1 1.515441 

1 1 100 0.1 1.502442 

1 1 100 0.5 1.711896 

0 1 100 0.1 1.515441 

0 1 100 0.5 1.724683 
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Table 3:Numerical results of wall temperature gradient  0 for distinct values of various parameters  

m  M  K  S  
bN  tN  1r   0  

1 1 100 0.1 0.3 0.1 0.1 1.744644 

1 5 100 0.1 0.3 0.1 0.1 1.403196 

0 1 100 0.1 0.3 0.1 0.1 1.053743 

0 5 100 0.1 0.3 0.1 0.1 0.642489 

1 1 1 0.1 0.3 0.1 0.1 1.735710 

1 1 100 0.1 0.3 0.1 0.1 1.744644 

0 1 1 0.1 0.3 0.1 0.1 1.028840 

0 1 100 0.1 0.3 0.1 0.1 1.053743 

1 1 100 0.1 0.3 0.1 0.1 1.744644 

1 1 100 0.5 0.3 0.1 0.1 4.023074 

0 1 100 0.1 0.3 0.1 0.1 1.053743 

0 1 100 0.5 0.3 0.1 0.1 2.142611 

1 1 100 0.1 0.2 0.1 0.1 2.017258 

1 1 100 0.1 0.7 0.1 0.1 0.891600 

0 1 100 0.1 0.2 0.1 0.1 1.231153 

0 1 100 0.1 0.7 0.1 0.1 0.515574 

1 1 100 0.1 0.3 0.05 0.1 1.831520 

1 1 100 0.1 0.3 0.25 0.1 1.507433 

0 1 100 0.1 0.3 0.05 0.1 1.110398 

0 1 100 0.1 0.3 0.25 0.1 0.900482 

1 1 100 0.1 0.3 0.1 0.1 1.744644 

1 1 100 0.1 0.3 0.1 1.5 2.750867 

0 1 100 0.1 0.3 0.1 0.1 1.053743 

0 1 100 0.1 0.3 0.1 1.5 2.316074 

 

Table 4: Numerical results of mass transfer rate  0 for distinct values of various parameters  

m  M  S  
2r  Sc  *

rK  bN  tN   0  

1 1 0.1 0.1 1 0.2 0.3 0.1 0.692099 

1 5 0.1 0.1 1 0.2 0.3 0.1 0.628261 

0 1 0.1 0.1 1 0.2 0.3 0.1 0.558438 

0 5 0.1 0.1 1 0.2 0.3 0.1 0.526706 

1 1 0.1 0.1 1 0.2 0.3 0.1 0.692099 

1 1 0.5 0.1 1 0.2 0.3 0.1 0.512422 

0 1 0.1 0.1 1 0.2 0.3 0.1 0.558438 

0 1 0.5 0.1 1 0.2 0.3 0.1 0.463967 

1 1 0.1 0.1 1 0.2 0.3 0.1 0.692099 

1 1 0.1 4 1 0.2 0.3 0.1 1.864199 

0 1 0.1 0.1 1 0.2 0.3 0.1 0.558438 

0 1 0.1 4 1 0.2 0.3 0.1 1.799873 

1 1 0.1 0.1 0.5 0.2 0.3 0.1 0.125094 

1 1 0.1 0.1 1.5 0.2 0.3 0.1 1.126220 

0 1 0.1 0.1 0.5 0.2 0.3 0.1 0.181729 

0 1 0.1 0.1 1.5 0.2 0.3 0.1 0.849983 
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1 1 0.1 0.1 1 0.2 0.3 0.1 0.692099 

1 1 0.1 0.1 1 1 0.3 0.1 1.180837 

0 1 0.1 0.1 1 0.2 0.3 0.1 0.558438 

0 1 0.1 0.1 1 1 0.3 0.1 1.141085 

1 1 0.1 0.1 1 0.2 0.2 0.1 0.359145 

1 1 0.1 0.1 1 0.2 0.7 0.1 1.037283 

 0 1 0.1 0.1 1 0.2 0.2 0.1 0.362250 

 0 1 0.1 0.1 1 0.2 0.7 0.1 0.756728 

1 1 0.1 0.1 1 0.2 0.3 0.05 0.885050 

1 1 0.1 0.1 1 0.2 0.3 0.25 0.252848 

 0 1 0.1 0.1 1 0.2 0.3 0.05 0.665184 

 0 1 0.1 0.1 1 0.2 0.3 0.25 0.326185 

 

 
Figure 1: Physical configuration of the flow problem. 

  
Figure 2(a): Velocity profiles for distinct values of M . Figure 2(b):Temperature profiles for distinct values of

M . 

 

 

Figure 2(c):Concentration profiles for distinct values of

M . 

Figure 3(a): Velocity profiles for distinct values of K . 
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Figure 3(b):Temperature profiles for distinct values of

K . 

Figure 4(a): Velocity profiles for distinct values of S . 

 

 

 

Figure 4(b):Temperature profiles for distinct values of

S . 

Figure 4(c): Concentration profiles for distinct values of

S . 

 
 

Figure 5(a): Temperature profiles for distinct values of

tN . 

Figure 5(b): Concentration profiles for distinct values 

of tN . 
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Figure 6(a):Temperature profiles for distinct values of

bN . 

Figure 6(b): Concentration profiles for distinct values 

of bN . 

 

 

Figure 7: Temperature profiles for distinct values of 1r . 

 

Figure 8: Concentration profiles for distinct values of

2r . 

 

 
Figure 9: Concentration profiles for distinct values of

Sc . 

Figure 10: Concentration profiles for distinct values of 
*

rK . 
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when age progress the physical fitness reduces. Less Physical Fitness leads to major disorders affects 

both Physical and Psychological health conditions. To measure the prevalence of Hamstring flexibility, 

Aerobic capacity and Balance with sit and reach test, Step test and One leg stand test in villages of 

Waghodia Taluka, Vadodara. Total 370 Community dwelling middle age women Age raging from 40 – 

60 years were included in the study to measure prevalence of Hamstring Flexibility, Aerobic capacity and 

Balance with sit and reach test, Step test and One leg stand test. All subjects collected from villages of 

Waghodia Taluka, Vadodara. This study is concluded that 45.94% Participants have less flexibility assess 

with using sit and reach test, 44.59% Participants have Below average heart rate assess with using Step 

Test and 61.62%  Participants have less balance assess with One leg stand test. 

 

Keywords: Community dwelling middle age women, sit and reach test, Step test, One leg stand test, 

Hamstring Flexibility, Aerobic Capacity and Balance. 

  

 

INTRODUCTION 
 

When aging process with time, lesser the physical activity leads mainly to disorders and condition which both affects 

physical and psychological health condition.*1+ Considering women’s physical activities are lower than men.*2+ 

Lower activities and movements which are major causes of the lesser functional ability.[3,4] Which is significantly 

related to higher risk of mortality.*5+ Noted down frequently age related changes in women’s health around the 
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menopause and further beyond.. Regular physical activity has been widely shown to be well-established protective 

factor which is related to the prevention and the management of a vast number of severe pathological conditions.[6] 

The Physical fitness can be defined as ‚the ability to carry out the daily tasks with alertness and vigor, without 

undue fatigue and with ample energy to enjoy leisure - time pursuits and to meet unforeseen emergencies.‛*7+ Both 

Exercise and Physical activities are directly relating to high levels of functional fitness, and the smallest change 

which may be extremely important to the maintenance of functionality in the daily tasks, as well as for the 

prevention of falls.[8] Physical activities are primary cause of the most pathologies. Physical activity (PA) plays an 

important role in prevention and treatment of many disease, such as hypertension, diabetes mellitus, heart disease, 

stroke, colon, breast, endometrium and pulmonary cancer, osteoporosis, obesity and depression.[9] Significant 

Increasing evidences suggests that being physically inactive with lowering levels of cardiorespiratory fitness are 

causing the worse cognitive functions in multiple populations of adults.[10] The components of physical finesses 

which are related to health, include strength, flexibility , endurance of muscles, body composition and cardiovascular 

& pulmonary endurance.[11] 

 

The Physical fitness is very related to functional limitations.[12] There are some hosts of changes which are 

associated with a new hormonal environment around the menopausal transition period, such increase in the 

bodyweight and waist circumferences. In women, Middle Ages are characterized by the biological transformations 

determined by menopause, which can have the adverse consequences on body weight and metabolic, cardiovascular 

and bone health. Therefore, to maintain theAdequate level of physical functions, there is a must need to participate 

in appropriate physical fitness activities.[13] Ability to adapt and perform activities of daily living as well as on 

personal, social and professional function in the general population are greatly affected by the regular PA.[14] 

Regular physical activity practicing promotes an enhancement on the physical fitness parameters, F supported by 

evidences and which contributes directly to the functional capacity and life quality, of the operating individuals.[15] 

Women who has been transitioned through perimenopause to post menopause has a declination in muscle strength 

and muscle power on average of 2-3%, which may suggests that the decline in the physical functioning accelerates 

already during midlife.[16] Further more to that, little is currently known about the importance of Physical 

Activity(PA) performed during the different time periods (e.g. 35 – 50 Vs. 50 – 65 years) for maintenance of the 

muscle mass at old age. Interestingly noted that, we and others have previously showed that PA performed earlier in 

the life has potential of influencing the physical functions at old age era.[17] So the Need arises Less physical activity 

leads to a major disorder in middle aged women. Due to increased exposure to risk factors such as Sedentary 

lifestyle, obesity, lack of physical activity and sometimes malnutrition. The disorders can cause long periods of work 

disability and treatment is often necessary. This study is helpful to find Physical fitness level with flexibility, aerobic 

capacity and balance in community dwelling middle age women. Aimed of the study is to evaluate the prevalence of 

flexibility, aerobic capacity and balance among community dwelling middle age women. 

 

MATERIAL AND METHODOLOGY 
 

 STUDY DESIGN: A Cross sectional study 

 STUDY POPULATION: Middle age women from villages of Waghodia taluka 

 SOURCE OF DATA: Villages of Waghodia taluka 

 SAMPLE METHOD: 

 SAMPLE SIZE: These study 370 samples were collected from middle age women. 

 SAMPLING: Online calculator  

 SELECTION OF SAMPLE: Random sampling (chit method). 

 

INCLUSION CRITERIA 

 Age: 40 – 60 years old women 

 Only housewives who are functionally independent are included  
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EXCLUSION CRITERIA 

 Subject who has any prior musculoskeletal conditions, neurological conditions, or vestibular disorders that limits 

their exercise ability  

 Conditions in which the exercises are contraindicated severe aortic stenosis, uncontrolled arrhythmia & acute 

coronary syndrome 0 

 Cancer  

 Amputation  

 Subjects who are physically disable  

 Systemic diseases 

 

MATERIAL USED: 

 Paper 

 Pen 

 Pencil 

 Stopwatch 

 Metronome 

 Measure tape 

 Stepstool(12inch) 

 

OUTCOME MEASURES: 

 Sit and reach test 

 Step test 

 One leg stand test 

 

Procedure 

A total 370 samples were collected who are fulfilling the inclusion criteria and exclusion criteria. Different villages of 

waghodiya taluka were selected where the study was conductedin this study, data was collected by using sit and 

reach test, step test and one leg stand test. A series of different villages were visited and each village women was 

given a brief introduction and also explained the purpose and procedure of the study. The subject once understands 

and is willing to participate in the study, a consent form was handed over to each subject in which she fills the basic 

details and must sign the form. With the use of sit and reach test three readings each for the hamstring flexibility, 

step test for the aerobic capacity and one leg stand test for the balance.   

 

STATISTICAL ANALYSIS 
STATISTICAL SOFTWARE 

 For the analysis of the data IBM SPSS version 20 was used. 

 Graphs and tables were also generated by Microsoft Excel and Microsoft Word. 

 

STATISTICAL METHOD 

 Descriptive analysis was done which include Age, inch measurement for v sit and reach test, heart rate for step 

test and seconds for one leg stand test. 

 

RESULT 

 
Graph 1 shows the age distribution 

Graph 2 Shows the distribution of sit and reach test 

Graph 3 shows the distribution of step test 

Graph 4 shows the One leg stand test 
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DISCUSSION 
 

This study aimed to measure the physical fitness in community dwelling middle age women with sit and reach test, 

Step test and one leg stand test in villages around Parul University. This study has shown, the physical fitness in 

community dwelling middle aged women. This shows a need for improving physical fitness in community dwelling 

middle age women. This results are consist with literature on prevalence of hamstring flexibility, aerobic capacity 

and balance among community dwelling middle age women but unfortunately, no studies specifically looking at 

community dwelling middle age women. In this study, Graph 1 shows the Age group distribution of 370 middle age 

women which ranges between 40 - 60 years of age. All these middle age women were divided into 7 age groups. 

Those 7 age groups are: 40 - 44 years of age (15.4%), 45 - 49 years of age (24.48%), 50 - 54 years of age (22.97%), 55 – 59 

years of age (28.1%), 60 - 64years of age (8.64%). Graph 2 shows the categorization of hamstring flexibility of 370 

middle age women. All the participants were categorized into 3 different categories according to sit and reach test. 

The hamstring flexibility of our participants varied from -6 to +4 inch. Their hamstring flexibility distribution are - 

(45.94%), 0(18.91%) and + (35.13%). Graph 3 shows the categorization of step test of 370 community dwelling middle 

age women. All the participants were categorized into 5 different categories according to their aerobic capacity in 

HR. The HR of our participants varied from 93 -140 HR. Their HR distribution are <93 (0), 94 - 106 (18.91%), 107 - 117 

(26.48%), 118 - 130 (44.59%), >131 (10%). Graph 4 shows the categorization of one leg stand test of 370 community 

dwelling middle age women. All the participants were categorized into 5 different categories according to their 

balance in Secs. The balance in secs of our participants varied from 3.1 – 15.6 Secs. Their balances in Sec distribution 

are 61.62% in less than 10 sec and 38.87% more than 10 sec. 

 

CONCLUSION 
 

From this study is concluded that 45.94% Participants have less flexibility assess with using sit and reach test, 44.59% 

Participants have Below average heart rate assess with using Step Test and % Participants have less balance assess 

with One leg stand test. 
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Juvenile myasthenia gravis is a rare childhood disorder that accounts for 10% to 15% of all cases of 

myasthenia gravis. It is characterized, like the adult form, by an autoimmune attack on acetylcholine 

receptors at the neuromuscular junction. The majority of patients have ptosis, diplopia, and fatigue. More 

advanced cases may also have bulbar problems and limb weakness, and may progress to respiratory 

muscle paralysis. A 12-year-old male patient was admitted to Gandhi hospital, Telangana, that came with 

complaints of being unable to roll his eyes, watering from the eyes, difficulty in swallowing, throat pain, 

cough, and fever. It is a known case of myastheniagravis. A neostigmine atropine test was performed, 

and the result was found to be positive. Ice pack test results were also positive, and intravenous 

immunoglobulin transfusions were previously administered. As a result, the patient was prescribed 

pyridostigmine and prednisolone. Based on the clinical presentation and the laboratory results, the 

patient was diagnosed with Juvenile Myasthenia Gravis with upper respiratory tract infection.  

 

Keywords: Autoimmune, acetylcholine receptors antibodies, ophthalmoplegia, ptosis  

  

 

INTRODUCTION 

 
The failure of neuromuscular transmission that usually result from the binding of autoantibodies to proteins that are 

involved in signalling at the neuromuscular junction is the cause of the autoimmune syndrome known as 

myasthenia gravis (MG) [1].A rare paediatric disease called juvenile myasthenia gravis has numerous clinical 

characteristics that set it apart from adult myasthenia gravis. Particularly in prepubertal children, isolated ocular 

symptoms are more common, acetylcholine receptors are less common and remission is likely. Anticholinesterase, 
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corticosteroids with or without steroid-sparing medications, and more recent immune modifying drugs are 

frequently used as treatments. Thymectomy raises the likelihood of remission. The child’s developmental needs and 

other factors should be considered in diagnosis and treatment [2]. 

 

MYASTHENIA GRAVIS WITH UPPER RESPIRATORY TRACT INFECTION 

Myasthenia gravis, is an autoimmune illness that causes muscle weakness, may be worse by upper respiratory tract 

infection (URTI), including influenza. There is also worry that receiving the influenza vaccine could aggravate 

existing autoimmune conditions [3]. 

 

ETIOLOGY 

Myasthenia gravis has an unknown underlying aetiology, while there is strong evidence that it is connected in some 

way to thymus gland anomalies and that the condition has a genetic component. However, the disease progression is 

very well understood, despite the lack of a precise cause. The neuromuscular junction or the region where the 

skeletal muscle and nerve terminals connect is impacted by myasthenia gravis. Nerve terminals at the 

neuromuscular junction provide impulses to the muscle through a synapse, which causes the muscle to contract. 

Acetylcholine, a neurotransmitter, is released from vesicles in the nerve ending into the synapse and acetylcholine 

receptors situated on the muscle side of the synapse when a nerve impulse passes along the neuron.  

 

The reaction lasts just a short while because an enzyme called acetylcholine quickly breaks down the acetylcholine in 

the receptor into its component molecules, acetate, and choline. Acetylcholine that is still present diffuses away from 

the receptors.  In persons with myasthenia gravis, T-mediated autoantibodies that target and inhibit the body’s own 

acetylcholine receptors interfere with this typical impulse transmission. The main symptom of myasthenia gravis is 

caused by weak muscular contractions, which occur when enough receptors are blocked by autoantibodies [4]. 

 

CLASSIFICATION OF JUVENILE MYASTHENIA GRAVIS 

Ocular 

Ocular myasthenia gravis comprises up to 10 – 35 % of paediatric instances of myasthenia gravis. 10 to 35 % of 

paediatric instances of MG are caused by ocular myasthenia gravis. Asian populations have a higher prevalence of 

OMG in children. The only muscles engaged in OMG are the elevator palpebral and extraocular muscles. Ptosis, 

diplopia, or strabismus may be the first symptoms or observations that a person presents [5].  

 

Generalized 

Extraocular muscles and levatorpalpebrae are impacted in up to 90% of MG patients. The involvement of any other 

non-ophthalmic skeletal muscle, however, separates ocular from generalized MG. Patients who run or stroll may 

experience early weariness. A change in voice and other aspects of talking could be affected. There can be facial 

numbness and swallowing issues. The most concerning symptom is breathing trouble when the diaphragm is 

affected. Patients may experience respiratory failure and need intubation;therefore, this is an emergency [6]. 

 

SUBTYPES OF MYASTHENIA GRAVIS IN CHILDHOOD 

Neonatal myasthenia gravis 

Unlike juvenile myasthenia gravis and congenital myasthenic syndromes, neonatal myasthenia gravis (NMG) is an 

immune-mediated that appears after birth in a mother who has autoimmune MG. Transfer of maternal 

autoantibodies to the foetus through the placenta is the disease's pathophysiological mechanism in these patients. 

Neostigmine and plasma exchange are two possible treatments, and they could be required to provide respiratory 

assistance [7]. 

 

Juvenile myasthenia gravis 

The autoimmune condition known as Juvenile Myasthenia gravis (JMG) affects children and young adults under the 

age of 19. It differs from adult onset NMG in that it does not result from a structural problem that causes congenital 

myasthenic syndrome. Patients with MG that are exclusively ocular are less likely to develop serum autoantibodies 

Karra. Geetha et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

63968 

 

   

 

 

that are positive for Acetylcholine receptor (AchR) and muscle specific tyrosine kinase (MuSK). Some patientsare 

classified as double seronegative MG because they do not have detectable auto antibodies to AchR or MUSK. These 

kids may, however, have antibodies to other substrates found in the neuromuscular junction, such as agrin, cortactin, 

or low-density lipoprotein receptor related protein 4 (LRP4). Other autoimmune conditions including Hashimoto's 

and autoimmune polymyositis may share a link with JMG [8].  

 

Congenital myasthenia syndromes 

Congenital myasthenic syndromes (CMS) are a group of disorders that are separate from autoimmunemyasthenia 

gravis (MG). Typically, onset occurs between childbirth and early infancy. Additionally, these individuals also 

experience weakness and fatigable ptosis. To separate these illnesses from myopathies or other neurogenic disorders, 

a strong index of suspicion may be required. These patients' symptoms are not immune-mediated, and instead, a 

structural change at the NMJ itself causes fatigability, such as modifications to the cholinergic receptor or to the 

formation and maintenance of endplates. Because the specific treatment for one mutation may be harmful for 

another mutation, treatment must be tailored to the specific mutation, genetic screening of patients with CMS is 

important to determine the pathogenic mutation [9]. 

 

EPIDEMIOLOGY 

JMG is a rare paediatric illness, however, regional differences in incidence and prevalence exist. There are no exact 

incidence and prevalence statistics available. Asian communities exhibit MG in children more frequently than 

Caucasian populations do. In Chinese communities, up to 50 % of all cases of MG present in childhood, with a peak 

age of presentation of 5 to 10 years and a predominance of ocular symptoms Contrarily, Caucasian individuals tend 

to present as adults, with prepubertal onset occurring in less than 10 % of instances.  

Childhood myasthenia gravis is relatively uncommon in western communities, it is common in Asian nations, 

affecting over 50 % of children under 15 years. They typically exhibit signs of weak extraocular muscles when they 

first appear [10].  

 

SIGNS AND SYMPTOMS:  

● The most common signs and symptoms of myasthenia gravis are as follows:  

● Visual issues such as double vision and ptosis of the eyelids (diplopia).  

● As muscles are used, muscle weakness and tiredness can increase and fluctuate dramatically in intensity over days 

or even hours (early fatigue).  

● Facial muscle involvement gives the illusion of a mask; a grin may come off as more of a snarl.  

● Myasthenia gravis symptoms can mimic those of other diseases. For a diagnosis, visit the doctor.  

● Throughout the course of MG, there may be occasional flare-ups and remissions (symptomatic relief). Remissions, 

however, are not always total or permanent [11]. 

● Children are at increased risk of chest infection and at risk of choking or aspiration. Impairment of the respiratory 

muscles needs ventilatory support, this is known as   myasthenic crisis [12]. 

 

PATHOPHYSIOLOGY  

IgG1 and IgG3 subtype antibodies are present in n- AchR myasthenia gravis. In the postsynaptic membrane of 

skeletal muscles, they bind to the n-Ach receptor and activate the complement system, causing the membrane assault 

complex to form Membrane attack complex (MAC). The receptor's final breakdown is caused by MAC. They could 

potentially work by boosting the endocytosis of the n- Ach receptor that is attached to an antibody or by functionally 

inhibiting the binding of Ach to its receptor.  The antibodies in the myasthenia gravis and low-density lipoprotein 

receptor related protein 4(LPR4) MG are of the Immunoglobulin G4 (IgG4) subtype and lack the complement 

activating function. The NMJ’s Argin – LPR4 MusK protein complex, whose major job is to maintain the joint, is 

where they bind. The complex is inhibited, which results in fewer n – Ach receptors.  Due to a deficiency in n – Ach 

receptors, the Ach produced at the nerve terminal cannot produce the postsynaptic potential necessary to trigger an 

action potential in muscle, which results in symptoms of muscular weakness. Because frequent usage of a muscle 

group depletes the Ach stored in the NMJ, weakening is more common [13]. 
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DIAGNOSIS  

Anyone with myasthenia gravis distinctive weakness may be suspected by a doctor. To confirm the diagnosis of 

myasthenia gravis, the doctor may prescribe the following types of tests.  

 

ICE test  

This is a simple test that may be done in the doctor's office without any extra tools. The doctor will check to see if the 

patient's eyelid drooping improves after placing an ice packover the patient's eye for a few minutes. Any 

improvement would suggest a diagnosis of myasthenia gravis [14].  

 

Acetylcholinestarase inhibition 

Drugs that increase the amount of acetylcholine can be used to test for myasthenia gravis since acetylcholine 

receptors are blocked in this condition. Fast-acting acetylcholinesterase inhibitors called edrophonium will 

temporarily and immediately reduce muscle weakness in people with myasthenia gravis by sparing the body's 

already existing acetylcholine. Edrophonium starts working within 30 seconds and wears off after only five minutes 

[15] 

 

Immunohistochemistry of blood 

About 85% of persons with myasthenia gravis have anti-acetylcholine receptor antibodies in their serum. However, 

they are only present in roughly 50% of individuals with symptoms limited to the eye muscles. In roughly 70% of 

individuals who test negative for anti-acetylcholine receptor antibodies but have the characteristic symptoms of 

myasthenia gravis, antibodies to muscle-specific kinase (MuSK) have recently been found. TheMuSK protein aids in 

the organization of acetylcholine receptors on the surface of muscle cells, and this test is emerging as a useful 

diagnostic tool when the disease's symptoms are present, but no autoantibodies are found [15].  

 

Electrical physiological research  

Muscle reactions to light stimulation may be discovered through nerve conduction tests. Myasthenia gravis patients 

will exhibit progressively smaller or weaker reactions. Although this is the most accurate nerve test for myasthenia 

gravis, it cannot be used on all muscles and is not always predictive [16]. 

 

Thymic imaging and thyroid testing 

To evaluate the thyroid and thymus glands' health, many tests may be performed. These include thyroid function 

tests to identify hyperthyroidism and computed tomography chest scans to reveal a thymoma or enlarged thymus 

gland [17]. 

 

TREATMENT 

Traditional therapies for myasthenia gravis come in five different forms:  

 

Inhibitors of acetylcholinesterase:  

In order to give the acetylcholine already present in the synapse more time to interact with the accessible receptors, 

these medications block the enzyme that usually breaks it down in the synapse. Pyridostigmine and neostigmine are 

the acetylcholinesterase inhibitor most frequently prescribed for myasthenia gravis [18].  

 

Thymectomy 

Numerous studies back the surgical removal of the thymus gland, or thymectomy, as a treatment option for people 

with myasthenia gravis, but these are controversial.  

 

Immunosuppressants: 

In myasthenia gravis, immunosuppressants are frequently employed to tame the excessive immunological response. 

Glucocorticoids like prednisone, azathioprine, cyclosporine, and others may be among these medications. Despite 

the fact that they are beneficial in many patients, careful monitoringof patients receiving long-term glucocorticoid 
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therapy is essential due to the serious side effects these medications are known to cause. Long-term usage of 

glucocorticoids is linked to serious metabolic adverse effects, such as central obesity, decreased insulin sensitivity, 

and bone loss [20].  

 

Plasmapheresis 

Plasmapheresis is particularly helpful before thymus removal surgery. Studies have shown that plasmapheresis is 

often well tolerated by patients. Reversible hypotension (low blood pressure) and moderate tremor are the most 

frequent side effects.Plasmapheresis had a low impact on infection and mortality rates, and all patients immediately 

benefited from the therapy.                                                                                

 

Intravenous immunoglobulin 

IVIg proved successful in treating chronic inflammatory demyelinating polyneuropathy in controlled clinical 

studies. Additionally, IVIg has helped certain myasthenia gravis patients. IVIg therapy produces transient alleviation 

that lasts for a few weeks to months. Although both plasmapheresis and IVIg therapies showed a clinically 

significant effect in individuals with persistent myasthenia gravis, studies contrasting plasmapheresis and IVIg 

discovered that the improvement began more quickly with plasmapheresis than with IVIg [19].   

 

CASE REPORT 

A 12 years boy born out of non-consanguineous marriage first in birth order was admitted to the PICU (paediatric 

intensive care unit) with the chief complaints of being unable to scroll his eyes for last 1 week and experiencing 

watering from the eyes, difficulty in swallowing, cough for last 3 days and the patient had difficulty with throat pain, 

productive cough that is white and large in quantity, drooping of eyes along with fever for last one day. On 

examination, the child is active and afebrile. PICCKEL (pallor, icterus, cyanosis, clubbing, koilonychia, 

lymphadenopathy, oedema) was observed as negative, heart rate is 90 bpm, respiratory rate is 28/minute and P/A 

(par abdomen) is soft, CNS is NAD (no abnormality detected). The patient had bilateral ptosis. The patient was 

increased white blood cells, decreased haemoglobin, and more platelets. The clinical serological report is negative for 

enteric fever and CRP (c-reactive protein). In the urine examination urine was found to be acidic and pale yellow in 

colour and trace amounts of albumin is found along with pus cells and no RBCs were found in the urine.  

 

The patient had a history of decreased for 3 days and no history of drooling of saliva and blurring of vision. The 

patient had no history of seizures, loss of consciousness, and altered sensorium. At the initial stage, the child had no 

chest pain, headache, vomiting, burning micturition, and abdominal pain. It is a known case of seizure disorder at 

seven years of age;thus, medication is used for 3 years, and history of the same complaints in the past 5 months. And 

the patient was admitted to Gandhi hospital for 17 days. It is a known case of myasthenia gravis. MRI D.L. spine 

with screening of whole spine showed evidence of T1 hypointense, T2/STR hypointensejse signal lesion oted in the 

body, left pedicle and lamina of D5 vertebra with associated wedging of D5 vertebra. Lesion shows intense 

enhancement on post contract with anterior epidural extension causing canal stenosis and compressing spinal cord. 

Similar lesion noted in L1, L3 vertebral bodies. Similar soft tissue intensity lesion noted in right iliacwing and body 

of left iliac bone. Multiple round T2 hyperintense lesion noted in liver. Evidence of peripherally enhancinh central 

soft tissue lesion measuring 35*35mm noted in superior segment of left lower lobe likely neoplastic etiology. 

Myasthenia gravis is diagnosed by increased ACH (acetylcholine) receptor antibodies. A neostigmine atropine test 

has been done, and the result was observed as positive. Ice pack test results also got positive and Iv Ig (intravenous 

immunoglobulin) transfusions were given in the past. Thus, the patient was started on pyridostigmine and 

prednisolone medication. The standard treatment for myasthenia gravis is corticosteroids, cholinesterase inhibitors 

and immune suppressants. 

 

● IV piperacillin 300 mg/kg/day 2.6gm in 20 NS/IV/TID to treat any bacterial infections,  

● INJ PCM 20 ml /IV/O is to reduce the fever.   

● corticosteroid medication like tab prednisolone @0.5 mg/kg/day to help in limiting antibody production. 

● tab azathioprine 25 mg/PO/OD, which is an immune suppressant to alter the patient immune system.  
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● Tab pyridostigmine @60 mg/PO/QID, which is a choline esterase inhibitor that enhances communication between 

nerves and muscles.  

● tab pantoprazole 20 mg/PO/day, which is a proton pump inhibitor is given to reduce excess acid in the stomach.  

● INJ amoxiclav 10MG/kg/day to fight infections.   

● INJ.PCM 26ml/iv/QID to reduce the high-grade fever. 

● INJ amikacin, is a short-term antibiotic used to treat serious bacterialinfections.  

 

DISCUSSION 
 

Juvenile myasthenia gravis is a rare paediatric disorder that has numerous clinical characteristics that set it apart 

from adult myasthenia gravis. JMG is an autoimmune disease that develops before the age of 16. It is a rare 

childhood disorder that affects less than 10-15% of children and has an annual incidence of 1-5 per million [21].The 

neuromuscular junction or the region where the skeletal muscle and nerve terminals connect is impacted by 

myasthenia gravis. The main symptom of myasthenia gravis is caused by weak muscular contractions, which occur 

when enough receptors are blocked by autoantibodies. The diagnosis is made using clinical signs and symptoms, 

with laboratory and electrophysiological studies used for confirmation. Although thymoma in children is 

uncommon, the thymus must be imaged (usually by CT) once JMG is diagnosed [22]. Corticosteroids, cholinesterase 

inhibitors, and immunosuppressants are the choice of drugs for myasthenia gravis. The illness's progression is highly 

variable. Children with myasthenia have a better long-term outlook than adults.  
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Figure I: Anterior posterior view of chest radiograph 

showing curved spine. 

Figure II: Posterior anterior view of chest radiograph 

showing upper respiratory tract infection. 
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The majority of tailors experience pain in the upper arms and lower arms pain as they were exposed to 

high levels of repetitive tasks and stitching.  Prolong sitting and repeated pedaling movements results in 

pain and discomfort in the lower limb leading to muscular strain. One such muscle involved in repetitive 

strain due to the pedaling activity is the Sartorius muscle, also known as the tailor’s muscle.  To assess 

the effectiveness of Sartorius mobilization with stretching on pain among Female Couturiers.  A 

convenient sample of 30 subjects was solicited. Participants were n=30 and the age range = was 25 - 40 

years. Subjects were allocated in two groups. Group A (experimental group) Sartorius Mobilization and 

Kneeling Stretch along with Hip and knee exercises and Group B (control group) was given hip exercises 

given for 10 times continuously for 2 weeks. and advice to take hot packs. Each group had a 

physiotherapist who carried out the interventions.  Randomized clinical trial. Numerical pain rating 

scale. Statistical analysis was done to identify the difference between pre and post-test measurements. 

The two-tailed p-value is less than 0.0001 by conventional criteria, this difference is considered to be 

extremely statistically significant. A tailoring occupation makes, repairs, or alters clothing. Due to their 

prolonged work nature, they tend to have musculoskeletal problems such as joint pain, muscular strain, 

ligament sprain, and postural deviations. The study concludes that patients with adaptive Sartorius 

shortening with pain can be reduced by Sartorius mobilization and stretching exercise. 

 

Keywords: Randomized, tailors, Subjects, measurements.  
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INTRODUCTION 
According to the Handloom Census 2019-20, about 35,22,512 Handloom workers were employed across the country, 

out of which 25,46,285 were Women workers with a share of 72.29% of the total handloom workers. In addition, 

there are around 16,87,534 Women Handicraft artisans registered with the Office of Development Commissioner 

(Handicrafts)1. A preliminary study among the Indian tailor’s population found that 79.2% reported musculoskeletal 

symptoms related to work2.  

Tailoring is an age-old craft that has played a crucial role in the textile industry, providing custom-fit garments to 

individuals across various cultures and societies. While the profession of tailoring is diverse and encompasses both 

male and female practitioners, this research focuses specifically on female tailors and the challenges they encounter 

related to lower extremity problems3,4. The main activities performed by the tailors are taking measurements of the 

customer, cutting the fabric, stitching the fabric, and finishing the stitched garment4.Female tailors dedicate long 

hours to their craft, involving activities such as measuring, cutting, and sewing fabric. However, the nature of their 

work often requires them to assume static, prolonged postures while sitting or standing, which can have adverse 

effects on their lower extremities. The lower extremities, which include the hips, thighs, knees, and feet, are vital for 

the mobility and physical well-being of individuals4. Given the repetitive and physically demanding nature of 

tailoring, female practitioners in this field are susceptible to a range of lower extremity problems, which can 

adversely impact their overall health and quality of life.5 

One significant lower extremity issue faced by female tailors is musculoskeletal discomfort or pain. The prolonged 

periods of sitting or standing while working on garments can lead to poor posture and strain on the lower back, hips, 

and knees. These sustained postures can cause muscle imbalances, joint stiffness, and overall musculoskeletal 

fatigue, potentially resulting in chronic pain and reduced work productivity2.5. Furthermore, female tailors often face 

challenges associated with foot health. When sitting with their legs crossed to sew, tailors would experience agony 

along the Sartorius muscle's course. The Sartorius is carried through all of its actions by the motion of crossing its 

legs, and it is still engaged and active in that position. The Latin word sartor, which means tailor, is where the name 

of Sartorius’s muscle comes from6. It was common for tailors to work while sitting cross-legged on the floor, 

mimicking the shape of the muscle and utilizing one of its functions. The Sartorius’s muscle has become adaptively 

shortened as a result of the prolonged crossing of the legs and continuous, repetitive pedaling actions, which causes 

pain to radiate from the hip to the leg. This research aims to delve deeper into the challenges faced by female tailors 

related to lower extremity problems. By shedding light on these aspects, we hope to contribute to the development of 

targeted strategies and interventions that can alleviate the physical burden experienced by female tailors and 

enhance their working conditions. 7 

OBJECTIVE OF THE STUDY: 

To assess the effectiveness of Sartorius mobilization with stretching on pain among Female Couturiers. 

SUBJECTS AND METHODS: 

Thirty female tailors who are self-employed were taken up for the studydepending upon the inclusion and exclusion 

criteria. The inclusion criteria are Female tailors within the age group of20-45 years and pain present along the 

course of the Sartorius’s muscle for at least 3 weeks. NPRS scale of 7 and above were included in the study. The 

exclusion criteria are Infections, tumors, crush injuries, malunited fractures, muscular insufficiency, deformities, and 

surgery with metal implantation. Pain intensity was measured by means of the NPRS scale. All the patients were 

screened and randomized after finding their suitability as per inclusion and exclusion criteria. The numerical Pain 

Rating Scale (NPRS) where 0 corresponded to ‚no pain‛ and 10 corresponded to ‚worst imaginable pain,‛ was used 

to measure pain. A randomized trial was designed which included an experimental group and a control group. 

Group A (experimental group) Sartorius mobilisation and kneeling stretches were given 10 times continuously for 2 

weeks. Group B (the control group) in this group was given hip exercises and advice to take hot packs.  

PROCEDURE: 

The subjects in the experimental group were given sartorius mobilization and active kneeling stretches for the 

Sartorius musclealong with resisted isometric exercise for the quadriceps muscle and the subjects in the control 

group were given hip and knee exercises along with hot packs.Pre-test values for NPRS will be recorded. The 
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intervention will be given for a period of 2 weeks later on which post-test values for pain are recorded. The pre and 

post-values are recorded for statistical analysis. 

 

PROTOCOL 

 

Group A (Experimental Group) 

Sartorius Mobilizations-With the hands, gently press the sartorius muscle in the vicinity of the knot. Begin with light 

pressure and raise it gradually in accordance with the patient's tolerance. Use a gliding motion to the muscle, 

moving from knee to hip in a distal-to-proximal path along the length of the sartorius. Make sure the gliding action 

is pain-free and within the patient's comfort zone as you repeat it multiple times.  Kneeling Stretch along with Hip 

and knee exercises-Kneel with the one-foot level on the floor and the other knee at a 90-degree angle in front. To 

maintain the balance, lean on a wall for support.Keep the spine upright and the pelvis in a neutral position. While 

keeping the spine fully erect, lean forward. Keep the pelvis level while pushing it forward. While doing this, 

clenching the buttock muscles could help to develop a feel for the proper motion.Hold the stretch for 10 to 30 

seconds while breathing normally. Then, slowly release the stretch and repeat on the opposite side. Stretch- 3 sets, 

hold time- 10 to 30 secs. Resisted isometrics of quadriceps- 3 sets, 10 repetitions 

 

Group B (Control) 

General hip and knee exercises with hot packs were taken for twoweeks. 

 

RESULTS 
 

The data obtained were tabulated and statistically analyzed. The pre and post-test values for the outcome measures 

of Pain were calculated and compared. Parametric statistical tests, dependent t-sampletests, and unpaired t-tests 

were used.  

 

DISCUSSION 
 

Work-related MSDs (WRMSDs) typically arise when there is a mismatch between the physical demands of the job 

and the human body's physical capabilities, depending on the mechanics, ergonomics, and physical movement 

characteristics of work tasks3. In this study, more emphasis is on the Sartorius muscle as it is the major muscle 

involved in this profession. Due to its importance, it is known as a tailor’s muscle. This Sartorius’s muscle tends to go 

for repeated adaptive shorting due to continuous strain put by repeated pedaling movement and prolonged crossed-

leg sitting posture2,3. Corrective measures are a must for this rampant problem among thetailors4. The study aims in 

finding the effectiveness of Sartorius muscle mobilization and stretching in reducing pain. The study compared the 

results of commonly used treatment strategies for patients with adaptive shortness of the Sartorius’s muscle. The 

Numerical pain rating scale was commonly used as an outcome measure in the treatment of Sartorius pain which 

indicates that the outcome measures are able to detect the changes produced by the treatment8. The findings 

obtained in this randomized controlled study imply that standing Sartorius mobilization and stretch are effective in 

reducing pain caused by adaptive Sartorius muscle. The results of the present study showed that there was a 

significant improvement in the experimental group. For the outcome measures NPRS paired t-test analysis showed a 

significant statistical difference (p<0.05) between pre and post-test measurements.The results show that the post-

intervention phase NPRS scale 95% confidential interval and a t value is 20.44, standard error of the difference of 

0.313.The two-tailed p-value is less than 0.0001 by conventional criteria this difference is considered to be extremely 

statistically significant. This study concludes to prove the effectiveness of Sartoriusmobilization and stretch for 

female tailors in reducing pain. 
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CONCLUSION 
 

Muscle, tendon, and ligament-related physical health issues are referred to as musculoskeletal discomfort. 

Numerous studies have found that musculoskeletal pain is relatively common among designers. According to the 

study's findings, tailors have severe musculoskeletal pain at work, particularly in the thigh Sartorius. Repetitive 

pedaling may cause adaptive shortening. Many of the standard physical therapy procedures work less well here. 

This study's findings support the use of the Sartorius stretch to relieve pain among female courtiers. 
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Table.1 Pre-Intervention 

 

Sl.No STATISTICAL MEASUREMENT GROUP A GROUP B 

1. MEAN 8.13 8.2 

2. STANDARD DEVIATION 0.74 0.67 

 

Table.2    POST INTERVENTION 

 

SL. No STATISTICAL MEASUREMENT GROUP A GROUP B 

1. MEAN 0.93 5.2 

2. STANDARD DEVIATION 0.45 1.62 
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Fig.1 Pre-Intervention Graphical Presentation 

 
Fig.2 Post-Intervention Graphical Presentation 
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Students can improve their problem-solving skills by strengthening their fundamental knowledge and 

comprehension of the issue. The purpose of the Mathematical Fineness Camp was to review the 

fundamental concepts and introduce the approach to problem-based learning with the pupils. The study 

concentrated on how well fineness camp helped students grasp mathematics. The focus of the study was 

on how effectively fineness camp assisted kids in understanding mathematics. The Fineness Camp was 

intended for students who had already taken placement exams. The pre-test and post-test were given to 

the students every day, before and after the lecture, respectively. To determine the effectiveness of the 

programme, the research is statistically done in an indirect method. A paired sample t-test was used to 

check the validity of the hypothesis in light of the different mean values for the pre-test and post-test. The 

mean value of the study's findings is anticipated to be higher for the post-test than the pre-test. 

  

Keywords: Mathematics Fineness Camp, Paired Sample, Problem Solving, Pre-test and post-test 
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INTRODUCTION 
 

Surprisingly, this is also apparent in a sense of students enrolled in degree programmes and so therefore students 

who are perceived to be "talented" in the mathematics domain. From an affective perspective, this issue appears 

especially intriguing because the students involved frequently experience mathematical failure as a tragedy and, 

more importantly, struggle to make sense of it at first. For these reasons, it seems essential to look at how emotions 

are involved in the emergence and management of this crisis, as well as how students' perceptions of mathematics 

and their own natures change during the tertiary crisis period. The part that emotion plays in pupils' failures in 

math. Investigating the role emotions play in the emergence and handling of this crisis, as well as how high achiever 

students' perceptions of mathematics and their own selves change during this crisis time, becomes interesting. 

 

In Arts and Science Institutions offers two programmes namely Department of Commerce (ASCO114) and 

Department of Computer Science (ASCS110).In addition, a total of seven math chapters were offered to ASCO11 and 

ASCS110 students. The percentage of failure in math courses in the previous semesters was alarming. Math classes 

seem to consistently account for the highest number of failures compared to other courses. Figure 1 shows the failure 

rate for the six mathematics chapters of each program for the semester of June-October 2021. Compared to other 

courses, mathematics courses appear to be the main reason for consistently high failure rates. 

 

There are three common chapters for both the programmes which are CHAP1, CHAP3 and CHAP5 among 

sixchapters. Two of these chapters CHAP1 and CHAP3 are prerequisites to others, meaning that students must pass 

them before enrolling in more advanced courses. Figure 2 compares the failure rates for common subjects in the two 

programmes. Additionally, it shows that ASCO114 students fail at a higher rate than ASCO110 students. The 

professors came up with the idea to conduct a "Fineness Camp" mathematical classes to address the high failure rate. 

We consider that student’s weak mathematical foundations are the root cause of the high failure 

rate.ASCO114students, who are mainly responsible for the high failure rate, were selected for the workshop. These 

students must repeat CHAP1.Since the programme is a requirement for other advanced mathematics courses like 

CHAPT3 and serves as the foundation for all other mathematics courses, it was declared mandatory for all repeaters 

of this subject. 

 

The Fineness Camp took place on January 6 and 7, 2022. The curriculum will be led by experiencedprofessors with 

more than four years of teaching experience.The Fineness Camp addressed a total of sixchapters. The students took 

two sets of pre-tests and post-tests to gauge the program's success. On the first day, the first set of pre and post tests, 

which included three themes, was administered. On the second day, the students received the second set, which had 

three themes. Table 1 lists the chapters that were tested on both days. 

 

 

In this work, the paired sample t-test was employed for hypothesis testing. The outcomes are expected to get greater 

mean vale for post-test than pre-test. 

 

Research Purpose 

The goal of this study is to examine the mean value for pre-test and post-test 

 

Hypotheses 

H0: Pre and post-mark mean values are equal. 

H1: Pre and post-mark mean values are not equal. 

 

Statement of the Problem 

This study tries to answer the following research question:  

Is there any difference in terms of marks on pre-test and post-test? 

Prema et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

63980 

 

   

 

 

Importance of the study 

The "Fineness Camp" was held with the intention of giving the children a foundational understanding of 

mathematics. In order for the students to improve their foundation at the beginning of the semester, this programme 

was held during the first week. As a result, they will have a better knowledge of their mathematics classes 

throughout the semester. Because of this endeavor to lower the failure rate, it is anticipated that the post-test results 

will have a greater mean than the pre-test. 

 

LITERATURE REVIEW 
 

The ability to solve the problem algebraically is the elementary for all students entering the sciences or social 

sciences. In order to Fineness Camp and avoid misconceptions in solving mathematical problems, students need to 

develop their analytical skills during the process of learning (Yin, L. Y, 2005) [1].There are still a few common 

mistakes in solving mathematical problems. Many researchers are interested in finding out the difficulties that a 

most students face in solving problem. Gunawardena (2011) [2] found that some students tend to make mistakes in 

the final step of the equation solving process. According to Nguyen, P. L. and Tran, C. T. H. (2014) [3], types of errors 

can include faulty calculations, misleading mathematical concepts or theorems, misinterpreted and reckless memory. 

In the section of the linear equation, research has shown that students tend to use various approaches in problem 

solving. Lagasse, A (2012) [4] conducted a descriptive study of the various approaches used by college students in 

solving systems of linear equations problems. There are three types of methods that include substitute method, 

elimination method and graphing. The results show that most of the students are inclined to use the substitution 

method, which is easier than other two methods.  

 

In the chapter of indices, there are a few rules and particular cases of indices that students should be aware of. 

According to Foo, F. Y. et al. (2013) [5], there are five rules and four specific cases in the indices, as can be seen in 

Tables 2 and 3. The students’ common mistakes in fundamental mathematics There are six topics chosen to be used 

in the ‚Fitness Camp‛ as shown in Table 1. For students who take advanced mathematics courses like calculus, the 

themes cover fundamental concepts in elementary mathematics. These topics are extremely crucial since any false 

assumptions made in them will result in incorrect interpretation of algebraic problems. Majid,.H (2012) [6] had 

examined the relationship among different kinds of students mistakes and the knowledge required to solve 

problems algebraically. His research showed that the inaccuracy was 

 

the primary cause of the majority of student faults. Swedosh,P(1996) [7] stated that the major problematic comes 

from fallacy. For example, he found that there were students were tested in factorize some mathematics equation 

such as(5𝑥 + 𝑦)2- 𝑦2. Around 32% of students were found expanding the equation incorrectly  5𝑥2+10xy rather 

than(5𝑥 + 𝑦)2- 𝑦2= (5x+y) +y) (5x+y) –y). He also discussed on the common mistakes done by students while 

simplifying the polynomial. As an instance, the students were asked to shorten
𝑥 2−4𝑥+4

𝑥 2−5𝑥−6
  . Those who are weak in 

mathematics can override identical terms in the numerator and denominator without ending factorization. They 

found it hard to understand that factorization should be given priority over omission.  

 

In the quadratic chapter, quadratic equations can be solved using either the quadratic formula or factorization, x 

=
−𝑏± 𝑏2−4𝑎𝑐

2𝑎
. However, a lot of students had gotten the quadratic equation erroneous. The example in thispaper 

shown that for quadratic equation 𝑦2=1, students gave the incorrect answer y=1 instead of y=±1. Another example is 

problem solving in the equation of (𝑦)2- y - 2 =0 given one  of the   solutions is y =1. Not surprisingly, there are 

students who still solved it with the wrong approach in which the equation was incorrectly rearranged as (𝑦)2- y = 2 

before finding the values of y. Pongchawee, V and Clements, M.A. (2006) [8]  has studied on the effects of classroom 

instruction on students’ understanding of quadratic equations.  
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Before and after lessons, the same quadratic equations question is presented. The results show that the students who 

have some concept ideas about quadratic equations prior to the lesson have greatly improved after the lesson.In the 

chapter of indices, there are some rules and special cases of indices that students should be aware of that, there are 

five rules and four special cases in indices as shown in Table 2 and Table 3. In Swedosh, P (1996) [9] paper, He 

identifies some of the common errors with examples like simplifying 𝟑𝒙 × 𝟑𝒙. The correct answershould be 𝟑𝒙+𝒙 (or) 

𝟑𝟐𝒙but students will give 𝟑𝒙+𝟑𝒙= 𝟔𝒙. This completely misunderstands the idea of indices. The same situation happens 

in the logarithm Table 4 and Table 5. 

 

Many students mistakenly believe that logarithms are objects rather than operations when they use the notation 

"log". Yen’s (1999) [10] report had shown the type of errors made by Australian students in 1998 High school 

Certificate. Mathematics examination. For instance, some students divided both sides of the equation. In(9x-15) =4 In 

x by ‚In‛ as if it was a variable to obtain 9x-15 = 4x when solving the equation. A study conducted by kaurand Boey 

(1994) [11]  in a junior College in Singapore found that not all students realized that the simplification of log 24-log 4+ 

log9  = log( 24- 4 +9) was incorrect. This error is actually quite common and often called as the linear extrapolation 

error (Matz, 1980) [12]. For example , when a student asked to solve the equation  In( 9x-15) =4 In x, the students may 

solution that In (9x-15) = In 9x -In 15x, Clearly treating ‚In‛ as a variable and 

 

distributing it over 9x and 15 (Yen, 1999) [13]. As Harel and Dubinsky (1992) [14],states, work with graphical 

representations of functions will be affected if students do not understand the language of, domains, images ranges, 

preimages, and ranges,one-to-one and onto relationships.According to Markovitsal.(1988) [15],  Most of students 

experience very hard with functions because of the symbols. For example, Herscovics (1989) [16] reported that 95% 

of the students evaluate the expression x+9 when x=3 whereas only 60% of this same group could evaluate g(3) when 

f(x) = x+7.  

 

METHODOLOGY 
 

The experiment study is to test the effectiveness of ‚Fineness Camp‛ inreducing the failure rate for precalculus 

subject in Arts and Science College. A two-day workshop was conducted due to more failure rate for the subject of 

precalculus. It includes pre and post-test with six chapters that have been prepared by Mathematics department 

lectures. The study involved 60 students who are repeating pre-calculus. The test papers were evaluated by the 

lectures and the marks were classified into grade according to Arts and Science college endexamination standard. 

Then, the descriptive analysis was used to elaborate the mean and the standard deviation of the marks. The paired t-

test was employed to determine whether there was a significant difference between the % marks for the pre- and 

post-test because it was the same students who provided the percentage marks. For all chapters, the paired t-test was 

used to evaluate the hypothesis. The alternative hypothesis for the study are: 

 

H1: There is no difference in pre and post-mark in chapter 1 

H2: There is no difference in pre and post-mark in chapter 2 

H3: There is no difference in pre and post-mark in chapter 3 

H4: There is no difference in pre and post-mark in chapter 4 

H5: There is no difference in pre and post-mark in chapter 5 

H6: There is no difference in pre and post-mark in chapter 6 

 

FINDINGS 
 

The Data collected before and after the test were compiled, which was beneficial for the fineness camp efficacy 

analysis. Table 6 shows the overall score for both tests in which student scores were categorized into four categories: 

mediocre, moderate, good and excellent. Table 6 shows that student scores improve after participating in fineness 

camp. There are 38.33% of students have reached the standard of excellence in post-test compared to the pre-test. It is 
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followed by good mark of the student, the rate has increased enormously, and there are 46.66% of good students in 

post-test compared with 21.67% in pre-test. In contrast, there are almost 94% of students fail in the bad and moderate 

category at the beginning, and the frequency dropped to 6% respectively in the post test. 

 

The table shows the paired sample statistics for the pre-test and post-test marks in six chapters. The lowest average 

with the average value of 20.00 is found in chapter 3 pre-test implies that students have a very low basic concept of 

Surds and indices.  On the other hand, pre-test of chapter 5 with mean value 50.00 and chapter 2 with the mean value 

of 42.00 indicated that students have better understanding in solving the equation in one variable and two variable. 

The chapter of logarithm is still reported having the lowest mean with mean value of 72. 00 in post-test yet the result 

shows that there is about 52% of improvement after the camp.  The greatest mean value is found in chapter 5 post-

test with the mean 90.00 and increase 40 % makes it become the highest percentage of increase among six chapters. 

The figure revealed that the program had strengthened the student's ability to solve one variable and two variables. 

In the pre-test, the standard deviations are widely scattered compared to the post-test. In general, overall dispersion 

decreased significantly after the test, with SD values reduced to 20% below. 

 

CONCLUSION  
 

The study strongly indicates that one's success hypotheses and outcome expectations, and in particular the ability to 

adapt them and acknowledge aspects, are what distinguishes the few who drop out from some who succeed in 

overcoming the challenges. The result of study viewed that Mathematics camp has positive effect in build-up 

fundamental Mathematics knowledge. In the pre-test was found that nearly 60% of students were ranked in poor 

gradeTable 6). Although, the scoreshad highly improved after the camp and the post-test viewed that 41.66% of 

students were in excellence grade 47% were in good grade and only 6.67% were moderate and only 5% failed.Refer 

to Table 7, the further analysis on comparison by chapter showed that students were very weak in chapter 3 (Surds 

and Indices) with the mean value of 20.00.  Moreoverpost-test of chapter 3 showed an improvement with the average 

value of 72.00 increased by 52.00. The average value of six chapters were increased, from 36.66 to75.55.The increasing 

in the mean valued showed that the students have a better understanding after they attended the camp.The paired t-

test result in Table 9 further concluded that there is a significant difference between mean marks of the pre and post-

tests for each chapter since all null hypothesis are rejected at 5% significance level. As a result, the statistical analysis 

may show that educational camps are more successful at enhancing students' comprehension of mathematics. Thus, 

it would seem that a comprehensive analysis should be conducted into the processes that led to changes in the 

students' success theories and causal attributions, which highlight the components of one's issues that are within 

one's control. 
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Table 1: The Fineness Camp contains 

 

Table 2 and Table 3: Rules and Special Cases 

Table 2 Table 3 

RULE 1 𝑏𝑚 × 𝑏𝑛   = 𝑏(𝑚+𝑛) Special case -1 𝑏−𝑛   =  
1

𝑏𝑛
 

RULE 2 𝑏𝑚 × 𝑏−𝑛   = 𝑏(𝑚−𝑛) Special case -2 𝑏
1

𝑛   =   𝑏
𝑛

 

RULE 3 ( 𝑏𝑚 )𝑛     = 𝑏(𝑚𝑛 ) Special case -3 𝑏
𝑚

𝑛     =   𝑏𝑚𝑛
 

RULE 4 𝑏𝑛 × 𝑐𝑛   =  (𝑏𝑐)𝑛  Special case 4 b0 = 1 

RULE 5 𝑏𝑛 ÷ 𝑐𝑛   =   (𝑏/𝑐)𝑛    

TEST CHAPTER TITLE DESCRIPTIONS 

 

 

Pre and 

Post Test 1 

Chapter 1 
Equation, Solving 

Simultaneous Linear 

This chapter covered the equation in one variable in 

finding by using simultaneous method. 

Chapter 2 
Equation in One variable 

and two variable 

This chapter covered the equation in two variablein  by 

using Factorization method and  quadratic formula 

Chapter 3 Surds and Indices 
This chapter covered the rules of indices and solving the 

surds 

 

Pre and 

Post Test 2 

Chapter 4 Probability 
This chapter is covered the coin , rolling dice and cards 

problem 

Chapter 5 Log 
This chapter covered the rules of logarithms question by 

using the rules and special case of logarithms 

Chapter 6 Simplification 
This chapter is covered operations on numerals and the 

problem by ‚BODMAS‛ and Virnaculum rule 
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Table 4 & Table 5: Logarithm 

Table 4 Table 5 

RULE 1 𝑙𝑜𝑔𝑎  𝑀𝑁  =   𝑙𝑜𝑔𝑎  𝑀   + 𝑙𝑜𝑔𝑎  𝑁 Special case -1 𝑙𝑜𝑔𝑎  1       = 0 

RULE 2 𝑙𝑜𝑔𝑎
𝑀

𝑁
     =  𝑙𝑜𝑔𝑎  𝑀  - 𝑙𝑜𝑔𝑎  𝑁 Special case -2 𝑙𝑜𝑔𝑎  𝑎       = 1 

RULE 3 𝑙𝑜𝑔𝑎𝑀𝑛=  n𝑙𝑜𝑔𝑎  𝑀 Special case -3 𝑙𝑜𝑔𝑎  𝑀  is not defined if M<  0 

  Special case -4 𝑙𝑜𝑔𝑎  0 𝑖𝑠 𝑛𝑜𝑡 𝑑𝑒𝑓𝑖𝑛𝑒𝑑 

 

Table -6: Frequency distribution of before test and after test results 

 

 Before Test After Test 

Grade Mark Frequency Percentage Frequency Percentage 

Poor 0-49 35 58.33 3 5.00 

Moderate 50-59 11 18.66 4 6.67 

Good 60-69 13 21.67 28 46.66 

Excellent 80-100 01 3.33 25 41.66 

Total  60 100 60 100 

 

Table -7: The paired Samples Statistics of six Chapters 

 Pre-test Mark Post-test Mark 

Chapter Mean Standard Deviation Mean Standard Deviation 

Chapter 1 41.00 20.34 68.3 16.13 

Chapter 2 42.00 21.79 73.00 10.87 

Chapter 3 20.00 18.37 72.00 12.04 

Chapter 4 33.00 22.93 69.00 19.01 

Chapter 5 50.33 23.34 90.00 13.88 

Chapter 6 34.00 18.07 81.00 13.61 

Overall 36.66 2.06 75.55 4.14 

 

Table 9: Paired Sample‘t’ Test 

Paired Sample (After- 

Before) Chapter 

Paired Differences (%) 
Significance (Two-tailed) 

Mean Standard Deviation 

Chapter 1 27.3 9.75 .000 

Chapter 2 30.8 12.08 .000 

Chapter 3 53.4 11.31 .000 

Chapter 4 36.4 10.37 .000 

Chapter 5 39.4 20.31 .000 

Chapter 6 46.8 9.41 .000 

 

 

Prema et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

63987 

 

   

 

 

  
Figure 1: Failure Rate of Mathematic Course Figure 2: Comparative Failure rate based on 

Programme 
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The development of sustained release and immediate release formulations for a single medicine or drug 

combination uses the technique of region selective dual components. The preparation of dual 

components of hydrochlorothiazide and losartan potassium in distinct layers for desired release patterns 

was the major goal of the current study activity. Preformulation studies were performed before 

compression. The microbeads underwent tests for in-vitro drug release, swelling index, and drug 

entrapment effectiveness. Using ATR and DSC, tests on the compatibility of drug excipients were 

conducted. Spectra showed that no interactions between the formulation's excipients and the medications 

were discovered. According to all pre-compression studies, the outcomes were found to be within the 

established limitations. According to in-vitro release experiments, the losartan potassium sustained 

release layer reached 99.14% after 12 hours and the hydrochlorothiazide quick release layer reached 

98.41% within 120 minutes. After being exposed to accelerated conditions for a month, stability analyses 

for both physical properties and in-vitro drug release experiments revealed no alterations despite the 

release kinetics showing strong linearity and best fitting into the Higuchi model. According to the 

aforementioned study, the region-selective dual component capsule created met the goal of the research 

work in treating hypertension. 

 

Keywords: Hydrochlorothiazide, Losartan potassium, Sodium alginate Crospovidone, 

Ionotropicgelation, Dry granulation, Simultaneous Estimation, UV spectrophotometry. 
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INTRODUCTION 
 

Hypertension is one of the most common disorders affecting humans throughout the world. It is a chronic medical 

disorder in which the blood pressure in the arteries is chronically increased. It is also referred to as high blood 

pressure or arterial hypertension. Systolic and diastolic pressures, which correspond to the arterial system's 

maximum and minimum pressures, are the two measurements used to express blood pressure. The left ventricle is 

most contracted during the systole; the left ventricle is most relaxed before the next contraction during the diastole. 

The term "abnormally high blood pressure" is exceedingly arbitrary and difficult to define. Because the risk to a 

specific patient may correlate with the degree of hypertension, a threshold for high blood pressure must be agreed 

upon in clinical practice for screening individuals, implementing diagnostic evaluations, and starting therapy. Thus, 

there is a need to create practical plans to enhance management.[1,2] 

 

Signs and Symptoms of Hypertension 

A severe headache, exhaustion or confusion, visual issues, breathing difficulties, chest discomfort, an irregular 

heartbeat, blood in the urine, and a pounding in the chest, neck, or ears are some more symptoms that may occur. 

 

Hypertension risk factors 

There are a number of illnesses and circumstances that may raise the risk, despite the fact that the precise aetiology 

of hypertension (high blood pressure) is unknown. They include being overweight and obese, smoking, doing little 

to no exercise, eating too much salt, drinking too much alcohol, being stressed, having a black ancestry (of African, 

Caribbean, or South Asian descent), and having a family history of high blood pressure. 

 

Management of Hypertension 

Monotherapy 

The usual approach for controlling hypertension for many years has been mono medication treatment. Yet, 50 to 60 

percent of people who utilize a single medication to regulate their blood pressure are effective in doing so. The 

routine rise in the dosage of the only medication provided, which results in protracted therapy with high doses and, 

consequently, an increase in adverse effects, is one factor contributing to the low success rate. In result, patients stop 

complying. One medicine only tackles one of the various physiological pathways that contribute to hypertension, 

which is another factor in the inability to manage blood pressure. The pathophysiology of hypertension involves a 

number of processes. In general, monotherapy will only disrupt one of these pathways, perhaps allowing the other 

mechanisms to make up for it. Hence, combined therapy is more effective because hypertension is a multifactorial 

illness. [3] 

 

Combination Therapy  

The fundamental effects of pharmaceuticals working through several mechanisms are brought into play by 

combining two medications from the right classes of drugs, which also work to counter the homeostatic 

compensations that prevent a blood pressure drop. Combination therapy may be advantageous since it interferes 

with pathogenetic pathways synergistically. As a result, the issue of dose-dependent side effects is reduced and 

lower doses can be used. Combination therapy is further justified by the fact that chronic high blood pressure 

frequently results in heart, renal, and brain problems. Angiotensin-converting enzyme inhibitors (ACE inhibitors), 

for example, have an effect on target organ illness independently of their antihypertensive effects. Due to the 

potential stimulation of compensatory mechanisms working to return blood pressure to its predetermined values, 

the antihypertensive efficacy of a single medication is frequently decreased. Combination therapy enables the 

administration of lower doses of each antihypertensive drug; as a result, compensatory stimulation may be reduced. 

The second antihypertensive drug in the combination may, theoretically, counteract this stimulation. 
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Drugs used for the marketed product 

Diuretics, also known as "water pills," caused the kidneys to expel more sodium and water through the urine. They 

are believed to reduce blood pressure mostly by decreasing the amount of fluid in blood vessels.[3,4] 

 

SIMULTANEOUS ESTIMATION 

Pharmaceutical dose forms that combine two or more medications are extremely helpful for a variety of therapy. To 

maintain the safety and effectiveness of pharmaceutical products throughout their shelf life, including during 

storage, distribution, and usage, analytical monitoring of the products' individual constituents is required. 

[5]Because of its patient acceptance, convenience of administration, correct dosing, cost-effective production 

processes, and stability when compared to other dosage forms, the oral route of drug administration may be the 

most alluring option for the delivery of pharmaceuticals. Over monotherapy, combination therapy has a number of 

benefits. The danger associated with dosage was lowered by combining two separate drugs at a low dose; this also 

minimizes the clinical and metabolic side effects that result from using individual components at their maximum 

dosage. 

 

SUSTAINED RELEASE DRUG DELIVERY SYSTEM 

Because of its unit dosage form, low cost, and straightforward packing, oral drug delivery offers the greatest active 

surface area of any drug delivery system for the administration of a variety of medications, making it the most 

popular and practical route. By localizing the drug to the site of action, lowering the dosage needed, and ensuring 

uniform drug distribution, sustained or controlled delivery systems are intended to decrease the frequency of dosing 

or increase the effectiveness of the treatment. A modified drug delivery system called a sustained release system can 

be utilized as an alternative to a traditional medication delivery system. These systems continue the drug release, 

keep the plasma drug concentration within the therapeutic window, barring any fluctuations, and improve the 

drug's therapeutic effectiveness. Patient compliance, eliminating numerous doses, raising plasma drug 

concentration, preventing side effects, and resolving issues with the conventional method are only a few advantages 

of a sustained release system.[6] 

 

Controlled drug delivery dose systems. 

The main goal of therapy is to achieve a steady state blood level that is therapeutically effective and nontoxic for an 

extended duration. Creating effective dose regimens is a crucial step in achieving this objective. Due to increased 

design freedom for dosage forms, the oral route of administration for sustained release systems has drawn 

considerable attention. Several linked and significant factors, including the type of delivery system, the disease being 

treated, the patient, the length of therapy, and the characteristics of the drug, affect how oral sustained release 

delivery systems are designed.[7] 

 

Limitations  

 An active chemical can be maintained on its own if its half-life is long (over six hours). 

 Slow release serves no purpose if the pharmacological activity of the active ingredient is unrelated to its blood 

levels. 

 The creation of a time-release product may be difficult if the active compound's absorption includes active 

transport. 

 Lastly, if the active ingredient has a short half-life, a considerable quantity would be needed to maintain a 

sustained effective dose. To prevent toxicity in this situation, a wide therapeutic window is required; otherwise, 

the risk is unnecessary, and a different form of administration would be advised. 

 Lower small intestine cannot adequately absorb it.[8] 

Why Sustain Release Matrix Drug Delivery Systems Were Created? 

 To prolong the time the medicine will be effective. 

 To reduce variations in plasma level. 

 Increased drug usage. 

 To provide consistent drug delivery while reducing the frequency of dose. 
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 To use an unique drug delivery mechanism to change the pharmacokinetics and pharmacodynamic 

characteristics of pharmacologically active components. [9] 

 

Factors Affecting Oral Sustained Release Dosage Form Design 

Biological half-life 

Because to the potential reduction in dose frequency, medications with a biological half-life of 2 to 8 hours are 

thought to be excellent candidates for sustained release dosage forms. 

Absorption 

Drugs that are absorbed by active transport are only absorbed in the intestine, and the rate of absorption of a 

sustained dose is dependent on the drug's release rate constant from the dosage form. 

 

Distribution 

It lowers the level of medication in the blood, but it also has the potential to be rate-limiting in its equilibrium with 

blood and extravascular tissue. As a result, the apparent volume of distribution takes on varying values depending 

on how the drug is degraded over time. 

 

Metabolism 

Prior to converting into another form, the metabolic conversion to a medication must be taken into account. A 

successful sustain release product can be created as long as the location, rate, and extent of metabolism are known. 

 

Drug Properties Relevant to Sustain Release Formulation 

Dose size 

The maximum dose for a typical dosage form is 500–1000 mg. Due to the narrow therapeutic range associated with 

the administration of large doses, dose size consideration serves as a criteria for the safety involved. 

 

Ionization, pKa, and aqueous solubility 

Most medications are weak acids or bases that must dissolve in the aqueous phase surrounding the delivery site 

before partitioning into the absorbing membrane in order to be absorbed. 

 

Partition coefficient 

Because the biological membrane is lipophilic and the transport of pharmaceuticals over the membrane depends 

heavily on the partition coefficient of the drug, the partition coefficient has a significant impact on a drug's 

bioavailability. Since they will be localised in the aqueous phase, drugs with lower partition coefficients are thought 

to be poor candidates for the sustain release formulation. 

 

Drug stability 

Enzymatic degradation and acid-base hydrolysis occur with medicines taken orally. A drug release mechanism that 

delivers medication over an extended period of time is desirable if the substance is unstable in the stomach. [10] 

 

Methods to achieve oral sustained drug Delivery 

They include soft gelatin depot capsules, drug complexes, repeat action, ion exchange resin, fat embedment, plastic 

matrix, barrier resin beads, and hydrophilic matrix. [11] 

 

IMMEDIATE RELEASE DOSAGE FORM 

Any pharmaceutical formulation that does not purposefully or noticeably use galenic adjustments to slow down the 

rate of drug release from the formulation or absorption is considered to be a "immediate release" formulation. In this 

instance, the quick release may be achieved using suitable diluents or carriers that are pharmaceutically acceptable 

and do not appreciably slow down the rate of drug release and/or absorption. Hence, the phrase does not include 

drug formulations that have been adjusted, controlled, sustained, prolonged, extended, or postponed.[12] 
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Immediate Release Medication Delivery System Benefits 

 Increased convenience and improved compliance. 

 Increased steadiness. 

 Appropriate for actives with regulated or sustained release. 

 Permits heavy drug loading. 

 The capacity to deliver liquid therapeutic benefits in the form of a solid formulation. 

 Adaptable and compatible with current packaging and processing equipment. 

 Economical. 

 

Desired Criteria for Immediate Release Drug Delivery System 

 If the dosage is solid, it should quickly dissolve or disintegrate in the stomach. 

 It should be suitable with flavour masking in the case of liquid dose form. 

 Be transportable without posing a fragility risk. 

 Feel good in the mouth. 

 It shouldn't leave any or very little tongue residue after being taken orally. 

 Be inexpensively produced utilising standard processing and packaging machinery. 

 Quick medication breakdown and absorption, which could result in a quick start to action. 

 Display little sensitivity to changes in temperature and humidity. [13] 

 

Conventional Technique used in the Preparation of Immediate Release Tablets: 

Techniques for making tablets include tablet Moulding, direct compression, wet granulation, bulk extrusion, and 

solid dispersions. [14] 

 

MICROBEADS 

Microbeads are small, solid, free-flowing particulate carriers that contain dispersed drug particles in crystalline or 

solution form and provide multiple release profiles or sustained release for the safe administration of a range of 

active pharmaceutical ingredients. Compared to monolithic formulations, microbeads offer superior control over the 

release of the active components. Because it takes time for food to travel through the intestinal tract when taken 

orally, the release of microbeads is less impacted by the presence of food.Microbeads are homogeneous polymer 

particles that range in size from 0.5 to 1000 m. biological components like cells, proteins, or nucleic acids can be 

separated using bio-reactive chemicals that have been adsorbed or linked to their surface. These are small, solid, free-

flowing particulate carriers that contain dispersed drug particles in crystalline or solution form and enable multiple 

release profiles or prolonged release of treatment with different active agents without experiencing severe side 

effects.[15]When compared to non-disintegrating single-unit dosage forms, multiple-unit dosage forms, such as 

microspheres or microbeads, have gained popularity as oral drug delivery systems due to more uniform drug 

distribution and absorption, decreased local irritation, and elimination of unintended intestinal retention of 

polymeric material.  

 

The microbeads disperse the active substance via two different mechanisms: diffusion and/or polymer 

biodegradation. In place of traditional injectable formulations, microbeads can be applied topically, parenterally, or 

orally. The effectiveness of these Innovative DDS is constrained by their brief stay at the site of absorption, though. 

Hence, it would be useful to have methods for enabling close contact between the DDS and absorbent membranes. It 

can be done by creating new delivery methods known as "microbeads" and combining mucoadhesion features to 

mucoadhesive microbeads.[16]The most popular and quickly evolving technology for controlled medication delivery 

systems right now is microbeads. Because of the convenience of administration and high levels of patient 

compliance, it is one of the handy dosages that is more beneficial. It is more cost-effective and uses different 

polymers to construct medications for sustained release or activity, which increases some drugs' bioavailability. 

[17]Moreover, they can combine medications to deliver locally at high concentrations, ensuring that therapeutic 

amounts are achieved at the target site while minimizing side effects by maintaining low systemic concentration. 

They also sustain functionality under physiological settings. The microbeads are made of a variety of polymers, 
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including binding substances like gelatin, chondroitin sulphate, and avidin in a specified ratio, cationic polymers like 

chitosan, anionic polymers like sodium alginate, and cationic polymers like chondroitin sulphate. [18] 

 

Hydrogel beads or Hydrocolloids 

A controlled release drug delivery system's primary goal is to maximise a medication's biopharmaceutical, 

pharmacokinetic, and pharmacodynamic qualities so that it can be used as effectively as possible to regulate 

conditions quickly and with the least amount of the drug. Moreover, it offers stable drug levels in the blood with less 

frequent dosage and less side effects, improving patient compliance and reducing negative drug effects. These 

systems divide the drug dosage into a number of subunits, which are typically made up of thousands of spherical 

particles with a specific diameter range. These subunits are combined or compressed into a tablet, sachet, or capsule 

to produce the recommended total dose.[19]When water is added to hydrophilic polymers derived from plant, 

animal, microbial, or synthetic sources, hydrocolloids are created, which equally spread as minute particles. The 

polymers entangle with one another at sufficiently high concentrations, generating loose networks that alter the 

rheological characteristics of solutions. By forming hydrogen bonds within and between polymers, several 

hydrocolloids, including pectin and gelatin, can also gel. In comparison to other sustained release formulations, 

formulations based on hydrocolloids may have various advantages. Additionally, because different hydrocolloids 

behave differently in different areas of the gastrointestinal tract due to factors including swelling in water, pH level, 

and enzyme activity, their stability and physical qualities (dimensions, strength, etc.) might vary. Modifications in 

the formulations' physical characteristics may also result in distinct drug-release patterns in various regions of the 

gastrointestinal tract, offering a variety of potential drug carriers. [20] Additionally, the processes involved in 

creating hydrocolloid formulations are typically fairly straightforward, and the components themselves are 

inexpensive. Hydrogel beads are hydrocolloid polymer-based beads that range in size from 0.2 to 3 mm and are 

primarily spherical to provide the appropriate eye appeal, release qualities, or technical requirements in general. 

 

Formulation Techniques of Hydrogel Beads: 

Figure 3: Schematic representation of the preparation of hydrogel beads by Ionotropic gelation method. Figure 4: 

Schematic representation and diagram of the preparation of hydrogel beads by Ionotropic gelation and 

polyelectrolyte complexation. 

 

Polyelectrolyte complexation 

By using the polyelectrolyte complexation method, the quality of hydrogel beads produced by the ionotropic 

gelation method can be significantly enhanced. The addition of polyelectrolytes with opposing charges to the 

ionotropically gelated hydrogel beads can increase the mechanical strength and permeability barrier of hydrogels. 

For example, the presence of polycations enables the formation of a membrane of polyelectrolyte complex on the 

surface of alginate beads. 

 

Syringe dropping /extruding method 

By adding an aqueous solution of poly anion solution into a solution of cation, often calcium chloride, the hydrogel 

beads can be made in large quantities. While getting particulate drug carriers in this fashion is quick and easy, there 

is a significant risk of drug loss during formation. In the core of soluble pharmaceuticals, the matrix created is 

typically relatively porous and the ability to control drug release is minimal at best. As a result, it has been suggested 

that these hydrogel beads be used preferentially in the administration of medications with limited solubility or small 

molecular size. 

 

Air atomization method 

Furthermore, beads can be made using an air atomization system or a vibration system. A vibration system or an air 

atomization technique can be used to extrude the poly anion solution, resulting in the formation of relatively smaller 

droplets. In the latter, compressed air is supplied into a "Turbotak air-atomizer" to mix with the poly anion solution 

and force tiny liquid droplets out through the nozzle opening. On contact, the cations create micro gel droplets by 
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cross-linking the droplets of poly anions, which are then further cross-linked by poly electrolytes, such as poly-L-

lysine, to form a membrane.[15] 

 

Factors Affecting Ionotropic Gelation Method 

Polymer and cross linking electrolyte concentration 

The concentration of the polymer and electrolyte plays a significant role in the ionotropic gelation method's 

formulation of beads. Both should be concentrated in a ratio determined by the quantity of cross-linking units. The 

type and concentration of electrolytes have an impact on the percentage of entrapment efficiency. 

 

Temperature 

The curing period, or the amount of time needed for cross-linking, as well as the size of the beads produced by the 

ionotropic gelation process, are both significantly influenced by temperature. 

 

pH of cross linking solution 

The pH of the cross-linking solution must be taken into account during formulation because it has an impact on the 

reaction's pace as well as the size, shape, and shape of the beads. 

 

Drug concentration 

Since the drug concentration significantly affects the efficiency of the entrapment, the drug to polymer ratio in the 

beads needs to be accurate. The gel spheres may burst if the ratio is too high, increasing both their density and size 

and form. 

 

Gas-forming agent concentration 

The formulation is modified to create porous gel spheres, which have a significant impact on the size and shape of 

the gel sphere. Gas-forming substances like calcium carbonate and sodium bicarbonate are added to the 

formulation.[21] 

 

GRANULES 

Excipients and other drug ingredients are among the many components of solid dosage forms that go through 

various production procedures before becoming the finished product. The pharmaceutical industry utilises 

granulation techniques to enlarge and densify small powder particles into bigger ones that increase powder flow 

without segregation so that the material can be processed effectively and efficiently into solid dosage forms. Wet 

granulation and dry granulation are the two granulation techniques used in pharmaceutical production. In the dry 

granulation process, a pressure-induced agglomeration technique, granules are prepared with acceptable flowability, 

compaction properties, compositional uniformity, and chemical stability, particularly for moisture and heat-sensitive 

drug formulations. Roller compaction is one of the unit operations in this process. The dry powders of the active 

ingredient and excipients, such as dry binders, disintegrants, diluents, and lubricants, are combined in a blender 

during the dry granulation process. The powder combinations are then decreased in size and roller compressed to 

create granules.  

 

Ideal characteristics of granules 

The optimal granule properties include being typically spherical in shape, having a smaller particle size distribution 

with enough fines to fill the spaces between the granules, having acceptable moisture (between 1-3%), having good 

flow, having good compressibility, and having enough hardness. The size of the drug and excipient particles, the 

kind of binder (strong or weak), the volume of the binder (less or more), the length of the wet massing time (less or 

more), the amount of shear used, and the rate of drying all affect how well a substance is granulated (Hydrate 

formation and polymorphism). [22] 
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Granulation method 

Wet granulation 

Just wet massing the powder mixture with a granulating liquid, wet sizing, and drying constitute the wet 

granulation process. 

 

Disadvantages: 

 Labor, space, time, specialized equipment, and energy requirements all add to the cost of the process. 

 The process becomes more complex as a result of the numerous processing steps. 

 Material loss at different processing phases. 

 Drugs that are thermolabile and moisture-sensitive are not good candidates. 

 Any compatibility issues among the formulation's ingredients are made worse during processing. 

 

Dry granulation 

The powder combination is crushed without the use of heat or a solvent during the dry granulation process. It is the 

least preferable granulation technique. Compressing a material to create a compact, and then milling that compact to 

create granules, are the two fundamental processes. There are two approaches to dry granulation. Slugging, in which 

the powder is precompressed and the resulting tablet or slug is ground to produce the granules, is the more popular 

technique. The alternative method involves utilising a device like a Chilosonator to precompress the powder using 

pressure rolls. 

 

Disadvantages: 

 To create a slug, a heavy-duty tablet press is needed. 

 It is not capable of achieving the same level of colour distribution as wet granulation, where the dye can be mixed 

with the binder liquid. 

 The method often produces more dust than wet granulation, which raises the risk of contamination.[23,24] 

 

SUPERDISINTEGRANTS  

Mechanism of Action of Super disintegrants 

Super-absorbing materials with specially designed swelling qualities are what superdisintegrants are. They are not 

intended to absorb a lot of water or other aqueous fluids, but rather to swell quickly. Superdisintegrants are typically 

used to make disintegrable solid dose forms less structurally rigid. They are physically scattered throughout the 

dosage form's matrix and will enlarge when it is exposed to a moist environment. These more recent compounds 

have increased mechanical strength and disintegration efficiency, making them more efficient at lower 

concentrations. Five major mechanisms for tablet disintegration are as follows-    

 

Swelling 

Certain disintegration substances, like starch, are thought to transmit the dissolving action by swelling. The 

adhesiveness of other substances in a tablet is defeated by swelling when in contact with water, causing the tablet to 

crumble. 

 

Porosity and Capillary Action (Wicking) 

Efficient disintegrants that transmit their disintegration effect by capillary and porosity action cannot swell. Tablet 

porosity creates passageways for liquid to enter tablets. The low cohesion and compressibility of the disintegrant 

particles themselves act to increase porosity and provide these entryways into the tablet. By capillary action, the 

liquid is drawn up or "wicked" into these routes, where it breaks the bonds between the tablet's particles and 

disintegrates them. For instance, crospovidone and croscarmellose sodium. 

 

Deformation 

The prevailing consensus is that starch grains have a "elastic" character, meaning that when pressure is applied, the 

grains will distort but will immediately return to their former shape. Yet, these grains are reported to be "energy 
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rich" and to be permanently distorted as a result of the compression forces used in tableting. This energy is said to be 

released upon contact with water. As comparison to starch grains that have not been distorted by pressure, "energy 

rich" starch grains have a larger capacity to swell. 

 

Repulsive forces 

This disintegration mechanism explains why a tablet manufactured with "non swellable" disintegrants swells. Based 

on the finding that non-swelling particles also contribute to the disintegration of tablets, Guyot Hermann proposed 

the particle repulsion theory. The mechanism of disintegration is the electric repulsive interactions between particles, 

and water is necessary for it. 

 

Enzymatic Reaction 

The body's natural enzymes also function as disintegrants. These enzymes aid in disintegration and eliminate the 

binding action of the binder. The swelling causes pressure to be applied in the tablet's outer direction, which causes 

it to rupture, or the water's rapid absorption generates a huge rise in the amount of granules, which encourages 

disintegration.[25,26] 

 

MATERIAL AND METHODS 
 

Drugs and chemicals 

Losartan Potassium was procured from Embiotic Laboratories Ltd., Bengaluru and Hydrochlorothiazide was 

procured from Centurion Laboratories, Gujarat. Polymers and other excipientssuch asSodium Alginate, Chitosan, 

Cross Povidone, Starch, Acetic Acid, Calcium Chloride, Lactose Monohydrate, Magnesium Stearate, Talc, Sodium 

Hydroxide,Potassium Dihydrogen Orthophosphate, Potassium Chloride, Hydrochloric Acid are purchased from 

S.D. Fine Chem. Ltd., Mumbai.   

 

METHODS 
 

PREFORMULATION STUDIES 

Determination of Melting Point  

A small amount of the drug sample was placed into a capillary tube that had been previously sealed at one end, kept 

in the digital melting point apparatus, and the temperature range where the drug melted was noted. This method 

was used to determine the melting points of losartan potassium and hydrochlorothiazide. Three readings were 

taken, and the mean was noted. 

 

Drug excipients compatibility studies             

ATR and DSC tests were utilised to choose appropriate chemically compatible excipients since they can be used to 

study any physicochemical interaction between components in a formulation. [27] 

 

Attenuated Total Reflectance (ATR)  

With the use of the sampling method known as attenuated total reflection (ATR), materials can be studied 

immediately in their solid or liquid states without the need for any additional preparation.Total internal reflection, 

which produces an evanescent wave, is a quality used by ATR. An infrared laser beam is directed through the ATR 

crystal so that it bounces off the interior surface in contact with the sample at least once. The evanescent wave that 

penetrates the sample is created by this reflection. 

 

Procedure 

An IR spectrum was taken to verify the consistency of the pure drug and the physical combination of the pure drug 

and excipient. An ATR spectrophotometer made by Shimadzu was used to obtain the spectra.A peak was seen after a 

small amount of pure medicines, polymers, and physical mixes were inserted in the testing chamber.[28] 
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Differential Scanning Calorimetry:  

An IR spectrum was taken to verify the consistency of the pure drug and the physical combination of the pure drug 

and excipient. An ATR spectrophotometer made by Shimadzu was used to obtain the spectra.A peak was seen after a 

small amount of pure medicines, polymers, and physical mixes were inserted in the testing chamber.[29] 

 

ANALYTICAL METHODS 
 

Preparation of Standard Solution 

Losartan Potassium 

Hydrochlorothiazide 

 
Determination of analytical wavelength of Drugs 
CX = [(QM – QY) / (QX -QY)] × A1/aX1 (1) CY = [(Qx-Qm)/(Qx-Qy) × A1/ay1 (2) 

 

Losartan potassium and Hydrochlorothiazide 

Due to their common aromatic or double-beam composition, the majority of medicines absorb light in the UV area 

(200 nm–400 nm). Using a Double-beam beam UV spectrophotometer, a solution containing 20 g/ml of losartan 

potassium and hydrochlorothiazide in buffers with pHs of 1.2 and 7.4 was prepared. The solution was then scanned 

across the range of 200 nm to 400 nm against the buffers with pHs of 1.2 and 7.4 as a blank. The highest peak that 

could be measured was designated as λ max. 

 

Simultaneous Estimation of LP and HCTZ in Acidic & Phosphate Buffers 

On a UV spectrophotometer, known quantities of solutions containing hydrochlorothiazide and losartan potassium 

were scanned.Quantitative estimation of LP and HCTZ was carried out by solving the following simultaneous 

equations: 

 

 

              Qm – Qy      A1                                    Qm – Qx      A1 

     Cx =                                    X   Cy =                               

             Qx – Qy       ax1                                     Qy – Qx      ay1 

 

                                A2                              ax2                        ay2 

     Where,   Qm =            ,  Qx =              , Qy = 

                                A1                            ax1                             ay1  

 

Where, A1 and A2 were the absorbances of the sample at 257 nm and 272 nm respectively, ax1 and ax2 were the 

absorptivities of sample 1 at 257 nm and 272 nm respectively and ay1 and ay2 were the absorptivities of sample 2 at 

257 nm and 272 nm respectively.[31] 

 

Method of Preparation of Microbeads 

Figure11: Flow diagram for the preparation of hydrogel microbeads containing losartan potassium. 

 

PREPARATION OF IMMEDIATE RELEASE GRANULES 

In this work hydrochlorothiazide containing an immediate release, granules were prepared by dry granulation 

technique using crospovidone as super disintegrants 
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EVALUATION PARAMETERS OF FORMULATED MICROBEADS 

Determination of Yield Value 

It can be calculated by using the following formula: 

                          Weight of microbeads 

Percentage Yield =                                    X 100 % 

                                           Weight of drug + Weight of polymer 

 

Determination of Particle Size  

The size of each division of the eyepiece micrometer was determined by using the following formula:     

 

                                    Number of the division of stage micrometer 

Size of each division =                                                                                                       X 100 

                                                Number of the division of eyepiece micrometer 

 

Surface Morphology 

Scanning electron microscopy was used to examine the microspheres' exterior and internal features (SEM). The 

powder was sparingly sprinkled on a double adhesive tape that was fastened to an aluminum stub to create the 

samples for SEM. Then, using a gold sputter module in a high-vacuum evaporator, the stubs were coated with gold 

to a thickness of around 300 while being exposed to an argon environment. A scanning electron microscope was 

used to acquire photomicrographs of the coated samples after they had been randomly scanned (Jeol JSM-1600, 

Tokyo, Japan). 

 

Estimation of Drug Content 

Losartan potassium-loaded microbeads that were precisely weighed at 50 mg equivalent weights were left in a 7.4 

buffer solution overnight. A magnetic stirrer was used to combine the solution. Using a double-beam UV 

spectrophotometer, the drug content was evaluated following the appropriate dilution (Shimadzu, UV-1700) .[35] 

 

In-vitro Swelling study 

Because swelling in the case of hydrogels is directly proportionate to the release of the drug, the behavbehavioriour 

of the hydrogels affects how the drug is released from its entrapment. The network's pores open when the hydrogel 

swells, allowing the trapped solute to escape. The produced beads were therefore studied for dynamic swelling. 

Mass measurement can be used to examine the prepared bead's swelling behavior. 

 

Procedure  

Figure 13. Procedure of swelling study 

 

‘The swelling index was calculated using the following equation: 

         Q = [(W2-W1)/W1] ×100 

Where, Q = percentage of swelling 

W1 = mass of the dry beads 

W2 = the mass of swollen beads. 

 

In-vitro Dissolution Studies 

Using the dissolving apparatus USP XXII, dissolution studies were conducted (Electrolab). Drug-loaded microbeads 

equivalent to 50 mg of the drug were introduced into the 900 ml of acidic buffer pH 1.2±0.1 for initial 2 hours and in 

phosphate buffer pH 7.4±0.1 up to 12 hours. The medium was maintained at 37±2ºC at 50 rpm. At regular intervals 

up to 12 hours, 5ml aliquots were taken out and spectrophotometrically measured at 257nm using a UV 1700, made 

by Shimadzu in Japan. For each formulation, three trials were run. In order to keep the sink condition throughout the 

experiment, an equivalent volume of new dissolving media was substituted. Simultaneous equations can be used to 

compute the dissolution studies profile.[36] 
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Release Kinetics of Microbeads 

The results of in-vitro release data were plotted in different kinetic models, such as zero order, first order, Higuchi 

model, Korsmeyer-Peppas equation, and Hixson-Crowell model, to examine the process of drug release from the 

microbeads. [37] 

 

Zero-order kinetics 

Cumulative percent drug released versus time. It can be predicted by the following equation. 

At = A0 – K0t 

Where, At = drug release at time‘t’ 

A0 = initial drug concentration. 

K0 = Zero-order rate constant (hr-1) 

 

First order kinetics  

Log cumulative percent drug remaining versus time. A first-order would be predicted by the following equation. 

Log C = Log C0 – 303.2Kt 

 

Where, C = amount of drug remained at time‘t’ 

C0 = initial amount of drug. 

K = first-order rate constant (hr-1) 

 

Higuchi model 

Cumulative percent drug released versus square root of time. Drug released from the matrix devices by diffusion has 

been described by following Higuchi’s classical diffusion equation. 

1/2 

Where, Q = amount of drug released at the time, ‚t‛ 

D = diffusion coefficient of the drug in the matrix. 

A = total amount of drug in a unit volume of the matrix.   

CS = the solubility of the drug in thediffusion medium. 

ε = porosity of the matrix. 

τ = tortuosity. 

t = time (hrs.) at which ‘Q’ amount of drug is released. 

The equation may be simplified by assuming that, D, CS, and A are constant. Then the  equation becomes: 

Q = Kt1/2 

 

Korsmeyer and Peppas release model 

The release rates from controlled release polymeric matrices can be described by the equation proposed by 

Korsmeyer et al.  

Q = K
1
t
n

 

Where, Q = Percentage of drug released at the time‘t’ 

K = Kinetic constant incorporating structural and geometric characteristics ofthe tablets and 

   ‘n’=Diffusional exponent indicative of the release mechanism. 

 

Hixson and Crowell 

To account for the particle size decrease and change in surface area accompanying dissolution, Hixson and Crowell’s 

cubic root law of dissolution is used.[38] 
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W0 1/3 – W1/3 = Kt 

 

EVALUATION PARAMETERS OF IMMEDIATE RELEASE GRANULES 

 

Bulk Density  

Bulk density can be determined by using the following formula: 

                                   Mass of Powder 

Bulk Density =   

                               Bulk volume of powder 

 

Tapped Density  

 The tapped density can be determined by using the following formula:                                   

                                              Mass of Powder 

Tapped Density = 

                                   Tapped volume of powder 

 

Carr’s consolidation index  

Carr's index can be calculated using the following formula: 

                            Tapped Density – Bulk Density 

Carr’s Index =                                                                  X 100 

                                     Tapped Density 

Hausner’s Ratio 

 It can be calculated by using the formula:                 

                                         Tapped Density 

 Hausner’s Ratio =   

                                              Bulk Density 

 

Angle of Repose  

The angle of repose is defined as a possible maximum angle (ɵ) formed between the surface of a pile of powder and 

the horizontal plane. 

Angle of Repose (ɵ) = tan-1 (h/r) 

  

Where, h = height of the pile from the horizontal powder surface. 

r = radius of the powder surface. 

 

Estimation of Drug Content  

Granules containing hydrochlorothiazide that were precisely weighed at 10 mg equivalent weight were added to a 

buffer solution with a pH of 1.2. With a magnetic stirrer, the solution was blended. A double beam UV 

spectrophotometer was used to measure the medication content after the appropriate dilution (Shimadzu, UV-1700). 

 

In-vitro dissolution studies  

Using the dissolving apparatus USP XXII, dissolution studies were conducted (Electrolab). Drug-loaded microbeads 

equivalent to 12.5 mg of the drug were introduced into the 900 ml of acidic buffer pH 1.2±0.1 for up to 2 hours, then 

in phosphate buffer of 7.4 pH for up to 12 hours. The medium was maintained at 37±2ºC at 50 rpm. For up to two 

hours, 5 ml aliquots were taken out at regular intervals and examined spectrophotometrically at 272 nm using a UV 

1700, made by Shimadzu in Japan. For each formulation, three trials were run. In order to maintain the sink 

condition throughout the investigation, an equivalent volume of fresh dissolving media was replaced. [39] 
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RESULTS AND DISCUSSION 
 

Melting point 

Losartan potassium's melting point was discovered to be 2650°C, which is within the stated range of 2590–2660°C, 

while hydrochlorothiazide's melting point wasdiscovered to be 2680°C, which is also within the reported range of 

2650–2680°C. That complies with the accepted norm. Thus showing the sample's purity. 

 

Drug excipients compatibility studies 

Attenuated Total Reflectance (ATR) 

According to the technique, an ATR spectrophotometer was used to carry out compatibility studies. Researchers 

looked at the IR spectrum of pure drugs, polymers, and physically mixed drugs and polymers. The peaks of the drug 

spectrum and the peaks found in the spectra of the improved formulation were correlated. This shows that the 

medicine and the formulation's ingredients got along well. 

 

Differential Scanning Calorimetry (DSC) Analysis 

The peaks of the drug spectrum and the peaks found in the spectra of the improved formulation were correlated. 

This shows that the medicine and the formulation's ingredients got along well. 

 

CHARACTERISATION OF MICROBEADS AND GRANULES 

Particle size 

According to some reports, gelation happens right away when a drop of alginate solution interacts with Ca2+. Water 

is pushed out of inner droplets as alginate Ca2+ penetrates them, resulting in a concentration of beads. Consequently, 

an increase in sodium alginate solution concentration will have a major impact on the beads and cause them to grow 

in diameter. 

 

Surface Morphology 

The sodium alginate-made microbeads in the SEM were spherical, homogeneous, and surfaced with rough wrinkles. 

Collagens and fusing to the colloidal aqueous polymer dispersion in the alginate matrix may be to blame for this. It is 

clear from the photomicrographic observation that the formulations' bridging and thick characteristics contributed to 

the extended drug release. 

 

Swelling Studies 

The findings demonstrated a correlation between swelling and polymer concentration, with swelling being more 

significant for beads with higher polymer contents. 

 

In-vitro drug release: 

A pH 1.2 buffer was used for the first two hours of the microbead dissolving investigations, and a pH 7.4 buffer for 

the remaining studies, lasting up to 12 hours. Due to the limited solubility of the medication in an acidic media, the 

losartan potassium microbeads' drug release behaviour in an acidic (pH 1.2) buffer was generally very slow. The 

microbeads' tendency to inflate has an impact on the drug's release rate as well. Due to an increase in the polymer's 

swelling tendency, the drug release behaviour in pH 7.4 buffer increased in nearly all batches. To calculate the 

sustained release property of the produced formulations, the in-vitro drug release observation was conducted for a 

further 12 hours. Based on the findings, hydrochlorothiazide was shown to release quickly from immediate-release 

granules, which may be related to the presence of crospovidone as the super disintegrating agent. 

 

Drug Release Kinetics Losartan Potassium Containing Microbeads 

All microbeads displayed nearly zero-order kinetics, according to an analysis of the regression coefficient values of 

all batches. Since the plots had the maximum linearity (r2 =0.902 to 0.937), Higuchi's equation can best describe the 

in-vitro release profiles of medicines from all of these formulations. The data were fitted into the Korsmeyer-Peppas 
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equation to validate the diffusion mechanism. The formulations demonstrated strong linearity (r2 = 0.849 to 0.863) 

and a slope (n) between 0.845 and 0.905, which seems to point to a non-fiction diffusion process. 

 

STABILITY STUDIES 

Accelerated stability tests were performed on the formulation of an improved capsule that contained losartan 

potassium and hydrochlorothiazide in the form of immediate-release granules and sustained-release microbeads. 

The improved capsule was inserted in an aluminium pouch and kept in an accelerated stability chamber for one 

month at 400C and 75% RH. The consistency of the medication content and the appearance of a capsule did not 

significantly change in samples that were withdrawn after one month. 

 

CONCLUSION 
 

The formulation and assessment of a regioselective dual component capsule were successfully demonstrated in the 

current work. A layer of hydrochlorothiazide for immediate release was created in the dual component capsule 

using the dry granulation method with crospovidone as super disintegrants, and a layer of losartan potassium 

microbeads for sustained release was created using sodium alginate using the ionotropic gelation method with 

calcium chloride and a blend of chitosan using the ionic and covalent crosslinking method. Using ATR and DSC, 

tests on the compatibility of drug excipients were conducted. Spectra showed that no interactions between the 

formulation's excipients and the medications were discovered. According to all pre-compression studies, the 

outcomes were found to be within the established limitations. According to in-vitro release experiments, the losartan 

potassium sustained release layer reached 99.14% after 12 hours and the hydrochlorothiazide quick release layer 

reached 98.41% within 120 minutes. With regard to physical properties and in-vitro drug release investigations, 

stability testing after exposure to accelerated circumstances for a month revealed no alterations despite the release 

kinetics showing strong linearity and best fitting into Higuchi's model. With the sequential release of two 

medications, the manufactured regioselective dual component capsule met the goal of the research study in treating 

hypertension. These capsules can be the greatest replacement for traditional dose forms with higher frequency of 

administration because they minimise the frequency of dosage administration and are inexpensive. 
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Table 1: Classification of Hypertension 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Table 2: Composition of hydrochlorothiazide containing granules. 

INGREDIENTS 
QUANTITY 

(mg) 

Hydrochlorothiazide 12.5 

Lactose monohydrate 13 

Crospovidone 2.5 

Starch mucilage 8 

Magnesium stearate 1 

Talc 1 

Total Weight 38 

 

Table No. 3: Flow properties and corresponding angle of repose. 

FLOW PROPERTIES ANGLE OF REPOSE 

Excellent 

Good 

Moderate 

Poor 

< 25 

26 - 30 

31 - 40 

> 40 

 

 

 

 

 

 

 

 

 

 

Classification Systolic Pressure(mmHg) Dyastolic Pressure(mmHg) 

Normal 90-119 60-79 

Pre-hypertension 

( High Normal) 
120-139 80-89 

Stage 1 

Mild-hypertension 
140-159 90-99 

Stage 2 

Moderate-hypertension 
160-179 100-109 

Stage 3 

Severe-hypertension 
180-209 110-119 

Stage 4 

Very-severe hypertension 
>210 >120 

Malignant hypertension >200 >140 
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Figure 1: Pathophysiology of Hypertension Figure 2: Drug levels in the blood with (a) 

Conventional drug delivery systems. 

 

 

Figure 3: Schematic representation of the preparation of 

hydrogel beads by Ionotropic gelation method. 

Figure 4: Schematic representation and diagram of the 

preparation of hydrogel beads by Ionotropic gelation 

and polyelectrolyte complexation. 

  
Figure 5: Steps involved in the dry granulation 

 

Figure 6: Wicking property of granules and swelling of 

granules. 
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Figure 7: Repulsion of granules and deformation of 

granules. 

Figure 8: Enzymatic reaction of granules. 

 

 
 

Figure 9:Preparation of Standard Solution of 

Losartan Potassium 

Figure 10:Preparation of Standard Solution of Losartan 

Potassium 

  
Figure11: Flow diagram for the preparation of hydrogel microbeads containing losartan potassium. 

 
 

Figure 12: Preparation of immediate release granules Figure 13. Procedure of swelling study 
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Figure 14: ATR spectra of Losartan Potassium Figure 15: ATR spectra of Hydrochlorothiazide 

 

 

Figure16: ATR spectra of Microbeads (LP+Sodium 

alginate+Chitosan) 

Figure17: ATR spectra of granules 

(HCTZ+Crospovidone+Lactose+Starch) 

 
 

Figure 18: DSC thermogram of Losartan potassium Figure 19: DSC thermogram of Hydrochlorothiazide 

Bimal Debbarma and Chandra Kishore Tyagi 

 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

64008 

 

   

 

 

 
 

Figure 20: DSC thermogram of Losartanpotassium-

containing microbeads. 

Figure 21: DSC thermogram of Hydrochlorothiazide 

containing granules. 

 

 

Figure22: Analytical wavelength of Losartan potassium Figure23: Analytical Wavelength of 

Hydrochlorothiazide. 

  
Figure 24: Microbeads prepared using different concentrations of drug and polymer ratio. 
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Figure 25: Average particle size of losartan potassium-loaded microbeads. 

 
 

Figure 26: SEM photographic image of microbeads 

 

 
Figure 27: In-vitro swelling index profile of 

microbeads. 

Figure 28: In-vitro drug release profile of B1,B2,B3, 

and B4 

 

 

 

 

 

 

 

 

formulation code

p
a
rt

ic
le

 s
iz

e
 (

µ
m

)

F1 F2 F3 F4

0

50

100

150

Bimal Debbarma and Chandra Kishore Tyagi 

 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

64010 

 

   

 

 

Yashoda  

 

Phytochemical Screening and Assessment of Bioactive Constituents 

Present in Ganoderma lucidum using GC-MS Analysis 

 
Manisha Devi1, Anbu Jayaraman2*, Parasuraman Pavadai 3 and Damodar Nayak Ammunje3 

 
1Research Scholar, Department of Pharmacology, Faculty of Pharmacy, RUAS, Bengaluru, Karnataka, 

India. 
2Professor and HoD, Department of Pharmacology, Faculty of Pharmacy, RUAS, Bengaluru, Karnataka, 

India. 
3Assistant Professor, Department of Pharmaceutical Chemistry, Faculty of Pharmacy, RUAS, Bengaluru, 

Karnataka, India. 

 

Received: 15 May 2023                             Revised: 18 Aug  2023                                   Accepted: 25 Sep 2023 

 

*Address for Correspondence 

Anbu Jayaraman 

Professor and HoD,  

Department of Pharmacology,  

Faculty of Pharmacy, RUAS,  

Bengaluru, Karnataka, India. 

E-mail: anbu.pg.ph@msruas.ac.in, manisha1996.mc1@gmail.com    

 
This is an Open Access Journal / article distributed under the terms of the Creative Commons Attribution License 

(CC BY-NC-ND 3.0) which permits unrestricted use, distribution, and reproduction in any medium, provided the 

original work is properly cited. All rights reserved. 
 

 

Medicinal plants have been used as a resource for healing all over the world for many decades. The 

present study focused on the preliminary phytochemical and phytoconstituents analysis of Ganoderma 

lucidum ethanolic extract. GC-MS analysis method was used for the detection of various bioactive 

constituents present in Ganoderma lucidum. GC-MS analysis results showed the presence of 137 

phytoconstituents among which few of them are reported for various biological activities and disease 

treatments. Hence, the presence of these constituents reveals the application of Ganoderma lucidum for 

the treatment of various diseases traditionally over the years.  

 

Keywords: Ganoderma lucidum, phytochemical, phytoconstituents, GC-MS analysis, biological activities  

  

 

INTRODUCTION 

 
Since early history, people have been using plants for a wide range of uses. In-depth scientific investigations were 

previously carried out to ascertain the chemical components of plants and create techniques for the assessment of 

biological activity [1]. The therapeutic properties of herbs are based on the chemical properties of plants. The 

medicinal value of the medicinal plant is better understood with a good understanding of the chemical composition 
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of the plants. Numerous chemical substances synthesized by the plant cell throughout metabolic pathways generated 

using the basic metabolic pathways are known as secondary metabolites of the plans [2]. Secondary plant metabolites 

include carbohydrates, alkaloids, glycosides, proteins, steroids, phenols, and related components with have been 

extensively used in the process of drug discovery [3].  

 

Ganoderma lucidum is an oriental mushroom, belonging to the family Ganodermataceae, possesses extensive 

medicinal properties. It has a huge, redish brown, glossy, and woody surface mushroom. It has been used for more 

than 2000 years in TMC and is referred to as "herb of spiritual potency". They are a rich source of polysaccharides, 

triterpenoids, sterols, proteins and peptides. The active constituents present in Ganoderma lucidum acquires many 

biological activities like anti-oxidant, anti-inflammatory, anti-tumour, anti-diabetic, antiviral, hypoglycaemic, 

hypolipidemic, anti-hypertensive, cytotoxic and immunomodulatory activity [4-6].  For many years, the analysis of 

biological samples has been largely carried out using gas chromatography-mass spectroscopy (GC-MS), which has a 

wide range of uses in the qualitative and quantitative measurement of presented bioactive compounds in drug 

extracts, mainly for the partition of volatile and thermally stable components. In order to investigate metabolites, this 

methodology combined the separation properties of gas chromatography with the detection capabilities of mass 

spectroscopy [7]. This study aimed to assess the phytochemical and phytoconstituents present in ethanolic extract of 

Ganoderma lucidum using phytochemical screening and GC-MS analysis. 

 

MATERIALS AND METHODS  
 

Collection of the Plant Material  

Ganoderma lucidum was selected for this study by conducting a systematic literature review and analysing all the 

proven pharmacological properties including antioxidant, anti diabetic, anti hyperlipidemic, anti tumor, anti 

androgenic and estrogenic activities. The sun dried Ganoderma lucidum fruiting bodies were procured along with 

botanical authentication from Biobritte Agro Solutions private limited, Jaysingpur, Maharashtra 416101. The 

obtained mushrooms were pulverized into fine powder using a stainless steel blender for further analysis. 

 

Preparation of Extract 

The plant material of Ganoderma lucidum was finely powdered and subjected to extraction using soxhlet extraction 

method. The conditions maintained for soxhlet extraction process were 90% ethanol as extraction solvent, 35ml/g 

liquid-material ratio, 80oC temperature and 2 hours extraction time respectively in order to obtain a triterpenoid rich 

fraction. The percentage yield of extract produced by Ganoderma lucidum was 18.533% using ethanol as a solvent. 

 

Preliminary Phytochemical Screening  

The presence of various phytoconstituents like carbohydrates, alkaloids, glycosides, proteins, flavonoids, phenolic 

compounds, tannins, saponins, steroids, terpenoids and triterpenoids in the ethanol extracts of the plants understudy 

were tested as per the available standard pharmacopoeial procedures.  

 

GC-MS Analysis 

The GC-MS analysis of ethanolic extract of Ganoderma lucidum was performed using agilent model: CH-GCMSMSO2, 

8890 GC System, 7000 GC/TQ. Experimental settings of GC-MS system were as follows: column dimensions 30 

m×250 µ×0.25 µ; carrier gas: Helium;, collision gas: Nitrogen; solvent system: diluent- methanol; temperature 

program: 50oC raised to 280oC at 10oC/min; total run time: 38 min; scan range: 30-900 m/z. 

 

RESULTS AND DISCUSSION 
 

Preliminary Phytochemical Screening  

The phytochemical analysis of Ganoderma lucidum ethanolic extract revealed the presence of carbohydrates, 

glycosides, saponins and triterpenoids as detailed in table 1. 
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GC-MS Analysis  

GC-MS analysis of the Ganoderma lucidum ethanolic extract fraction revealed the presence of number of 

phytoconstituents. The mass spectrum produced by GC helped in the identification of the various phytoconstituents 

as depicted in figure 1. Phytoconstituents recognised in the ethanolic extract of Ganoderma lucidum using GC-MS 

analysis are listed in table 2 along with the reported activity of the individual phytoconstituent. The results revealed 

the presence of 137 different phytoconstituents, among which few of the components have been isolated and 

reported for various biological activities and their uses. Hence, isolation and research of individual 

phytoconstituents of Ganoderma lucidum may lead to the identification of novel components for further research.  

 

CONCLUSION  
 

The present study concluded the presence of carbohydrates, glycosides, saponins and triterpenoids in the ethanolic 

extract of Ganoderma lucidum. Further GC-MS analysis helped recognise various phytoconstituents with different 

chemical structures and biological activities. The bioactive compounds present in Ganoderma lucidum can help in 

the treatment of various diseases and disorders. 
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Table 1: Preliminary phytochemical screening of Ganoderma lucidum   

Sl. No Tests Results 

1.  Test for alkaloids - 

2.  Test for carbohydrates + 

3.  Test for glycoside + 

4.  Test for amino acids - 

5.  Test for flavonoids - 

6.  Test for phenols - 

7.  Test for tannins - 

8.  Test for saponins + 

9.  Test for phytosterols - 

10.  Test for terpinoids - 

11.  Test for triterpenoids + 

 

Table 2: Phytoconstituents present in Ganoderma lucidum ethanolic extract using GC-MS 

Sl. 

No. 

Component 

Retention 

Time 

Compound Name Formula Component Area Match 

Factor 

Uses 

1.  21.3184 2(4H)-Benzofuranone, 5,6,7,7a-

tetrahydro-4,4,7a- 

C11H16O2 12024918.4 95.3 Flavouring agent 

2.  22.1489 1-Hexadecanol C16H34O 9212109.2 95.3 Antioxidant 

3.  28.6212 Methyl elaidate or 9-Octadecenoic 

acid, methyl ester, (E)- 

C19H36O2 62954610.8 94.5 No activity reported 

4.  14.7784 Glycerol 1,2-diacetate C7H12O5 11282483.6 94.0 Fragrance and 

solvent 

5.  16.7313 2-Methoxy-4-vinylphenol C9H10O2 31712548.6 93.2 CYP2C9 antagonist 

6.  28.5547 9,12-Octadecadienoic acid (Z,Z)-, 

methyl ester 

C19H34O2 31110611.1 92.9 Glucocorticoid 

receptor signalling 

pathway antagonist 

7.  29.9023 2-Hexadecen-1-ol, 3,7,11,15-

tetramethyl-, acetate, 

C22H42O2 21064994.2 92.6 Flavouring agent 

8.  24.7801 1-Tricosene C23H46 5721119.3 92.4 No activity reported 

9.  26.7866 Benzenepropanoic acid, 3,5-

bis(1,1-dimethylethyl)- 

C18H28O3 22452139.9 92.2 No activity reported 

10.  25.1058 Pentadecanal- C15H30O 4761439.3 92.0 No activity reported 

11.  21.8247 Phenol, 4-ethenyl-2,6-dimethoxy- C10H12O3 4068462.9 91.6 Oxidative stress 

reduction, anticancer 

12.  14.6810 1,2,3-Propanetriol, 1-acetate C5H10O4 53811850.9 91.5 Anticancer activity 

13.  26.9206 n-Hexadecanoic acid C16H32O2 56618517.6 91.3 Fatty acid binding 

protein inhibition 

14.  28.7673 Phytol C20H40O 46110159.3 90.8 Anti-inflammatory 

activity 

15.  28.7160 2(3H)-Furanone, 5-

dodecyldihydro- 

C16H30O2 104559086.7 90.6 Flavouring agent 

16.  8.8722 Benzeneacetaldehyde C8H8O 3413245.6 90.0 Thyroid stimulating 

hormone agonist 

17.  23.9642 Methyl tetradecanoate C15H30O2 22597699.5 89.8 Emollient, flavouring 

agent 

18.  25.1844 Pentadecanoic acid, methyl ester C16H32O2 15209454.5 89.5 No activity reported 
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Sl. 

No. 

Component 

Retention 

Time 

Compound Name Formula Component Area Match 

Factor 

Uses 

19.  26.4768 Hexadecanoic acid, methyl ester C17H34O2 49134844.0 89.3 Emollient, flavouring 

agent 

20.  30.6725 (Z)-9-octadecen-4-olide C18H32O2 43377716.2 89.2 No activity reported 

21.  21.7407 Dodecanoic acid C12H24O2 4006491.3 89.1 Androgen receptor 

signalling pathway 

antagonist 

22.  28.9901 9,12-Octadecadienoic acid (Z,Z)- C18H32O2 27818860.2 88.6 Antibacterial,  

antiviral 

23.  24.4195 Tetradecanoic acid C14H28O2 16731351.3 88.5 Estrogen receptor β 

agonist 

24.  18.6088 1-Undecanol C11H24O 5910062.6 88.3 Antioxidant activity 

25.  20.9368 2,4-Di-tert-butylphenol C14H22O 132147943.6 87.8 Thyroid receptor 

pathway inhibitor, 

aromatase inhibitor 

26.  29.0373 9-Octadecenoic acid, (E)- C18H34O2 25949212.9 87.6 No activity reported 

27.  25.8035 1,2-Benzenedicarboxylic acid, 

bis(2-methylpropyl) 

C16H22O4 21480518.2 86.4 No activity reported 

28.  17.7355 Phenol, 2,6-dimethoxy- C8H10O3 37964270.1 86.2 Cytochrome P450 

antagonist 

29.  21.8409 Phenol, 4-ethenyl-2,6-dimethoxy- C10H12O3 5473659.3 85.9 Flavouring agent 

30.  30.9484 2(3H)-Furanone, dihydro-5-

tetradecyl- 

C18H34O2 40935234.1 85.9 Flavouring agent 

31.  32.5644 Heneicosane C21H44 8280480.4 85.8 Fragrance 

component 

32.  17.7355 2,3-Dimethoxyphenol C8H10O3 35302477.8 85.5 No activity reported 

33.  25.8842 1-Hexadecanol C16H34O 6205235.6 85.2 Antioxidant activity 

34.  20.7706 2,6-Difluorobenzoic acid, 4-

nitrophenyl ester 

C13H7F2NO4 4025161.3 84.8 No activity reported 

35.  26.2912 2-Nonylmalonic acid, dimethyl 

ester 

C14H26O4 25450755.0 84.7 No activity reported 

36.  34.3791 Pentacosane C25H52 18891915.6 84.5 No activity reported 

37.  23.3564 E-14-Hexadecenal C16H30O 7217866.0 83.5 No activity reported 

38.  22.9545 Benzene, (1-propyloctyl)- C17H28 3588576.2 82.8 No activity reported 

39.  28.8982 Methyl stearate C19H38O2 6450470.3 82.6 Emollient, flavouring 

and fragrance 

40.  21.1142 5-Hydroxy-3-methyl-1-indanone C10H10O2 31982582.1 82.1 Antifungal activity 

41.  19.8719 5,9-Undecadien-2-one, 6,10-

dimethyl-, (E)- 

C13H22O 3934407.3 82.0 Flavouring and 

fragrance 

42.  22.2672 Phthalic acid, 4-bromophenyl 

ethyl ester 

C16H13BrO4 2089160.6 82.0 No activity reported 

43.  21.1126 Dodecanoic acid, methyl ester C13H26O2 28658350.8 81.8 Antioxidant activity 

44.  26.1757 2-Heptadecanone C17H34O 3986362.7 80.8 Flavouring agent 

45.  27.0314 Dibutyl phthalate C16H22O4 4164839.2 79.8 Estrogen  receptor 

agonist 

46.  23.5782 3-Buten-2-one, 4-(4-hydroxy-2,2,6- C13H20O3 5101258.2 79.4 No activity reported 
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Sl. 

No. 

Component 

Retention 

Time 

Compound Name Formula Component Area Match 

Factor 

Uses 

trimethyl-7- 

47.  30.8060 2-Nonylmalonic acid, dimethyl 

ester 

C14H26O4 19424597.9 79.1 No activity reported 

48.  24.6654 6-Hydroxy-4,4,7a-trimethyl-

5,6,7,7a- 

C11H16O3 4136585.4 79.0 No activity reported 

49.  36.1076 9,12-Octadecadienoic acid (Z,Z)-, 

2-hydroxy-1-

(hydroxymethyl)ethyl ester 

C21H38O4 98441154.3 79.0 No activity reported 

50.  10.4062 Ketone, methyl 2-methyl-1,3-

oxothiolan-2-yl 

C6H10O2S 9889138.5 78.6 No activity reported 

51.  22.6252 Tridecanoic acid, methyl ester C14H28O2 10658221.4 78.3 Solvent, emollient 

52.  23.5782 4-Fluorobenzoic acid, tridec-2-

ynyl ester 

C20H27FO2 4870225.5 78.3 No activity reported 

53.  11.7596 l-Norvaline, N-ethoxycarbonyl-, 

isohexyl ester 

C14H27NO4 196742804.5 77.0 No activity reported 

54.  29.6648 trans-Geranylgeraniol C20H34O 4688646.2 76.0 Myotoxicity 

suppression 

55.  33.9212 2,3-Dimethylhydroquinone, 

diacetate 

C12H14O4 231066378.4 75.5 No activity reported 

56.  36.2297 3,5-Dihydroxybenzaldehyde C7H6O3 9126209.5 75.3 No activity reported 

57.  14.3683 1H-Pyrazole, 4,5-dihydro-3-

methyl-1-propyl- 

C7H14N2 3513504.6 75.2 No activity reported 

58.  30.6145 1,8,11-Heptadecatriene, (Z,Z)- C17H30 4442485.3 75.1 No activity reported 

59.  33.066 Phthalic acid, di(2-propylpentyl) 

ester 

C24H38O4 4048518.4 75.1 No activity reported 

60.  13.6575 2-Butanone C4H8O 5212492.7 74.8 Adhesive, flavouring 

agent 

61.  11.7668 2-Oxopentanedioic acid C5H6O5 118815678.1 72.8 Human PHD2-Mn(II) 

binding affinity 

62.  25.4556 2-Undecanone, 6,10-dimethyl- C13H26O 4875133.5 72.3 Flavouring agent 

63.  24.0964 1-Acetyl-4,6,8-trimethylazulene C15H16O 3869493.1 71.9 No activity reported 

64.  10.0526 Thymine C5H6N2O2 5939868.7 71.7 Anticancer activity 

65.  29.0700 Bicyclo[4.1.0]heptane, 7-

methylene- 

C8H12 2812105.7 71.6 No activity reported 

66.  30.7546 Squalene C30H50 3489191.4 71.4 Antioxidant activity 

67.  27.5386 2-Nonylmalonic acid, dimethyl 

ester 

C14H26O4 4485575.3 70.9 No activity reported 

68.  30.9536 9-Octadecenoic acid, (E)- C18H34O2 7958520.8 70.5 No activity reported 

69.  22.2069 2-Methoxyformanilide C8H9NO2 11763968.1 70.1 No activity reported 

70.  25.3506 1-Octadecyne C18H34 4958789.3 69.4 No activity reported 

71.  26.4622 5,9,13-Pentadecatrien-2-one, 

6,10,14-trimethyl-, 

C18H30O 5530487.7 69.1 Flavouring, 

perfuming 

72.  36.365 .alpha.-Tocospiro B C29H50O4 6977329.3 69.0 Antibacterial activity 

73.  32.7082 Hexadecanoic acid, 2-hydroxy-1-

(hydroxymethyl)ethyl ester 

C19H38O4 7095824.8 68.8 No activity reported 
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74.  35.5727 Phosphvorus P4 P4 7020583.5 68.8 No activity reported 

75.  36.2372 Sesamol, 2-methylpropionate C11H12O4 14587017.9 68.6 No activity reported 

76.  33.4339 5-Tridecylbenzene-1,3-diol C19H32O2 6799240.0 68.3 COX-2 inhibition 

activity 

77.  11.7593 2-Tetrazene, 1,1-diethyl-4,4-

dimethyl- 

C6H16N4 194503458.0 68.2 No activity reported 

78.  14.3683 5-Hydroxymethylfurfural C6H6O3 4350202.5 68.2 Mutagenic activity 

79.  19.7979 4-Fluorobenzoic acid, tridec-2-

ynyl ester 

C20H27FO2 4357241.9 68.0 No activity reported 

80.  10.3481 Propanoic acid, anhydride C6H10O3 9410698.1 67.6 Progesterone and 

androgen receptor 

agonist 

81.  10.4549 Bis(N-methoxy-N-

methylamino)methane 

C5H14N2O2 9151415.0 67.6 No activity reported 

82.  36.241 2,3-Dimethylhydroquinone, 

diacetate 

C12H14O4 50450764.6 67.6 No activity reported 

83.  23.9975 2,3-Dihydro-1H-2-

isopropylcyclopenta[b]quinoxalin

e 

C14H16N2 2364545.5 67.5 No activity reported 

84.  28.7643 1H-1,2,4-Triazole, 3-propyl- C5H9N3 8433493.5 67.4 Antitumor activity 

85.  29.0566 2(1H)-Naphthalenone, octahydro-

4a-methyl-7-(1- 

C14H24O 20577299.3 67.2 No activity related 

86.  28.6340 1,8,11,14-Heptadecatetraene, 

(Z,Z,Z)- 

C17H28 6676394.7 66.9 Antioxidant activity 

87.  22.7533 4-Benzyl-4,5-dihydroisoxazole C10H11NO 2402511.9 66.7 No activity reported 

88.  7.7142 Glycerin C3H8O3 4062840.3 65.8 Adhesion, binder, 

plasticizer, 

flavouring and 

lubricating activity 

89.  18.7750 Cyclopentanol O-tert-

butyldimethylsilyl ether 

C11H24OSi 10820173.5 65.4 No activity reported 

90.  25.3523 3,7,11,15-Tetramethyl-2-

hexadecen-1-ol 

C20H40O 5376615.2 64.8 Flavouring agent 

91.  35.4626 9-Octadecenoic acid (Z)-, 

oxiranylmethyl ester 

C21H38O3 24442286.6 64.4 No activity reported 

92.  10.3887 2-Butanamine, 3,3-dimethyl- C6H15N 4755974.8 64.3 No activity reported 

93.  28.7059 2-Nonylmalonic acid, dimethyl 

ester 

C14H26O4 64433781.2 64.3 No activity reported 

94.  20.4722 Benzenepropanal, 4-(1,1-

dimethylethyl)- 

C13H18O 2456818.5 64.2 Estrogen receptor 

antagonist 

95.  31.6055 Supraene C30H50 4860810.5 63.9 Antistatic,  emollient, 

hair conditioning and 

refatting activity 

96.  28.6392 2-Indanone, 4,5,6,7-tetrahydro- C9H12O 7371616.1 63.4 No activity reported 

97.  23.7778 Hexanoic acid, anhydride C12H22O3 6389735.1 63.3 No activity reported 

Manisha Devi et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

64017 

 

   

 

 

Sl. 

No. 

Component 

Retention 

Time 

Compound Name Formula Component Area Match 

Factor 

Uses 

98.  8.8890 5-(2,2,2-Tri(2-cyanoethyl)acetyl)-2-

methylpyridine 

C17H18N4O 10539484.5 62.9 No activity reported 

99.  23.6346 2'-Hydroxyacetophenone, TMS 

derivative 

C11H16O2Si 3648436.1 62.9 No activity reported 

100.  14.0433 Benzenemethanol, .alpha.-(1-

phenylaminoethyl)- 

C15H17NO 8595606.8 62.8 No activity reported 

101.  32.04 3,5-Dihydroxybenzaldehyde C7H6O3 8216930.9 62.2 Antioxidant activity 

102.  27.7189 Pentadecanoic acid, methyl ester C16H32O2 3431765.3 62.0 Fuel agents 

103.  35.45 Z,Z-4,6-Nonadecadien-1-ol acetate C21H38O2 13382179.5 61.5 No activity reported 

104.  18.7722 Silane, [(1,1-dimethyl-2-

propenyl)oxy]dimethyl- 

C7H16OSi 36647925.2 61.0 No activity reported 

105.  29.0433 Eicosen-1-ol, cis-9- C20H40O 60343693.2 61.0 No activity reported 

106.  20.5238 1-([4-(Butane-1-

sulfonyl)butane]sulfonyl)butane 

C12H26O4S2 8582012.8 60.9 No activity reported 

107.  29.2936 Octadecanoic acid C18H36O2 4448032.0 60.9 Food additives 

108.  23.7778 Sarin C4H10FO2P 7687686.9 60.4 AChE binding 

affinity 

109.  20.5316 .beta.-D-Glucopyranose, 1,6-

anhydro- 

C6H10O5 4874798.1 60.2 No activity reported 

110.  3.1267 Propane, 2-fluoro-2-methyl- C4H9F 6245038.8 59.9 No activity reported 

111.  27.0359 Phthalic acid, butyl 2-pentyl ester C17H24O4 5554596.7 59.5 No activity reported 

112.  20.0489 Trimethylaluminum C3H9Al 11755733.6 58.2 Catalyst activity 

113.  25.3287 Aspidinol C12H16O4 5316188.0 58.2 Antibacterial activity 

114.  28.7682 2,2'-Bifuran, 2,2',5,5'-tetrahydro- C8H10O2 14702502.2 58.1 No activity reported 

115.  22.6298 Adipic acid, isobutyl pent-4-en-2-

yl ester 

C15H26O4 2446253.4 57.4 No activity reported 

116.  14.6775 Alanylglycine, TMS derivative C8H18N2O3Si 4414120.3 56.4 No activity reported 

117.  32.0412 (Z)-9-((5R,8R,8aS)-8-

Methyloctahydroindolizin-5-

yl)non-5-en-2-ol 

C18H33NO 3410093.6 56.1 No activity reported 

118.  22.3866 Benzoic acid, 4-(trimethylsilyl)- C10H14O2Si 4180050.3 55.8 No activity reported 

119.  10.0475 Methyl vinyl ketone C4H6O 8282211.3 55.3 Mutagenic activity 

120.  21.1212 Benzoic acid, 2,4,6-trimethyl-, 

2,4,6-trimethylphenyl 

C19H22O2 14973246.6 55.2 No activity reported 

121.  21.1210 1-Butanone, 2-chloro-3-methyl-1-

[4-(1- 

C14H19ClO 14284947.0 54.9 No activity reported 

122.  36.109 1,4-Naphthalenedione, 2-amino-3-

chloro- 

C10H6ClNO2 12914432.5 53.8 Anticancer activity 

123.  36.0997 Naphtho[1,2-b]furan-6,9-dione, 

4,5,7,8-tetrahydroxy- 

C12H6O7 35606478.4 53.7 No activity reported 

124.  24.6604 Methyl 3-(4-hydroxy-3-

methoxyphenyl)propanoate 

C11H14O4 8341698.0 53.6 Antifungal activity 

125.  23.9613 2,4-Dimethyl-3-pentanol acetate C9H18O2 3012496.0 53.4 No activity reported 

126.  24.9076 2-Fluoroaniline, N-pentyl- C11H16FN 2801980.9 53.2 No activity reported 

127.  36.1207 9-Octadecenoic acid (Z)-, 2,3- C21H40O4 66710535.7 52.9 Flavouring, emollient 
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dihydroxypropyl ester and lubricant activity 

128.  16.7270 1-Adamantanecarboxylic acid, 2-

propenyl ester 

C14H20O2 11235672.7 52.8 No activity reported 

129.  14.8458 Silane, methoxytripropyl- C10H24OSi 8860227.0 52.5 No activity reported 

130.  22.8016 Diazene, 1-naphthalenylphenyl- C16H12N2 4889503.4 52.5 No activity reported 

131.  18.7755 L-Tryptophan, N,N-dimethyl-, 

methyl ester 

C14H18N2O2 10823227.4 52.2 No activity reported 

132.  36.1012 Phthalic acid, ethyl 2-

isopropoxyphenyl ester 

C19H20O5 18835909.5 52.1 No activity reported 

133.  21.8273 Carbamic acid, butyl-, 3-iodo-2-

propynyl ester 

C8H12INO2 10029917.6 52.0 P53 signalling 

pathway agonist 

134.  24.4200 L-Norvaline, N-octyloxycarbonyl-, 

undecyl ester 

C25H49NO4 5130181.8 51.8 No activity reported 

135.  24.6581 Ethyl homovanillate C11H14O4 3448945.8 50.8 Anti-inflammatory 

activity 

136.  26.4735 Adipic acid, di(3-chlorophenyl) 

ester 

C18H16Cl2O4 13713422.4 50.3 No activity reported 

137.  30.9524 Phenylacetamide, 3-fluoro-N-

methyl-N-[2-[1-

azacyclopentyl]ethyl]- 

C15H21FN2O 4545031.8 50.3 No activity reported 
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Fish are well known for their high potential fecundity. Spawning in fish was controlled by various 

environmental factors. So far, in the regulation of reproduction and induced breeding, many products are 

utilized. The present study assesses the fecundity on exposure to the homeopathic preparation 

natrummuriaticum 30 c potency in fish viz goldfish, rosy barb, white molly and guppy. It also traces the 

time taken to spawning in viviparous fish. The experimental goldfish laid 850 104 eggs; the control fish 

laid 38375 eggs in 4 days, whereas in rosy barb experimental fish laid 11015 eggs and the control fish 

laid 56 11 eggs in 4 days. The treated white molly released 39±5young ones in19.5±3hours, while the 

control fish released 20±2 young ones in 72±6 hours, whereas in guppy the control fish released 8±1 

young ones in 79±9 hours and the treated released 15±2 young ones 36±9 hours. Present findings 

demonstrated that homeopathic preparation natrummuriaticum is a highly effective stimulus for 

breeding of the above mentioned fish. It enhanced the production of matured eggs in oviparous and 

highly motile young ones in viviparous fish.  

 

Key words: Fecundity, Natrummuriaticum 30c,Oviparous and Viviparous ornamental fish. 

  

 

INTRODUCTION 

 
Reproduction is an essential component of life and there are a diverse number of reproductive strategies in fish 

throughout the world. Fish are well known for their high potential fecundity, with most species releasing thousand 

to millions of egg annually [17]. Fecundity is the general term used to describe the number of eggs produced17or the 
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egg-laying capacity of the fish [20]. The number of eggs ripened by female fish during a spawning season varies from 

a few dozen to millions [11].  In general, fecundity varies among species, viviparous fish have lower fecundity than 

ovoviviparous fish, which in turn have lower fecundity than oviparous fish and nest builders have lower fecundity 

than pelagic spawners.  Fecundity can be expressed as the number of mature ova in the ovary, the number of 

ovulated eggs or the number of eggs deposited during spawning [23]. Breeding is possible for fish in warm water by 

appropriate control of their environment5. Breeding of ornamental fish can be a profitable proposition if it is done in 

a well monitoredenvironment [20]. 

 

Reproductive development and spawning in fish were controlled by various environmental factors such as 

temperature, nutrition, water quality etc. In aquaculture, embracing fancy fish culture, many species are grown 

which are far from their original agro-climatic condition. During recent years, intensive aquaculture practices have 

been emerged, due to this farmer’s requirement for fish seed is increasing every year. Inadequacy of quality fish seed 

supply has been a major constraint in the development and progress of aquaculture. Market demand for fancy fish 

usually not synchronized with its breeding season. So far, in the regulation of reproduction and induced breeding, 

many products areutilized [2]. Presently three types of hormones are used for induced breeding purpose, (1) Fish 

pituitary gonodotropins, (2) HCG (Human Chorionic Gonadotropin,(3) GnRha (Gonadotropin releasing hormone 

analogue) with or without a dopamineanatagonist. Ovaprim is a drug used as a substitute for pituitary extract in 

induced breeding. Ovaprim gained popularity among the fish farmers who involved in fish seed trade. Trials with 

ovaprim on Indian major carps administered with single dose on either sex showed excellent results i.e. induced 

complete spawning [14 &16]. Ovatide is a newly launched ovulating agent developed by an Indian Company 

Hemma Pharma, Mumbai). It is a synthetic preparation containing salmon GnRH analogue and dopamine 

antagonist. It has been successfully tested by 15 in Catlacatla [13] in Ompokpabo [10] in Channastriatus. The present 

study assesses the fecundity on exposure to the homeopathic preparation natrummuriaticum 30 c potency in fish viz 

goldfish, rosy barb, white molly and guppy. It also traces the time taken to spawning in viviparous fish. 

 

MATERIAL AND METHODS 
 

Animals 

Two types of fish (egg layer and live bearer) were selected for this induced breeding study. Sexually mature, healthy 

and female of gold fish, rosy barb, guppy and white molly were procured from Aqua pet shop in the polythene bags 

and transferred to big plastic tubes. They were acclimated to the laboratory condition for 10 days. During the period 

of acclimation, fish were fed with Day Today’s complete nutritional food. The water was changed daily. The uneaten 

feed and faecal pellet were removed daily. Uniform sized fish with identical maturity condition were used for the 

experiments. The fish were divided into two groups i.e egg layer and live bearer. In each group two types of fish are 

used i.e., gold fish, rosy barb and guppy and molly respectively. In each type totally 12 fish were taken. Among this, 

six were used as experimental and six were used as control. Experimental fish were introduced into the medium. On 

4th day of the experiment fish were autopsied, eggs were collected and counted in control and experimental group of 

egg layers. Spawning was observed in the form of young ones number in control and treated group of livebearers. 

 

Homeopathic preparation 

The homeopathic preparation, Natrummuriatium of 30c potency was brought from a local homeopathy medial shop. 

It is kept in a normal room temperature and light. The preparation was diluted by 0.1ml in 400ml of ground water. 

The medium was prepared in plastic troughs of 2 litre capacity. 

 

Method of treatment 

The homeopathic preparation medium was prepared in six plastic troughs considered as experimental ones and six 

troughs containing only ground water as control. The fish were introduced into medium one in each. The experiment 

was carried out for three days i.e., the medium was changed morning at 8 am and evening at 4 pm. Evening only 

ground water was used, at the same time feeding was done. On the day before medication (0 day) and after three 
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days the oviparous fish were dissected and eggs were pooled out and counted. But for the viviparous the set up was 

carried out to find the latency period without adding natrummuriaticum after 3 days. 

 

RESULTS 
 

In order to ascertain the effect of natrummuriaticum for the induction of breeding an experiment was conducted in 

gold fish, rosy barb, guppy and white molly. Each value represented the mean value of six samples for each species. 

The experimental animal goldfish laid 850 104 eggs in 4 days, the control animal laid 383 75 eggs in 4 days (Table 

1, Figure 1, 2A and 2B) whereas in rosy barb experimental animals laid 11015 eggs in 4 days and the control animal 

laid56 11 eggs in 4 days (Table 1, Figure 1, 2C and 2D). Number of eggs level altered significantly between control 

and experimental animals. The effect of Natrummuriaticum on induced breeding of white molly and guppy are 

presented in the Table 2 and Figure 3. The natrummuriaticum treated animal laid39±5young ones in19.5±3hours, 

while the control animal laid 20±2 young ones in 72±6hours in white molly (Figure 4A and 4B), whereas in guppy the 

control animal laid8±1 young ones in 79±9 hrs and the treated laid 15±2 young ones 36±9 hours (Figure4C and 4D). In 

viviparous fish also there was a significant changes observed between control and experimental animals. 

 

DISCUSSION 
 

The results suggested the role of natrummuriaticum (homeopathic preparation)in the regulation of breeding in 

oviparous (goldfish and rosy barb) and viviparous fish(white molly and guppy). Present findings demonstrated that 

homeopathic preparation natrummuriaticum is a highly effective stimulus for breeding of the above mentioned fish. 

The experimental preparation natrummuriaticum is also a natural material preparation. There appears to be no 

experimental information regarding the role of natrummuriaticum in ovulation of teleosts19. Only 12 used this 

homeopathy preparation on major carps for breeding purpose and obtained a positive result. According to 
18Ompokbimaculatusan endangered fish, was induced to spawn by a single intramuscular injection of ovaprim 

(0.5ml/kg).He observed spawning of fish after 5-6hours injection. Each female spawned an average of 4012 eggs. 

Successful spawning of C.punctatusat0.3and 0.5ml/kg and 3000IU/kg body mass of HCG. He also observed successful 

spawning in H.fossilis at 0.3, 0.5 and 0.7ml/kg body mass for ovaprim and1000, 2000and 3000 IU/kg body mass for 

HCG [7,21]. stated that the single dose administration(30l/ fish) of pedalium murex, a whole plant extract, induced 

laying at about 42 hr inblack molly and 20 hr in rosy barb. Similarly single dose administration of (30l/ fish) 

mucunapruriens seed extract induced spawning at 48hrs in the case of black molly and24 hrs in rosy barb.22 conducted 

experiments using natrummuriaticum of 1000cpotency in gold fish induced the spawning within 12 hours against 5 

days in the control. He noted that treated animals laid 2856 eggs whereas the control laid 209 eggs.  

 

The endangered riverine catfish, pang as Pangasius pangasius, was examined by [8] with 10mg/kg of pituitary gland 

extracts. He observed that the hatching of fertilized eggs occurred between 28 and 32 hours.3 reported using five 

doses of PG extract (1.00, 2.00, 3.00,4.00 and 5.00 ml /kg) in Rajputi Puntius gonionotus (Bleeker) affected 100% egg 

release through induced spawning. Induced breeding of Koi carp and Goldfish by the use of synthetic hormone 

Synchromate B was highlighted by 9. He reported that induction at the rate of 0.1ml per gold fish of 25g and 0.25ml 

per koi carp of 250g yielded potential fry stock of 1600 604 and 30880 7127 respectively. Spawning response of 

goldfish with ovaprim 0.5l in female released 1000115 eggs after 10-12 hr of injection was observed by6. 

 

The use of ovaprim resulted maximum fecundity in angel fish Pterophhyllum scalare suggested by 4. Maximum 

fecundity (665.66) was obtained at the optimum dose of ovaprim (0.35ml/kg of body weight). The highest percentage 

of fertilization in goldfish and koi carp through induced breeding of intraperitonial injection by ovaprim is reported 

by 1.So when the effectiveness was compared with other hormones, this preparationis found highly effective, cost 

effective and suitable for farmers. Natrummuriaticumbeing a Swadeshi product, it is easily available, simple to 

prepare and natural in origin. Further studies on natrummuriaticum will improve our country’s economic status, 

through which more foreign investment may be earned by this Swadeshi product. 
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From the available references along with the present investigation on the induced breeding in ornamental fish, it was 

observed that higher levels of fecundity were achieved from a comparatively lower dosage of natrummuriaticum. It 

enhanced the production of matured eggs in oviparous and highly motile young ones in viviparous within 

shortperiod by using simple method of breeding. If this technique is employed to increase the production rate, it is 

possible to meet the domestic demand as well as to enter the international market in turn will fetch foreign exchange 

to our country. 
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Table-1.Evaluation of number of eggs in oviparous fish 

 

Animal 

Body 

Length(cm) 

(Mean±SD) 

Body 

weight(g) 

(Mean±SD) 

Latency 

period 

(Hours) 

(Mean±SD) 

Number of 

eggs 

(Mean±SD) 

‘t’ values 

Gold fish 
Control 7.2±0.50 8.58±1.02 72 383±75 8.85438 at P<.05 

level Experimental 7.4±0.58 9.67±0.81 72 850±104 

Rosy 

barb 

Control 5.18±0.19 2.03±0.17 72 56±11 5.23197 at 

P<.05 level Experimental 5.35±0.22 2.38±0.42 72 110±15 

 

Table-2.Evaluation of number of young ones in viviparous fish  

Animal Body 

Length(cm) 

(Mean±SD) 

Body 

weight(g) 

(Mean±SD) 

Latency 

period 

(Hours) 

(Mean±SD) 

Number of Young 

ones 

(Mean±SD) 

‘t’ values 

Molly Control 5.01±0.27 2.84±0.36 72±6 20±2 11.5594 at P<.05 

level Experimental 5.2±0.31 3.08±0.32 19.5±3 39±5 

Guppy Control 4.55±0.32 1.24±0.18 79±9 8±1 7.82624 at P<.05 

level Experimental 4.8±0.36 1.62±0.19 36±9 15±2 

 

 
Figure-1-Evaluation of number of eggs in oviparous fish 
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Table-2.Evaluation of number of young ones in viviparous fish 

 
Fig-3-Evaluation of number of youngones in viviparous fish 
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The present study  investigates the effects of Quinalphos on the haematological, histopathological and 

marker enzyme level of the freshwater fish Oreochromis mossambicus. Fishes were exposed to sublethal 

concentration (0.009 ml/l) of Quinalphos for 30 days. The WBC indices were significantly increased 

during the experiment and all other indices like RBC, Hb, PCV, MCV, MCHC, MCH and platelet count 

decreased during the experiment. The control fishes showed normal histoarchitecture of muscle, gills and 

liver. Severe degeneration in the muscle fibers, degeneration and necrosis of the respirating epithelium 

and lamella of gills and hepatic parenchyma with features of severe fatty degeneration and congestion 

was shown in fishes exposed to Quinalphos. The level of liver marker enzymes such as AST, ALT and 

ALP showed a significant increase in the Quinalphos-treated fishes than that of the control group. The 

results of the present study clearly indicated that pesticides have direct impact on the biochemical, 

physiological and structural alteration in Oreochromis mossambicus. 

 

Keywords : Quinalphos, Oreochromis mossambicus, Haematology, Histopathology, Liver marker enzyme, 

Gills, Liver, Muscle, Alkaline phosphatase, Aspartate aminotransferase, Alanine transaminase. 
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INTRODUCTION 

 
Environmental pollution is one of the major issues that world is facing. The rate of pollution is increasing every year, 

causing severe irreparable environmental damage. Water pollution is the most dangerous type of pollution, and it is 

the biggest threat posed by urbanization, industrialization, and modern agricultural practices. It causes variations in 

the physical, chemical, and biochemical properties of water bodies[1]. One of the most common categories of toxic 

substances used in India to manage pests in agricultural lands and control vectors of human disease are insecticides. 

Rivers and agricultural ponds that receive water from rivers are both impacted by runoff from treated areas [2].  Less 

than 0.1% of the pesticide used in the fields actually contacts the intended target organism; the other 99% enters the 

environment. Quinalphos (O,O-diethyl O-quinoxalin-2-yl phosphorothioate), an organophosphorus insecticide, is 

used worldwide to control agricultural pests. Organophosphorus insecticides are the most widely used synthetic 

chemicals for controlling agricultural pests. Quinalphos act as a cholinesterase inhibitor and may cause disorders in 

physiological state of nervous system. It disrupts the passage of impulses across the neuromuscular junction by 

inhibiting acetylcholinesterase [3]. 

 

One of the most frequently usedmethod to evaluate fish physiological status and health is haematological 

examination. Haematological parameters are crucial in determining the structural and functional rank of a toxicant-

treated animal because, blood is the pathophysiological indicator of the entire body. The ability to compare the tissue 

structures or morphology of healthy and diseased fish allows for the use of histology as a diagnostic tool for fish 

diseases; however accurate diagnosis and confirmation of disease-related changes require proper specimen 

processing and a high level of histopathology expertise [4]. It has been suggested that, in general, stress induces 

elevation of the transamination pathway and the activities of alanine aminotransferase (ALT), aspartate 

aminotransferase (AST) and alkaline phosphatase (ALP)have been used as relevant stress indicators [5]. 

 

The present study aimed to evaluate the insecticide Quinalphos toxicity at the tissue level after its intoxication at 

sublethal dose in fresh water fish Oreochromis mossambicus. The current study’s specific objectives were to determine 

the lethal concentrationLC50, to investigate the haematological parameters (RBC, WBC, Hb, PCV, MCH, MCV, 

MCHC and platelet count), histology of vital tissues such as gills, muscle and liver and to estimate the level pf 

marker enzymes of Oreochromis mossambicus treated with Quinalphos. 

 

MATERIALS AND METHODS 

 
Test animal:The Tilapia fish, Oreochromis mossambicus of 10-12 cm was collected from a local fish farm in Thrissur, 

Kerala. These fishes were transported to the laboratory in oxygenated tubs. The fishes were acclimatized for 15 days 

in the fish tank containing plain tap water in laboratory and was fed with commercial fish pellets.  

 

Test chemical: In this study, Quinalphos was purchased from commercial store and used for the exposure to the fish. 

The major use of Quinalphos in farming is to protect corn, cotton and fruit trees against insects. This pesticide is 

commonly used in Kerala, which act as a cholinesterase inhibitor and may cause disorder in the physiological state of 

the nervous system in the insects. 

 

Experimental design and treatment: The fishes were acclimatized for 10-15 days in a fish storage tank in the 

laboratory. They were fed with commercial artificial feed (pellets) twice day. After acclimatization, the Oreochromis 

mossambicus having the size of 10-12cm were randomly distributed in plastic tubs of 10 liters capacity. One tub was 

maintained as control and other tubs are treated with different concentration of quinalphos as 0.003 ml/l, 0.005 ml/l, 

0.007 ml/l, 0.009 ml/l and 0.011 ml/l.Six fishes were used for each concentration of quinalphos placed in each tub and 

the mortality rate was noted after 24 hrs., 48 hrs., 72 hrs. and 96 hrs. 
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Then experiment was designed to expose the fish to separate tubs with different sublethal doses of quinalphos. The 

doses were 0.009 µl/l, 0.007 µl/l, 0.005 µl/l. Each tub was provided with 6 fishes The period of the experiment was 30 

days. The fishes were fed with artificial feed twice a day during experimental period. Each day the tubs were refilled 

with fresh water and the appropriate concentration of quinalphos was induced in the tubs. Fishes were starved for 24 

hours. After which the blood specimen was collected. Each fish was caught by a dip net and blood was collected 

from common cardinal vein using sterilized small insulin needles. To avoid clotting of the blood during collection, 

sterile evacuate tubes containing EDTA was used. Blood samples were immediately used to determine the 

hematological parameters such as total erythrocyte, leucocyte count, haemoglobin (Schaperculaus, 1991), red blood 

cell indices and platelet count (Dacie and Lewis, 2006). And also blood was collected in tubes for estimating the level 

of liver marker enzymes such as Aspartate aminotransferase and Alanine aminotransferase (Reitmann and Frankel, 1957) 

and Alkaline phosphatase (Garen and Levinthal). 

 

After collection of blood samples, Histopathology of vital tissues such as gills, liver and muscles were also assessed 

after 30 days of treatment and was preserved in 10% buffered formalin for histological studies. 

 

Statistical analysis: The dose responses of mortality was studied using a computer-based probit analysis method. 

Results were expressed as mean ± standard error of mean of 4 observations. Statistical analyses of data was 

performed using ‘t’ test, P values of less than 0.05 were considered as significant. Analysis of variance (ANOVA) was 

employed followed by Duncan’s new multirange test to calculate the significance difference between control and 

experimental  means (SPSS Version, 21). 

 

RESULTS AND DISCUSSION 
 

Acute toxicity: The results of Probit analysis is shown in the Table 1 and Fig 1. In the present study, 50% mortality 

was observed at a concentration of 0.009 ml/l of quinalphos. The log concentration using Probit analysis (Finney, 

1953) is 0.905. The corrected mortality data were analyzed by the following method of Finney (1957) to determine the 

LC50 values. Figure X represents the plot of probability (of mortality) is estimated concentration of Quinalphos, 

which indicates the LC50 of 8.035 µl/l of Quinalphos for Oreochromis mossambicus. 

 

Effect of Quinalphos on haematological parameters: The results of haematological examination of blood samples 

from acute toxicity are given in Table 2. The mean control value of the RBC after 30 days of treatment was 4.9±0.2. A 

statistically significant decrease in RBC content was seen in the entire experimental group of fishes treated with 

quinalphos concentrations of 5µl/l, 7µl/l and 9µl/l. Its values are as follows ; 4.6±0.436, 4.4±0.361 and 4.2±0.265. After 

30 days of exposure in both the control and the experiment, the ANOVA for RBC is statistically insignificant. Blood is 

a pathophysiological reflector of the body because it is highly susceptible to internal and external environmental 

fluctuations. Blood parameters are contemplated as a sensitive measure of stress in fish exposed to different water 

pollutants and toxicants like industrial effluents, metals, pesticides, chemicals, biocides etc. [6].A significant 

reduction in red blood cell count was observed in this study compared with the control group. Similar observations 

were already report. This anemic response could result from inhibition of RBCs and haemosynthesis, 

osmoregulatory dysfunction, and destruction of RBC in hematopoietic organs [7][8]. 

 

The mean control value of WBC after 30 days of treatment is 1800±4.359. There is a significant increase in WBC 

content observed in all experimental groups. The highest WBC content level of 2400±4.583 was observed in the fish 

group treated with 9 µl/l of the pesticide. The observed WBC level for 5µl/l and 7µl/l is  1700±2.646 and 2000±1.732 

respectively. After 30 days of exposure in both the control and the experiment. the one-way ANOVA for WBC is 

statistically significant at the 99% significance level (p < 0.01).The increase in WBC count in the study indicates the 

stress condition of  the fish caused by Atrazine which might have produced hypoxia and gill damage [9].WBC count 

was increased significantly when compared to the control animals and this could be due to hemodilution, a 

mechanism that reduces the concentration of the pollutants in the circulatory system[10]. 
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The mean control value of haemoglobin after 30 days of treatment is 14.9±0.208. Similar to RBC, a significant 

decrease in haemoglobin content has been observed in all the experimental groups. The lowest haemoglobin level of 

12.7±0.557 was observed in the fish group treated with 9µl/l of the toxic compound. The observed haemoglobin 

levels for the concentration 5µl/l and 7µl/l of quinalphos were 14.6±0.3 and13.5±0.4 respectively. The one-way 

ANOVA findings revealed a statistically significant difference(at the 0.01 level) in haemoglobin levels after 30 days of 

exposure in the control and experimental groups.In such a case, because of decrease in oxygen consumption also 

reported to cause pronounced haematological changes [11]. Haemoglobin levels significantly decreased after 24 

hours may be due to the disruption of iron synthesizing machinery [12]. It may impair oxygen supply to various 

tissues, thus resulting in a slow metabolic rate and low energy production [13]. 

 

PCV level in the control fish population is 45.1±0.132 after 30 days of treatment with no exposure to a toxicant. It was 

discovered that the amount of PCV in the blood was directly proportional to the amount of exposure. The greatest 

reduction was observed in the experimental group exposed to 9 µL/l of toxicant, followed by groups exposed to 5 

and 7 µl/l of the toxicant. Among the 5- 7µl/l exposure fish groups, the PCV values are 44±0.755, 40±0.1, 38.7±0.458. 

The one-way ANOVA for PCV between the control and the experiment is statistically significant at the 0.01 level of 

significance.The PCV values always decrease when a fish loses appetite or becomes diseased or stressed [14]. In the 

present study, the distinct decrease in the level of Haemoglobin and PCV after exposure to malathion suggests a 

hemodilution mechanism possibly due to gill damage or impaired osmoregulation.The decrease in the PCV indicates 

the worsening of the condition of the organism and developing of anemia[15]. 

 

After 30 days of treatment, the control value of MCV is 91.9±0.058. A statistically significant drop in MCV content 

was detected in the entire experimental group, including fish treated with 5 µl/l, 7 µl/l and 9 µl/l of the toxicant. The 

values are 91.7±0.153, 91.3±0.321, 90.6±0.306. One way ANOVA for MCV after 30 days of exposure in the control and 

experimental groups is significant at the 0.01 level. The control value of MCH after 30 days of treatment is 32.3±0.252. 

A significant decrease in MCV content has been observed in the entire experimental group of 5µl/l,7µl/l and 9µl/l 

treated fishes. The values are 31.2±0.832, 31.1±0.351 and 30.6±0.115 respectively. The ANOVA for MCV after 30 days 

of exposure in control and experimental are significant at 5% level. The alterations in MCV and MCH were ascribed 

to hemolysis and impairment in hemoglobin synthesis [16]. 

 

The control value of MCHC after 30 days of treatment is 33.73±0.153. A significant decrease in MCV content has been 

observed in the entire experimental group of 5 µl/l, 7 µl/l and 9 µl/l treated fishes. The values are33.67±0.321, 

33.37±0.551 and 33.1±0.346 respectively. The one-way ANOVA for MCV after 30 days of exposure in control and 

experimental is insignificant.Further, changes in blood cell indices like MCH, MCH, MCHC and MCV were also 

observed in the study. This may be due to the fact that these are very sensitive and can cause reversible changes in 

the homeostatic system of fish. Fluctuations in these indices directly correspond with the values of RBC count, 

Haemoglobin concentration and packed cell volume. The present findings are similar to the earlier reports [17]. The 

control value of platelet count after 30 days of treatment is 21000±31.048. A significant decrease in platelet content 

has been observed in the entire experimental group 5 µl/l, 7 µl/l and 9  µl/l of treated fishes. The values are 

20000±28.583, 19700±28.054 and 18000±18.33 respectively. The one-way ANOVA for MCV after 30 days of exposure 

in control and experimental is significant at 1% level.Platelets are nucleated cells responsible for blood clotting in 

fish; a slight decrease in values observed in this study may signify the effect on platelet (thrombocyte) production [8]. 

 

Effects of Quinalphos on vital organs (histopathology): 

The muscle in the control section examined was found to be having normal appearing muscle fiber bundles. 

Degeneration of muscle fibers was noticed in the section which was obtained from the concentration of 5 µl/l of 

Quinalphos. According to the examination, severe degeneration of muscle fibers were shown by the sections taken 

from the concentration 7 µl/l and 9 µl/l (Figs. 2,3,4,5).Das and Mukherjee (2000) have studied the effect of different 

pollutants on fish muscles.The fish showed marked thickening of muscle bundles with severe intracellular edema 

[18]. 
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The gills in the control section examined was to be normal in appearance, with intact gill filament epithelium and 

lamella. Degeneration and necrosis of the respirating epithelium and lamella were noticed in sections analyzed from 

the received biopsy at a concentration of 5 µL/l and 7 µl/l. Segments investigated from the attained biopsy elucidated 

Severe degeneration and necrosis of the respiratory epithelium and lamella in the fish category exposed to 9 µl/l, 

confirmed by microscopy (Figs. 6,7,8,9). Since, gills are the respiratory and osmoregulatory organ of fish, the 

histopathologic changes of the gills might impair the respiratory function of the gills by reducing respiratory surface 

area resulting in hypoxia, respiratory failure problems [19]. 

 

In the control segment, the liver parenchyma is normal-appearing, yet it has a characteristic of congestion. At 5 µL/l, 

the liver parenchyma in the sections examined appears normal, although there are signs of congestion and fatty 

degeneration. However, hepatic parenchyma with features of severe fatty degeneration and congestion was noticed 

in the fish group treated with a concentration of 7 and 9 µl/l of Quinalphos (Fig. 10,11,12,13).Hepatocytes are the 

most abundant cell types within the liver and perform most of the liver’s essential functions, such as converting 

glucose to glycogen, regulating lipids, and deamination of amino acids [20]. 

 

Liver marker enzyme studies: The results of level of liver marker enzymes of blood samples from acute toxicity are 

given in Table 3.The mean control value of hemoglobin after 30 days of treatment is100.4±0.557. Similar to ALT, a 

significant increase in AST content has been observed in all the experimental groups. The lowest hemoglobin level of 

137.2±0.458 was observed in the fish group treated with 5 µl/l of the toxic compound. The observed AST levels for 

the concentration 7µl/l and 9 µl/l of quinalphos were 256.8±0.794 and 476.8±0.608 respectively. The one-way ANOVA 

findings revealed a statistically significant difference(at the 0.01 level) in AST levels after 30 days of exposure in the 

control and experimental groups.Serum glutamic oxaloacetic transaminase (SGOT) is maximally present in heart 

followed by liver, skeletal muscles, and kidney. Any damage to these organs raises the SGOT level as in myocardial 

infarction, Liver diseases such as Liver cirrhosis, Viral Hepatitis, Liver necrosis and skeletal muscle diseases [21]. 

 

The mean control value of ALT after 30 days of treatment is 33.03±0.153. There is a significant increase in ALT 

content observed in all experimental groups. The highest ALT content level of 94.6±0.625 was observed in the fish 

group treated with 9 µl/l of the pesticide. The observed ALT level for 5µl/l and 7µl/l is43±0.436 and 77.2±0.529 

respectively. After 30 days of exposure in both the control and the experiment. the one-way ANOVA for ALT is 

statistically significant at the 99% significance level (p < 0.01).SGPT is in highest concentration in the liver followed 

by the kidney. Under pesticidal stress, these organs get damaged and the enzyme level elevates in the serum. The 

SGPT level is found to be raised in liver diseases such as infective hepatitis, liver cirrhosis, cholestatic jaundice and 

skeletal muscle damage [22]. 

 

Under exposure to sublethal concentrations of Quinalphos, the amount of Alkaline Phosphatase (ALP) was found to 

increase in all the test tissues of Oreochromis mossambicus. In this experiment control shown least ALP content 

11.93±0.252. A statistically significant increase in ALP content was seen in the entire experimental group of fishes 

treated with quinalphos concentrations of 5µl/l, 7µl/l and 9µl/l. Its values are as follows ; 14±0.361, 18.2±0.173 and 

66.8±0.458 respectively.Decreased phosphate activity may be due to alteration in membrane permeability, 

distribution of normal functioning of cell organelles like lysosomes and mitochondria and different suppressor 

mechanisms associated with toxicity together resulted in significant changes in the level of enzymes in the tissues 

examined. The decreased activity of ALP in fish is linked to the increased catabolic breakdown in 

melanomacrophage centers [23]. 

 

CONCLUSION 
 

The use of pesticides in the field of agriculture cause disruption in the balance of the ecosystem. O,O-diethyl O-

quinoxalin-2-yl phosphorothioate is commonly called as quinalphos which is a organophosphorus insecticide used 

to control aphids, thrips and mites on paddy, cotton, sugarcane and potato. 
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The results of the present study clearly indicated that pesticides have direct impact on the biochemical, physiological 

and structural alteration in Oreochromis mossambicus. The exposure of fish to this insecticide resulted in reduction 

in the haematological parameters, degeneration in the vital tissues and a significant increase in the levels of marker 

enzymes. This negatively affect the growth, reproduction, immunity and even the survival of the fish in the natural 

environment. This should be also considered by farmers, when they are using quinalphos for pest control in their 

fields. So awareness should be created among the people to use biocides instead of pesticides and insecticides. 
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Table 1 : LC50 value of quinalphos and the 95% confidence limit in Oreochromis mossambicus 

LC50 log concentration 95% confidence Probit equation Chi-square 

Lower limit Upper limit 

0.905 0.807 1.023 y = -6.693 + 7.401x 3.428 

 

Table 2 : Analysis of Hematological parameters in Oreochromis mossambicus induced with quinalphos for 30 

days 

 
Values are expressed as mean ± standard error, significant at 1% level 

 

 

 

 

 

 

Concentra

tion 

RBC in 

million/

cu mm 

WBC in 

no. of 

cell/cu 

mm 

Hb in 

gm% 

PCV in 

gm% 

MCV in 

microns 

MCH MCHC Platelet 

count in 

no. of 

cell/cu mm 

Control 4.9±0.2 1800±4.

359 

14.9±0.

208 

45.1±0.

132 

91.9±0.

058 

32.3±0.

252 

33.73±0.

153 

21000±31.

048 

5 µl/l 4.6±0.4

36 

1700±2.

646 

14.6±0.

3 

44±0.75

5 

91.7±0.

153 

31.2±0.

832 

33.67±0.

321 

20000±28.

583 

7 µl/l 4.4±0.3

61 

2000±1.

732 

13.5±0.

4 

40±0.1 91.3±0.

321 

31.1±0.

351 

33.37±0.

551 

19700±28.

054 

9 µl/l 4.2±0.2

65 

2400±4.

583 

12.7±0.

557 

38.7±0.

458 

90.6±0.

306 

30.6±0.

115 

33.1±0.3

46 

18000±18.

33 
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Table 3 : Analysis of Liver marker enzymes in Oreochromis mossambicus induced with quinalphos for 30 days 

 

Concentration ALP (u/l) AST (u/l) ALT (u/l) 

Control 11.93±0.252 100.4±0.557 33.03±0.153 

5µl 14±0.361 137.2±0.458 43±0.436 

7µl 18.2±0.173 256.8±0.794 77.2±0.529 

9µl 66.8±0.458 476.8±0.608 94.6±0.625 

Values are expressed as mean ± standard error, significant at 1% level 

 

 
Fig. 1: Mortality rate of Oreochromis mossambicus at different concentration of toxicant quinalphos 

  
Fig.1: muscle of control fish Fig.2: muscle of fish treated with 9µl/l 

  
Fig.3: gill of control fish Fig.4 gill of fish treated with 9µl/l 

  

Fig.5: liver of control fish Fig.6: liver of fish treated with 9µl/l 
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Trapezitis is defined as inflammation of trapezius muscle. In the upper trapezius muscle area neck pain 

is very common. At some point in their lives around two thirds of people experience neck pain. 

Prevalence is highest in middle age and women are more affected than men. Rate of prevalence in male 

and female in India is 1:10. 3-5% of population is affected worldwide. IASTM techniques use special 

stainless steel instruments that enable clinicians to locate efficiently and treat soft tissue dysfunctions, 

such as fibrosis adhesions, chronic inflammation, or degeneration. IASTM technique results in clinical 

benefits such as improvements in range of motion, strength and pain perception. Strain Counterstrain 

(SCS) is a gentle manual treatment for muscle pain and spasm which involve resetting muscle tone and 

enhancing circulation that restores a muscle to its normal resting tone.  To compare the effect of 

Instrument Assisted Soft Tissue Mobilization and Strain Counterstrain on Pressure Pain Threshold, 

Muscle Hardness and Neck functions in patients with upper Trapezitis. In the present comparative 

study, total fifty two (52) patients with upper trapezitis with age between 18-40 years were included. 

They were randomly divided into two groups: Group-A (n=26) and Group-B (n=26). Both group received 

conventional treatment, in addition Group-A received Instrument Assisted Soft Tissue Mobilization 

technique and Group-B received Strain Counterstrain technique. Patients were evaluated pre-

intervention (0 week) and post-intervention (3 week) for pressure pain threshold (by means of 

algometer), for muscle hardness (by means of durometer) and for neck function (by means of NPAD). 

Statistical analysis was done by using SPSS 20 version. Significance level was set at p<0.05. Paired ‘t’ test 

as a parametric and Wilcoxon signed rank test as a non-parametric test was applied for intra-group 

comparison and results showed that there were statistically significant difference in mean of PPT,MH 

and NPAD in both the groups during three week intervention period (p<0.05). Independent ‘t’ test as a 

parametric and Mann Whitney U test as anon-parametric test was applied between group comparison 

ABSTRACT 

 

 RESEARCH ARTICLE 

 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

64034 

 

   

 

 

and result showed that there were statistically significant difference between IASTM group and SCS 

group in mean difference of PPT, MH and NPAD during 3 week intervention period (p<0.05).  

Instrument Assisted Soft Tissue Mobilization Technique along with conventional   treatment is more 

effective for improving pressure pain threshold, reducing muscle hardness and improving the neck 

function than Strain Counterstrain technique along with conventional treatment in patient with upper 

trapezitis. 

 

Keywords: Instrument Assisted Soft Tissue Mobilization Technique (IASTM), Strain Counterstrain (SCS), 

Positional release technique (PRT), Trapezitis, Trigger points, Pressure Pain Threshold (PPT), Algometer, 

Durometer, Muscle Hardness (MH), Neck pain and disability scale (NPAD). 

  

 

INTRODUCTION 

 
Trapezitis is defined as inflammation of trapezius muscle. The upper trapezius muscle is known as the postural 

muscle and is highly susceptible to overuse.[1] Even during rest the pain is present and exacerbated by activity; from 

the site of primary inflammation it may be referred to other region.[2] Trapezitis is an inflammatory pain arising 

from the trapezius muscle causing a severe neck spasm.[3] Trapezitis is an inflammation of trapezius muscle which 

involve myofascial pain syndrome, that can be commonly encountered in clinical practice.[4] he prevalence of neck 

pain varies widely in different studies, with a mean point prevalence of 13% (range 5.9%– 38.7%) and a mean 

prevalence of 50% (range 14.2%–71.0%)[5] .Rate of prevalence in male and female in India is 1:10. 3-5% of population 

is affected worldwide[6, 7] . Trapezitis is mainly caused due to stress and tension, repetitive movements, forwarded 

head posture, sitting without back support, working without arm support, prolonged head bending activities, using 

thick pillow, tight pectoralis major muscle, severe neck spasm [8]. 

 

Active trigger points are cause of clinical symptoms and their evoked referred pain is responsible for the patient’s 

pain. Latent trigger points may not be an immediate source of pain, but might produce other muscle dysfunction; i.e. 

fatigue, restricted range of motion and referred pain with muscle contraction or compression.[9] This clinical 

distinction has been strongly substantiated by histochemical findings at the trigger points, since higher level of 

concentration of protons, bradykinin, calcitonin gene-related peptide, substance P, tumor necrosis factor-α , 

Interleukin-1β, serotonin, and norepinephrine have been recently found in active trigger points.[10] Trigger points 

develop in the myofascia, mainly in the center of a muscle belly where the motor endplate enters (primary or central 

TrPs). Those are palpable nodules within the tight muscle at the size of 2-10 mm and can demonstrate at different 

places in any skeletal muscles of the body. When it happens, TrPs are directly associated with 4 myofascial pain 

syndrome, somatic dysfunction, psychological disturbance and restricted daily functioning [11]. 

 

Conventional treatment include Neck isometric exercises whch cause contraction and relaxation of the neck muscles 

thus massaging all the toxins, which are responsible for causing inflammation and strengthen the muscle fibers and 

improve stability of the neck muscles[12, 13] . Various physiotherapy protocols have been advocated in the past like 

rest, heat, ultrasound therapy (UST), microwave diathermy (MWD), transcutaneous electrical nerve stimulation 

(TENS), spray and stretch and post–isometric relaxation in treatment of trapezius spasm. IASTM is a skilled 

myofascial intervention thought to be based upon the rationale by James Cyriax.[14, 15] Unlike the Cyriax approach 

utilizing digital cross friction, IASTM is applied using specially designed instruments to provide a softtissue massage 

or mobilization.[15] The use of the instrument is thought to provide a mechanical advantage for the clinician by 

allowing deeper tissue penetration, vibration feedback sense, and more specific treatment, while also reducing 

imposed stress on the hands.[16Strain Counterstrain (SCS) is the fourth most commonly used osteopathic 

manipulative technique following soft tissue techniques, high velocity low amplitude thrust, and muscle energy 
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technique. [19] It is also known as positional release, SCS is a passive positional technique aimed at relieving 

musculoskeletal pain and dysfunction through indirect manual manipulation. SCS treatment begins by identifying 

diagnosticTPs related to musculoskeletal dysfunction. 

 

Studies have found that trapezius stretching combined with positional release technique (PRT) have been found 

effective in trapezitis, but studies are limited to find which technique is more effective over the other ,due to lack of 

control group. Hence, this study with Research Question whether positional release technique(Strain 

Counterstrain)or IASTM ,have more effect in improving pressure pain threshold and reducing muscle hardness and 

functional disability in subjects with sub-acute trapezitis? Hence, the need of the study is to compare the effect of 

positional release therapy(Strain Counterstrain) and IASTM in the treatment of subacutetrapezitis on pressure pain 

threshold, muscle hardness, and functional disability. 

 

IASTM and Strain counter strain have been effectively used as a treatment protocol in trapezitis patients, but till date 

less comparative studies have been done between IASTM and Strain Counter strain technique. Also there is not 

availability of a standard protocol for patients of upper trapezitis. Hence this study will significantly contribute for 

an effective intervention to reduce muscle hardness and improve pain pressure threshold & neck functions in 

patients with upper trapezitis along with conventional therapy. 

 

AIMS AND OBJECTIVES 

 

• To determine the effect of Instrument Assisted Soft Tissue Manipulation on Pressure Pain Threshold, Muscle 

Hardness and Neck functions in patients with upper Trapezitis. 

• To determine the effect of Strain Counter Strain on Pressure Pain Threshold, Muscle Hardness and Neck functions 

in patients with upper trapezitis.  

• To compare the effect of Instrument Assisted Soft Tissue Mobilization and Strain Counter Strain on Pressure Pain 

Threshold, Muscle Hardness and Neck functions in patients with upper Trapezitis. 

 

METHODOLOGY 
 

Study design is Pre-post Experimental Study. Study population consists of Patients of upper Trapezitis with 18-40 

years of age group. Sampling technique  is Purposive sampling . study duration was of 1 Year.  For sample size 

calculation in this study, the effect size was calculated from the result of the pilot study. The sample size was 

estimated in G Power 3.1.9.2 version with effect size 0.84 and α = 0.05 at 80% power. Sample size calculated was 48, 

with a drop out chances of 10% the total sample size was 52, 26 samples in IASTM group and 26 samples in SCS 

group. 6.6 Study setting included SPB Physiotherapy College OPD and other clinical OPDs of Surat 

 

INCLUSION CRITERIA  

• Both male and female with age group 18 to 40 years.*25+  

• Subjects with acute(7-14 days) and sub-acute(14 days to 3 months) trapezitis.[35]  

• Subjects with unilateral trapezitis.*26+  

• Subjects with <= grade 3 of trapezius muscle tenderness based on ‚tenderness grading scale‛.*26+  

• Presence of active MTrPs identifiable by spot tenderness in a taut, muscular band.[25] 

• Pressure Pain Threshold value should be ≤3 kg/cm2 . *25+ 

 

EXCLUSION CRITERIA  

• Malignancy around neck region*27+  

• A history of neck surgery during the previous 12 months*27+  

• If subject had received trigger point injections in the upper trapezius muscle within the past 6 months and taking 

NSAIDs for trapezitis[27]  
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• Open wounds around neck region*25+  

• Subjects with the traumatic conditions to shoulder region within 6 months*25+  

• Subjects with neurological conditions*25+  

• Skin lesions around neck region*24+  

• Infection or inflammatory edema at MTrPs site*24+  

• Subjects with Cervical Spondylosis 

 

PROCEDURE  

 

The patient were screened on the basis of inclusion and exclusion criteria and their demographic data will be taken 

by an Assessment Performa. Prior to the commencement of the study, detailed procedure of the study was explained 

to the patients and a signed informed consent form was taken from them. Then the subjects were allocated to any of 

the two groups by random allocation using lottery method. Description of the groups are given as follows: GROUP-

A : Conventional treatment + IASTM GROUP-B : Conventional treatment + Strain CounterStrain technique On the 

first day of the first week, baseline measurements of Pressure Pain Threshold, Muscle hardness and Neck Pain and 

Disability Scale (NPAD-G) was taken. 17 

 

OUTCOME MEASURES 

 

1. Pain Pressure Threshold(PPT) was measured using the Algometer[28]. Once an MTP was located, the algometer 

was used to measure the PPT. Progressive pressure at a rate of 1 kg/s was applied. Study subjects were asked to 

indicate when pain was elicited. The mean values from three measurements was recorded. 

 2. Muscle Hardness was measured using the Durometer[22] : The principle used to measure hardness is based on 

measuring the resistance force of the penetration of a pin into the test material under a known spring load. The 

amount of penetration is converted to hardness reading on a scale with 100 units. 

 3. Neck function measured using the Neck Pain and Disability Scale (NPAD-G) Gujarati version[23] : The subjects 

were given a detailed explanation about the Neck Pain and Disability Scale questionnaire.  

 

INTERVENTION : Same Conventional treatment was given to both the groups. Conventional treatment(21) 

included : - Hot-pack [5 min.] was given prior to starting IASTM or SCS technique. - Trapezius muscle stretching [3 

Repetitions with 30 seconds hold] was given after IASTM or SCS technique. - Cryotherapy [10 min. was given in the 

end of the session.  

 

GROUP-A : [IASTM[54] + Conventional treatment[21] ] The patient was in sitting position and the therapist was 

standing behind the patient. The instrument used was of stainless steel device machined into various shapes. 

Emollient was applied to the treatment area to prevent skin irritation. Each session included 1 minute of sweeping 

(longitudinal stroke performed parallel to the muscle fibers similar to an efflurage stroke) with single bevel edge of 

the IASTM tool at 30o - 60o tilt, 1 minute of swivel (pivoting/rotating back & forth similar to manual compression 

with oscillations) with the knob of IASTM tool directly over the MTrP, 2 minute of fanning (one end of instrument is 

held in place & the other end was moved through a semi-circular pattern similar to petrissage) with the convex 

single bevel edge of the IASTM tool and will be conclude with 1 minute of sweeping with IASTM tool. So, the total 

duration of IASTM treatment was of 5 minutes in a session and 2 sessions per week for 3 weeks was given 

 

GROUP-B : [SCS[2] + Conventional Treatment[21] ] The patient  lyed in supine position with therapist standing on 

the affected side; trigger points was located along the upper fibers of the trapezius muscle. Pressure was applied by 

pinching the muscle between the thumb and fingers. The patient’s head was laterally flexed towards the side of 

trigger point and rotated opposite to the side of trigger point, then therapist grasped the patient’s forearm and 

abducts shoulder to approximately 90o a slight flexion or extension of shoulder was added to obtain finetune. The 

ideal position of comfort achieved was held for a period of 90 seconds and followed by a passive return of the body 
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part to an anatomically neutral position continued for 5 minutes in a treatment session and 2 sessions per week for 3 

weeks was given. Post treatment measurement was taken after last session of 3rd week 

STATISTICAL ANALYSIS: The Statistical software named statistical package of social sciences (SPSS) version 20 

(SPSS 20.0) was used for the analysis of the data and Microsoft word 2007 and Excel 2007 was used to generate 

graphs and tables. Descriptive statistical analysis was carried out at 95% confidence interval. Outcome 

measurements analyzed were presented as mean ± SD. Significance was assessed at 5 % level of significance with p 

value set at 0.05; less than this was considered as statistically significant difference. For checking the homogeneity of 

the data, the Levene’s test for equality of variance was done. The data were ensured for their normal distribution 

using numerical (ShapiroWilk Test) and graphical methods (Normal Q-Q Plots). From that some variables followed 

the normal distribution and some followed the non-normal distribution. To convert the non-normal distribution to 

normal distribution, the log transformation was carried out. Then also some variables followed the non-normal 

distribution. So, both the parametric tests and non-parametric tests were performed. Paired‘t’ test as a parametric 

and Wilcoxon signed rank test as a non-parametric test have been used to analysis the variables preintervention to 

post-intervention with calculation of change. Independent‘t’ test as a parametric and Mann Whitney U test as a non-

parametric test have been used to compare the means of variables between two groups with calculation of difference 

between the means. 

 

RESULT 

 
in IASTM group there were 26 subjects with mean age 25.69 years and in SCS group there were 26 subjects with 

mean age 26 years. In table-1, it shows the results of Levene’s test to check the homogeneity of data. It shows 

homogenous distribution of data in both the groups. In table-2, it shows the results of Shapiro-wilk test which is used 

to check normality of data.  Table-3,demonstrates  pre-post mean values of all outcome measures for both group. 

Table 4 shows within group comparision of muscle hardness and neck function in both IASTM and SCS group 

(Paired t test was used) and Table 5 shows within group comparision of Pain Pressure Threshold in both IASTM and 

SCS group (Wilcoxon Signed Ranks Test was used) 

 

DISCUSSION 

 
This study was conducted to compare the effects of Instrument assisted soft tissue mobilization technique and strain 

counter strain technique on upper Trapezitis. In present study pressure pain threshold, muscle hardness and neck 

function were taken as the outcome measures and they were scored by using the algometer, durometer and neck 

pain and disability index, respectively. This study was conducted on 52 subjects with the age group of 18-40 years. 

The mean age of subjects in IASTM group(Group-A) is 25.69 years with 46% male subjects and 54% female subjects 

and the mean age of SCS group(Group-B) is 26 years with 38% male subjects and 62% female subjects. Based on the 

statistical analysis, both group A and B showed a drastic improvement in PPT, MH and NPAD and it has also shown 

significant improvement clinically in pressure pain threshold, muscle hardness and neck function. The refinement 

that occurred in IASTM group may come from its ability to induce tissue micro-trauma. Thus, resulting in the 

regional inflammatory process and increases the release of fibroblast. The fibroblast migration increases collagen 

synthesis and tissues regeneration that speeds up the healing process. In addition, increasing tissue temperature and 

blood flow due to friction between tool and tissue may contribute to improve tissue oxygenation and removal of 

local waste metabolites.18,27]Zeynab et al reported a case study to find out the effects of IASTM technique on upper 

trapezius trigger points. He reported increase in the pain pressure threshold and decrease in disability (NDI) in his 

case study.[34] The results of present study were in line with Motimath et al.,[28] who concluded that IASTM 

technique by using M2T blade is a useful tool which can decrease pain immediately in subjects with upper trapezius 

spasm. Bulbuli et al.,[29] tested the effect of M2T blade on subjects with heel pain and they found reduction in pain 

level and increased activity level. 
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In conventional therapy, we used cryotherapy at the end of the treatment session just to overcome the side effects 

that may appear from IASTM include bruising and soreness. In particular, bruising is a response that appears 

together with bleeding and occurs more readily in soft tissues that have been injured for a longer period of time. 

Bruising and soreness can be controlled with cryotherapy, following IASTM. In addition, there are relative and 

absolute contradictions to IASTM.[30] 

 

In Strain counterstrain technique, the muscles are placed in the greatest comfort position. This causes the relaxation 

of tissue that improves the vascular circulation and removes the inflammatory chemical mediators, thus leads in 

enhancing the symptoms.31] By means of an automatic resetting of muscle spindles, this helps to dictate tone and 

length of the affected tissues by Strain counterstrain technique in pain relief and increasing pain pressure threshold. 

The descending inhibitory pathways are activated with the application of manual intervention techniques.[32]A 

reduction of pain and an increase in neck function of 50%-100% occurred in 19 of 20 patients immediately after SCS 

therapy. The partial improvement was maintained for six months in 11 of 20 patients, and four were still pain-free. 

This technique has been recommended for physical therapy for treatment of pain in tender points of musculature           

[33]. Comparing the mean difference of post PPT value, post MH value and post NPAD value of both the groups, 

then the subjects in group-A who received IASTM and Conventional treatment showed better improvement than the 

subjects in group-B who received SCS and Conventional treatment when both the groups were compared at the end 

of three weeks. 

 

The IASTM technique used in this study was proved superior in improving pressure pain threshold, reducing 

muscle hardness and improving neck function in patients with upper trapezitis comparatively with Strain 

counterstrain technique. The patients reported better results even after the first application of  IASTM technique in 

comparison with the SCS technique and this gain in pain sensitivity and PPT was reinforced after the next two 

applications. Disabling myofascial pain after IASTM application can be theoretically attributed to three main 

mechanisms that have been reported in the literature: a) local temperature and blood flow increase, b) localized 

tissue manipulation and stretch and c) reduction of fascial adhesions and restrictions 

 

CONCLUSION 
 

Statistically IASTM and SCS were equally effective, but when we compared the mean difference values of PPT, MH 

and NPAD then IASTM was proved to be more effective than SCS. Hence, we concluded that the Instrument 

Assisted Soft Tissue Mobilization Technique along with conventional treatment is more effective for improving 

pressure pain threshold, reducing muscle hardness and improving the neck function than Strain Counterstrain 

technique along with conventional treatment in patient with upper trapezitis. Limitation & future scope-the 

evaluation of the effect of therapeutic techniques in the treatment of MTrPs was based only on the assessment 

pressure pain threshold, muscle hardness and neck function. Moreover, the evaluation of the impact of therapeutic 

applications had short-term character and was limited to three weeks that lasted the research. Another significant 

methodological issue that has been recognized as a possible source of measurement errors is the amount of pressure 

exerted through algometer as maintaining a constant pressure rate reported as the most challenging aspect of 

algometer. An ideal study evaluating the effect of various techniques on the reduction of adverse effects of MTrPs 

should assess the therapeutic effect of applied techniques in all the aspects of the functional capacity of the patients 

and must have long-term evaluation and re-evaluation planning 
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Table 1. showstest for homogeneity of data 

Independent Samples Test 

 Levene's Test for Equality of Variances 

 F P value 

GENDER .298 .588 

AGE 1.050 .310 

SIDE 1.406 .241 

PREPPT .335 .565 

PREMH .577 .451 

PRENPAD .810 .372 

 

Table 2. shows tests for normality of data 

Tests of Normality 

 
Shapiro-Wilk test 

Statistic df Sig. 

PREPPT .592 52 .000 

POSTPPT .805 52 .000 

PREMH .964 52 .120 

POSTMH .963 52 .109 

PRENPAD .981 52 .582 

POSTNPAD .952 52 .036 

 

Table 3. demonstrates  pre-post mean values of all outcome measures for both group 

 

 

 

 

 

 

 

 IASTM group SCS group 

PREPPT 1.307692 1.346154 

POSTPPT 4.269231 3.615385 

PREMH 21.03846 20.15385 

POSTMH 8.076923 8.807692 

PRENPAD 35.42308 31.26923 

POSTNPAD 8.615385 9.615385 
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Table 4. shows within group comparision of muscle hardness and neck function in both IASTM and SCS group 

(Paired t test was used) 

 

 

 

 

 

 

 

 

 

Table 5. shows within group comparision of Pain Pressure Threshold in both IASTM and SCS group (Wilcoxon 

Signed Ranks Test was used) 

OUTCOME MEASURES Z value P VALUE 

IASTMPREPPT-POSTPPT -4.572b .000 

SCSPREPPT-POSTPPT -4.722b .000 

 

  

FIG.1Sweeping technique of IASTM FIG.2Swiveling technique of IASTM 

  
FIG.3Fanning technique of IASTM FIG. 4.Strain Counter strain technique 

OUTCOME MEASURES t value P VALUE 

IASTMPREMH-POSTMH 29.099 .000 

IASTMPRENPAD-POSTNPAD 24.824 .000 

SCSPREMH-POSTMH 18.835 .000 

SCSPRENPAD-POSTNPAD 17.087 .000 
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GRAPH-1.demonstrates  pre-post mean values of all 

outcome measures for both group 

GRAPH 2.Between Group Comparison of mean Diff 

of  Ppt, Mh And Npad 
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Urolithiasis or kidney stones is defined as the urinary stone originating anywhere in the urinary tract. 

Urolithiasis plays a significant economic burden in the healthcare system, especially in developing 

countries owing to changes in food habits and lifestyle due to which there has been significantly increase 

in the disease over the last few decades. Medicinal plants are established as renewable sources with 

antiurolitiatic activity. There are many Marketed formulations which are having Antiurolithiatic activity 

as well as many traditional medicinal plants which is primarily used to dissolve urinary stones in the 

kidney or urinary bladder.  So, the Present Review article represents the potential of Some Traditional 

Medicinal plants in the treatment of urinary stones. More Research is needed to develop new Plant 

derived products to treat the formation of kidney stones. 

 

Keywords: Urolithiasis; Medicinal Plants; Anti Urolithiatic activity, Kidney Stones 

  

 

INTRODUCTION 

 
In order to treat infectious and non-infectious, the modern health care system offers a wide range of possibilities. 

However, due to cost and accessibility concerns, a number of these medications have their own drawbacks and are 

not available to the majority of the world’s population. As a result, more than 75% of people, particularly in lower 

income nations, still rely on herbal treatments to address their basic medical needs [1]. Medicinal plants play a 

significant role in the health care of ancient and modern cultures. Ayurveda, the Indian system of medicine mainly 

uses plant-based formulations to treat various human diseases because they contain the components of therapeutic 

ABSTRACT 

 

 REVIEW ARTICLE 

 

mailto:santanubotanist@gmail.com
mailto:santanubotanist@gmail.com
mailto:santanubotanist@gmail.com


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

64044 

 

   

 

 

potential. Plant based drugs are an important source of therapeutic agents because of their abundant availability, 

relatively cheaper cost and non-toxic nature when compared to modern medicine [2]. It is important to consider 

traditional remedies for non-life-threatening conditions including haemorrhoids and urinary stones. Urolithiasis is a 

disorder in which a stoneforms or occurs anywhere in the urinary tract. Urinary stones (calculi) are solid crystalline 

masses that can form anywhere in the renal tract [3]. 

 

Stone formation is one of the painful urologic diseases that occur in around 12% of the global population and its 

occurrence rate in males is 70-81% and 47-60% in female. It is assessed that at least 10% of the population in 

industrialized part of the world are suffer with the problem of urinary stone formation. The occurrence of the renal 

calculi is less in the southern part when compared with other parts. Stone formation usually occur due to insufficient 

urinary discharge, microbial infection in urinary tract, diet with excess oxalates and calcium, vitamin abnormalities 

like vitamin A deficiencies, excess vitamin D, and metabolic diseases like hyperthyroidism, cystinuria, gout, 

intestinal dysfunction etc. Kidney stone formation or urolithiasis is a complex procedure that occurs due to 

imbalance between promoters and inhibitors in the kidneys [4]. 

 

Many medications and remedies have been used during the past many years to treat urinary stones. Generally, in the 

traditional systems of medicine, the majority of the remedies are based on plants and they were proved to be useful 

though the rationale behind their use is not well established through systematic pharmacological and clinical studies 

except for some composite herbal drugs and plants. Pharmacotherapy can reduce the recurrence rate. The use of 

plant products with claimed uses in the traditional systems of medicine assumes importance. In the Ayurvedic 

system of medicine in India, plants which belongs to ‘Pashanabheda’ group are claimed to be useful in the treatment 

of urinary stones. ‘Pashanabheda’ is the Sanskrit term used for a group of plants with diuretic and antiurolithiatic 

activities [5]. 

 

The mechanism of stone formation is a complex process which results from several physicochemical properties 

including supersaturation, crystal nucleation, precipitation, crystal growth, aggregation of crystals and retention of 

urinary stone constituents within tubular cells. There are various types of kidney stones which include cystine 

stones, calcium oxalate stones, calcium phosphate stones, struvite stones and uric acid stones. However, it is evident 

that crystal retention, cell apoptosis, renal cell injury, and associated stone promoters or inhibitors play important 

roles for kidney stone formation [6]. 

 

TYPES OF KIDNEY STONES [7,8,9] 

Calcareous Stones (Calcium containing stones) 

Calcium Oxalate Stones: The most common type of kidney stone which is created when calcium combines with 

oxalate in the urine. Inadequate calcium and fluid intake, as well as other conditions may contribute to their 

formulations. Calcium oxalate stones occur as a result of 

A. Hypercalciuria –This is idiopathic or results from any disorder that induces even mild hypercalcemia. 

B. Hypocitraturia – It is associated with renal lithogenesis. Citrate is an inhibitor of calcium salt formation by 

forming a soluble complex with calcium. It results from causes of intracellular acidosis such as renal failure, 

potassium deficiency, distal renal tubular acidosis, chronic diarrhoeal state and drugs such as acetazolamide. 

C. Hyperuricosuria – It occurs at high purine intake or chronic diarrhoeal disease.  

D. Hyperoxaluria – Oxalate forms an insoluble complex with calcium, resulting in crystal formation. 

 

Calcium Phosphate Stones: It occurs when the kidney loses their ability to lower urinary pH causing calcium 

phosphate super saturation.  

 

Non-Calcareous Stones 
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Uric Acid Stones: This is another common type of kidney stones. High purine intake leads to a higher production of 

monosodium urate may form kidney stones.Uric acid composition seems to be the second most common stone. 

Urinary uric acid exists in an insoluble form at pH ˂ 5.05 and forms crystals. 

 

Struvite Stones: Struvite is a crystalline substance composed of magnesium ammonium phosphate. These stones are 

less common and are caused by infections in the upper urinary tract. 

 

Cystine Stones: When kidney do not reabsorb the cystine properly leads to kidney stones.The stones are greenish 

yellow, flecked with shiny crystallites and are moderately opaque with a rounded appearance. 

 

MECHANISM OF UROLITHIASIS 

The diseased state of urolithiasis becomes apparent only when small stones are retained within the urinary system 

and grow into relevant stones[10]. 

 

Crystallization 

It represents the first phase of urinary stone formation and includes three steps: 

1. Crystal Nucleation 

2. Crystal Growth 

3. Crystal Aggregation 

 

Crystal Nucleation 

The nucleation is a process of formation of a solid crystal in solution. Generation of a crystal can occur by 

homogenous nucleation when supersaturation allows organization of the atoms into the appropriate lattice. 

However, heterogenous nucleation occurs within complex mixtures in which proteins provide patterns on their 

surface to organic molecules for the formation of the crystal lattice11.Nucleation may occur in renal tubules, bladder 

walls, normal or damaged cells or at interstitial cells[12,13]. 

 

Crystal Growth 

After nucleation, crystal growth is the next major step of stone formation. In this process, several atoms or molecules 

in supersaturated liquid starts to form crystals[14]. 

 

Crystal Aggregation 

Aggregation is an important step of stone development and is commonly defined as a process in which crystals 

agglomerate and form a larger multicomponent particle in free solution. Aggregation of particles in solution is 

determined by a balance of forces including both aggregating and disaggregating effects[15]. 

 

Stone Retention 

After the crystallization process is complete, the retention of urinary stones within the urinary stones within the 

urinary system is an important step in the development of the diseases[16]. Four different possible modes of stone 

retention have been identified in the fixed particle hypothesis:  

1. Growth over white interstitial plaque 

2. Growth over Bellini duct plugs 

3. Formation of microliths within collecting ducts 

4. Formation in free solution within renal collecting system. 

 

MARKETED HERBAL FORMULATIONS USED IN THE TREATMENT OF UROLITHIASIS 

There are many Marketed formulations which are having Anti urolithiatic activity, some of them are: 

1. Cystone (Himalaya Drug Company, India) 

2. Calcuri (Charak Pharmaceuticals, Bombay, India) 

3. Chandraprabhabati (Baidyanath, India) 
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4. Kidney Detox (Foresta Organics, India) 

5. Gokhru Tablets 

6. Chywanprash (Organic India) 

7. Nerunjil Powder 

8. Neeri Syrup 

These formulations have been widely used to dissolve urinary calculi in the kidney and urinary bladder. 

Trinapanchamool consisting of five herbal drugs was found to be effective in preventing the formation and 

dissolving the pre formed stones[17]. 

 

PROMINENT MEDICINAL PLANT SPECIES OF FAMILY LAMIACEAE HAVING ANTI UROLITHIATIC 

ACTIVITY 

Mentha Piperita 

 

Part used: Stem, leaves, flowers 

Mentha species are used for their flavouring and medicinal properties widely throughout different countries of the 

world. It is one of the most economically important aromatic and medicinal crops. It is commonly known as 

Peppermint, Brandy mint, Candy mint, Lamb mint, Balm mint, pudina.  

The plant is a strongly scented, perennial, glabrous, herb 30-90cm in height. The square stems are usually reddish-

purple and smooth. The leaves are short 2.5-5cm long, oblong-ovate and serrate. The flowers are purple-pinkish and 

appear in the summer months. The plant has runners above and below ground. It is native of Europe, Canada and 

US and have been naturalized in many parts of India[18]. 

 

Chemical Composition: The major constituent reported is volatile oil of which the principal component is usually 

menthol, together with neomenthal and isomenthal. Other monoterpenes include menthone, menthyl acetate, 

menthofuran, cineol, limonene. Monoterpenes like pinene, terpinene, myrcene, caryophylldene, piperitone, 

piperitinone, pulegone, eugenol, menthone, isomenthone, carvone, cadinene, dipentene, linalool, ocimene, sabinene, 

terpinolene, fenchrome[19]. 

 

Anti Urolithiatic activity: The present study aims to establish the scientific rationality of anti-urolithiatic activity by 

in vitro Calcium oxalate crystallization studies; that is, nucleation, aggregation and oxalate depletion assays and in 

vivo ethylene glycol–induced urolithiasis model in the male albino rats. Peppermint contains rich source of bioactive 

compounds and has traditionally been used in the treatment of lithiasis[20]. 

 

In vitro Crystallization Assay 

Nucleation assay: The effects of Calcium oxalate crystallization were studied by nucleation assay. The solutions of 

calcium chloride and sodium oxalate were prepared in Tris-HCL and NaCl buffer at pH 6.5. Different dilutions of 

cystone and extract were prepared in distilled water. One milliliter of each dilution (100- 1000 μg/mL) of extract and 

cystone was mixed with calcium chloride and then sodium oxalate solution was added in each dilution. These 

dilutions were incubated in oven at 37°C for half an hour then cooled down to room temperature. Optical density 

was measured using spectrophotometer. 

 

Aggregation assay: The effects of extract on the aggregation of Calcium oxalate crystals were studied. Calcium 

chloride and sodium oxalate solutions were prepared separately and then mixed together. This mixture was heated 

in water bath at 60°C, for an hour and then incubated overnight in oven at 37°C. After drying this mixture, Calcium 

oxalate crystal solution (80 mg/100 mL) was prepared in 0.05 M TrisHCl and 0.05 M NaCl buffer at pH 6.5. One 

millimeter of each of the dilution of extract and cystone was mixed and vortexed with 3 ml of Calcium oxalate 

solution. The mixture was incubated in oven at 37°C for half an hour. Optical density was recorded on 

spectrophotometer at 620 nm[21]. 

 

Tailor  and  Syan 

 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

64047 

 

   

 

 

Animal Model of Urolithiasis: Experiments are performed with Wistar albino rats under 100,300,500 mg/kg doses 

along with lithogenic regimen. 

 

Urine Analysis: At the end of 21st day animals are placed in metabolic cages for the collection of urine samples. 24h 

urine samples are collected for biochemical analysis, such as urine volume, urine pH, and the levels of uric acid, 

magnesium, calcium, phosphate, and total protein levels are determined. 

 

Kidney Homogenate Analysis: Kidney homogenate analysis is performed by the end of prophylactic model, whole 

kidney is separated and washed. Kidney homogenate is prepared by dissolution of 1gm of kidney tissue in 10ml of 

0.1M chilled phosphate buffer saline at pH of 7.4 followed by homogenization. The tissue homogenate was then 

centrifuged at 10000 rpm at 4 degree for 10-15 minutes and the supernatant is separated and stored at -20degree for 

analysing the levels of protocols. 

 

Serum Analysis: The rats are anesthetized by using combination of ketamine and blood is collected through retro-

orbital method and through cardiac puncture. Serum is separated and analysed for blood urea nitrogen and 

creatinine levels [22]. 

 

Ocimum Sanctum 

Part used: Stem, Leaves, Seeds 

Tulsi (holy basil in English) is an exceptionally adored culinary and restorative fragrant herb that is indigenous to the 

Indian subcontinent and been utilized inside Ayurvedic medication over 3000 years. In the Ayurveda framework 

tulsi is frequently alluded to as a "Solution of Life" for its mending powers and has been known to treat a wide range 

of basic wellbeing conditions. It is an erect, much stretched sub bush 30-60cm tall with furry stems and basic inverse 

green leaves that are unequivocally scented. Tulsi assumes a crucial job in our regular daily existence and is 

supposed to be the sovereign of natural plants. Tulsi is an erect pleasant-smelling bush which develops up to a 

stature of 3 - 5 feet[23]. 

 

Chemical Constituents:The leaf volatile oil containseugenol (also called eugenic acid), urosolic acid carvacrol, 

linalool, limatrol, caryophyllene, methyl carvicol while the seed volatile oil have fatty acids and sitosterol; in 

addition, the seed mucilage contains some levels of sugars and the anthocyans are present in green leaves. The 

sugars are composed of xylose and polysaccharides. Although Tulsi is known as a general vitalizer and increases 

physical endurance, it contains no caffeine or other stimulants. The stem and leaves of holy basil contain a variety of 

constituents that may have biological activity, including saponins, flavonoids, triterpenoids, and tannins, Rosmarinic 

acid, apigenin, cirsimaritin isothymusin and isothymonin. Two water-soluble flavonoids:Orientin and Vicenin have 

shown to provide protection against radiation-induced chromosomal damage in human blood lymphocytes [24]. 

 

Medicinal Properties: Tulsi is antispasmodic, appetizer, carminative, galactagogue, and stomachic. It is used for 

stomach cramps, gastric catarrh, vomiting, intestinal catarrh, constipation, and enteritis. It had been sometimes used 

for whooping cough as an antispasmodic. Tulsi has antioxidant properties and reduces blood glucose levels. Thus, it 

is useful for diabetics. Tulsi reduces total cholesterol levels. Thus, it is useful for heart disease patients.Tulsi reduces 

blood pressure. Tulsi plant has many medicinal properties. The leaves are nerve tonic and also sharpen memory. 

They promote the removal of the catarrhal matter and phlegm from the bronchial tube. The leaves strengthen the 

stomach and induce copious perspiration. The seed of the plant are mucilaginous. Fever and Common Cold: The 

leaves of basil are specific for many fevers. During the rainy season, when malaria and dengue fever are widely 

prevalent, tender leaves, boiled with tea, act as preventive against these diseases.  

 

Nutrition Value :  Contain vitamin C, A and minerals like calcium, zinc and iron, as well as chlorophyll and many 

other phytonutrients. Also enhances the efficient digestion, absorption and use of nutrients from food and other 

herbs. Protein: 30 Kcal, 4.2 g; Fat: 0.5 g; Carbohydrate 2.3 g; Calcium: 25 mg; Phosphorus 287 mg; Iron: 15.1 mg and 

Edible portion 25 mg vitamin C per 100 g. 
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Anti Urolithiatic Activity:  Ocimum sanctum is effective against the kidney stone. Juice of Tulsi and honey is most 

effective against kidney stones and if it taken regularly 6 months once a day it will expel them via the urinary 

tract[25].Ocimum sanctum hydroalcoholic extract can effectively inhibitthe nucleation, growthas  well  as  aggregation  

of   Calcium oxalate  crystallization  process.  Hence, it can be used as a phototherapeutic agent to manage 

urolithiasis at its early stage and can be effective to reduce the chancesof its reoccurrence[26]. 

 

CONCLUSION 
 

For Optimum patient treatment and protection, scientific research to explore possibly potential benefits of herbal 

plants is extremely important. The present review article demonstrated the curative potential of urolithiasis or 

kidney stones using traditional medicinal plants and herbal marketed formulations. The aim of this study is to 

Review the Mechanism of kidney stones and represent the medicinal plants belonging to the family Lamiaceae used 

in Anti urolithiatic activity. More Research is needed to develop New plant derived products to treat the formation 

of kidney stones. 
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Adhesive capsulitis is a condition marked by persistent pain, active and passive inability leading to 

functional inadequacy at shoulder. It results from contraction of the glenohumeral capsule which adheres 

to the head of the humerus. External rotation of the shoulder is the most restricted movement followed 

by abduction and internal rotation. Combination release is a Myofascial Release technique in which 

Gross Myofascial Release and Focused Myofascial Release techniques are combined. Stretching 

interventions can be used less frequently at high intensity levels to enable time for tissue recovery. In this 

study there were total of 30 individuals with adhesive capsulitis who had age between 40-65 years was 

randomly divided 15 into group A with Gross MFR combined with Focused MFR and 15 into group B 

with Capsular stretching. Intervention was given for 5 days per week for 3 weeks. Outcome measures 

were NPRS,SPADI and Goniometry. Statistically within Group both groups had a significant difference 

in outcomes (p<0.05) but no significant difference between groups in outcomes. Gross Myofascial Release 

combined with Focused Myofascial Release versus capsular Stretch were found to be beneficial in 

decreasing pain, improving functional activities, and increasing range of motion in people with adhesive 

capsulitis shoulder. 

 

Keywords: - capsular stretching, gross Myofascial release combined with focused Myofascial release, 

range  of motion, adhesive capsulitis, SPADI, NPRS. 
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INTRODUCTION 

 
Adhesive capsulitis is a condition marked by persistent pain, Active and passive inability leading to functional 

inadequacy at the Shoulder. Because of thickening decreased volume of the glenoid capsule and contractures in the 

glenohumeral joint capsule [1]. It results from the contraction of the glenohumeral capsule which adheres to the head 

of the humerus [2]. Patients usually have a history of debilitating pain and progressive limitation of glenohumeral 

movements. External rotation of the shoulder is the most restricted movement followed by abduction and internal 

rotation [3,4]. although a multitude of factors may contribute to the development of a frozen shoulder, the actual 

cause is unknown. Studies have revealed clinical manifestations, duration, and diagnosis. Although it affects 2-5 per 

cent of the general population, it affects females in the age group of 40 and 70 more than males. Primary and 

secondary are the two types. Idiopathic frozen shoulder is a condition in which the cause is unknown. Trauma, 

inactivity, rotator cuff injuries, hyperglycaemia, biceps inflammation, heart attack, neurological event, mental 

illnesses, and post-surgical considerations are some of the most common causes of shoulder pain. The pain is usually 

constant, worst at night. The glenohumeral capsule, which is irritated and inflexible, restricts motion and can cause 

persistent pain [1]. 

 

Though the exact cause remains unknown, Adhesive capsulitis is associated with various precipitating factors. 

Studies have shown that people who are elderly, females, with diabetes mellitus and abnormal lipid profiles have an 

increased risk of developing Adhesive capsulitis. There are trigger points surrounding the shoulder joint in adhesive 

capsulitis. Trigger points in the Myofascial system tender patches can be found in taut bands of stiffened muscle that 

are always tender and prevents the muscle from fully extending, resulting in muscle weakening [5]. Trigger spots in 

the internal rotator, shoulder abductor, and scapula protector musculature are common in adhesive capsulitis [6]. 

 

Muscle release or Myofascial trigger point release is a technique for treating chronic uncomfortable muscle spasms 

and increasing range of motion. It involves applying deep pressure to areas of local soreness [7,8]. Myofascial release 

(MFR) is a technique that focuses on releasing mobility constraints that arise in the body's soft tissues. It's a type of 

soft tissue therapy that aims to diminish pain and increase movement in people who have been experiencing severe 

long-lasting pain [9]. MFR is a form of physical therapy that involves applying a low-load, long-duration stretch to 

the Myofascial system to restore appropriate length, reduce discomfort, and improve function. Myofascial release is 

used as a treatment in many conditions [10]. Combination release is a Myofascial Release technique in which Gross 

Myofascial Release and Focused Myofascial Release techniques are combined. Gross Myofascial release uses the first 

stretch to the muscle is provided via an arm or leg pull approach, whereas guided Myofascial release concentrates on 

a particular muscle. The Subtle mal alignments that cause the patient's difficulties are recognized and released by 

focusing on lesser constraints within the Myofascial unit [9]. Patients with adhesive capsulitis benefit from capsular 

stretching because it reduces pain and improves function [10]. Stretching is a therapeutic procedure that aims to 

promote soft tissue mobility and, as a result, improve range of motion by stretching components that have become 

shortened and hypo mobile over time. Manual stretching and self-stretching have been demonstrated to be beneficial 

in people with hypomobility. Stretching increases the range of motion by extending soft tissue structures beyond 

their natural length. The result of direct intervention by the therapist is not the same as the result of self-stretching by 

the patient [11]. 

 

METHODOLOGY 
 

The type of study conducted was an experimental study. This study was approved by The Institutional Ethics 

Committee for Human Research- Sainath Hospital, Ahmedabad (Reg. No: -EC/NEW/INST/2021/1983). Written 

informed consent was obtained and acknowledged from all the participants and was ensured that their identity was 

not revealed. The study was carried out in Sainath hospital, bopal, Ahmedabad, and rotary physiotherapy club, JK 

Orthopedic Hospital, Himmatnagar. 
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Subjects were selected based on inclusion criteria. In this study, 40 to 65 years individuals with adhesive capsulitis 

were included. There were 17 males and 13 females. Then all subjects were randomly divided into two groups. 

Group A had 15 subjects were treated with Gross MFR combined with Focused MFR and the rest 15 subjects 

included in Group B were treated with the capsular stretching technique. 

 

INCLUSION CRITERIA:- 

 40-65 years old both male and female [12] 

 Difficulty in reaching behind back [13] 

 Clinically diagnosed Adhesive capsulitis [12] 

 Restriction of shoulder movement (above 60 degrees of flexion and Abduction, 30 degrees of internal 

rotation, and 20 degrees of external rotation) [13] 

 Adhesive capsulitis stage 2 and stage 3 [14] 

 Tenderness over Deltoid, Trapezius, Pectoralis major and minor [12] 

 Unilateral adhesive capsulitis [12] 

  

EXCLUSION CRITERIA 

 If they mentioned a dislocation, recent trauma, or a fracture at the cervical and shoulder  
 Any other shoulder pathologies like soft tissue lesions [12] 

 

INTERVENTION 

Eligibility was confirmed and then the baseline measures were taken. The outcome measures reported in this study 

were the Numerical pain rating scale, range of motion by a universal goniometer, and Shoulder pain and disability 

index scale. All the individuals were treated 5 days per week for 3 weeks. Baseline values for all the outcome 

measures were taken and post-intervention after 3 weeks. In the initial evaluation session, the adhesive capsulitis 

individuals were interviewed and the baseline outcomes of GH joint external rotation and abduction were obtained. 

 

GROUP A:- Gross Myofascial release combined with Focused Myofascial release with Conventional therapy 

The patient was in a supine posture, and the first stretch was performed using an arm pull technique based on 

feedback from the patient's tissue. The arm was abducted to its maximum extent, and the pull was applied by the 

therapist gripping the patient's wrist with one hand. The stretch was held for 90 seconds each. After that Focused 

MFR on small restrictions within the Myofascial unit. It was provided for the Pectoralis major and minor muscles, as 

well as the deltoid and trapezius muscles.5 repetitions were held for 90second. The total duration was 10 to 15 

minutes. 

 

GROUP B:- Capsular Stretch with Conventional therapy 

15 subjects was treated with capsular stretching                                          

1. ANTERIOR CAPSULAR STRETCHING:- 

The patient was standing with his elbow in 90 degrees of flexion and 0 degrees of abduction. A door frame was 

pressed on the anterior forearm. The patient then progressively rotates their body away from the door frame, 

creating an external rotation force, which was held for 10 seconds. 

2. POSTERIOR CAPSULAR STRETCHING:- 

The therapist stretches the back of the problematic shoulder by grabbing the elbow of the concerned arm across the 

chest and holding it for 10 seconds. 

3. INFERIOR CAPSULAR STRETCHING:- 

The therapist extends the affected arm above head with the elbow bent and the arm straight forward, stretching it 

higher overhead and holding the stretch for 10 seconds. 

 

DURATION: - The patient was advised to sustain the stretch for 10 seconds and then repeat the process five times 

over the course of three weeks. 
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CONVENTIONAL THERAPY:- 

· Anterior and posterior glide for shoulder joint 3 sets of 10 repetitions each side 

· Interferential current therapy frequency 4100Hz for 10 minute 

· Wand exercise 

· Pendulum exercise 

· Finger ladder exercise 

· Towel exercise 

Each exercise should be repeated 10 times. For three weeks, and worked five days a week. 

 

OUTCOME MEASURES:- 

The shoulder RANGE OF MOTION was measured for shoulder flexion, abduction, and internal and external 

rotation with a universal goniometer. Shoulder flexion and abduction were measured in the supine position while 

shoulder internal and external rotations were measured with the shoulder at 90 degrees of abduction [15]. 

 

THE SHOULDER PAIN AND DISABILITY QUESTIONNAIRE is a self-administered questionnaire. Five questions 

about the severity of an individual's pain are included in the pain component. The functional activities component 

consists of eight questions meant to assess how difficult it is for an individual to perform various daily activities that 

require the use of the upper extremities. The SPADI is the only reliable and valid shoulder measurement[16]. 

NPRS(numerical pain rating scale between 1 to 10 where 1 is minimal pain and 10 is maximum pain), In this the 

patient is asked to make pain ratings, relating to  current good and worst pain experienced over the past 24 hours. 

These ratings represent the patient’s level of pain over the previous 24 hours [17]. 

 

STATISTICAL ANALYSIS:-To check the improvements of these two treatments statistical analysis were done with 

statistically package of social science (SPSS 26). Statistically significant was set at p<0.05. 

 

RESULTS 
  

The NPRS, ROM, and SPADI Percentage across baseline and 3rd week follow up showed a significant improvement 

statistically in their mean score within group A and group B. Statistically Gross Myofascial release combined with 

focused Myofascial with conventional therapy and capsular stretching with conventional therapy groups are equal in 

comparison. The Abduction mean value of Group A was 130.53 17.029 and of Group B was 123.13 17.972 with a p-

value was o.257.The external rotation means the value of Group A was 60.87 10.836 and of Group B was 55.20 12.667 

with a p-value was 0.199. In SPADI the disability components having a mean value of Group A was 30.00 12.950 and 

Group B have 37.40 16.677 with a p-value was 0.186. The NPRS mean value of Group A was 4.00 1.195 and of Group 

B was 4.27 0.961 with a p-value was 0.506. There is no significant difference between Group A and Group B. They are 

significantly equal. 

 

DISCUSSION 
 

The purpose of this study was to see how gross Myofascial release combined with focused Myofascial release affect 

people with adhesive capsulitis in compare to capsular stretch. Gross Myofascial release combined with focused 

Myofascial release and capsular stretch had a considerable effect in adhesive capsulitis, according to the findings of 

this study. The result show there was significant difference in improvement of pain and ROM in both Gross 

Myofascial release combined with focused Myofascial release and capsular stretching. Relaxation in pain due to MFR 

technique can be assigned by one of the concept of MFR is that loose the tightness which is leading to weakness. Both 

Biomechanical and neural reflexive element are responsible for this concept. The hands-on method in this provides 

afferent stimulation via receptors. This strategy of gross Myofascial release coupled with focused Myofascial release 

leads to rigid connective tissue loosening when sensory excitation by extension is applied and the operator allows for 

efferent suppression to happen [18]. 
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In a previous study on frozen shoulder patients, author used gross Myofascial release, focused Myofascial release, 

Maitland mobility, and conventional therapy. They found that combining MFR treatment with traditional treatment 

will provide additional benefits and a speedier recovery in adhesive capsulitis subjects. This had comparable effects 

to the current study, where treating trigger points reduced discomfort and increased range of motion [12]. High-

grade mobilization was found to be more helpful than capsular stretching in the study. This is in line with the 

findings of a study by H.B.Sivkumar, who found that high-grade mobilization combined with active exercise is more 

beneficial than capsular stretching combined with active exercise [19]. 

 

Another author studied observed posterior capsular stretch on adhesive capsulitis patients with traditional manual 

therapy and electrotherapy. They discovered that posterior capsular stretch coupled with mobilization is more 

beneficial in enhancing ROM and lowering functional disability. This had similar effects to the current trial, in which 

ROM therapy increased ROM and decreased discomfort [14]. 

 

Dr. SwagataPatangarkar et al. conducted a study on the comparison of sustained inferior capsular stretching and 

passive joint mobilization in Adhesive capsulitis patients, in which sustained inferior capsular stretching with heat 

and cryotherapy and passive mobilization with heat and cryotherapy were given to two separate groups. They 

conclude that continuous inferior capsular stretching is superior to passive mobilization in terms of improving ROM 

and pain reduction [20]. One study of frozen shoulder patients, author compared the efficiency of scapular 

mobilization, manually posterior capsule stretching, and a relationship between two variable techniques. In one 

group, they received scapular mobilization, while in the other; they received manual posterior capsule stretching. 

The results demonstrated that both scapular mobilization and manual posterior capsule stretching were important in 

enhancing acute joint range of motion [21] 

 

CONCLUSION 

Gross Myofascial Release combined with Focused Myofascial Release versus capsular Stretch was found to be 

beneficial in decreasing pain, improving functional activities, and increasing range of motion in people with 

adhesive capsulitis shoulder in a three-week therapy program. Statistically, within Group comparison there was a 

significant difference in outcome measures but there was no significant difference between group comparisons. 

 

LIMITATION 

This study was included Short term treatment duration.  

 

FURTHERRECOMMENDATION 

It can be compared with other techniques like IASTM or Dry needling, Friction Massage, Ischemic compression. 

Strength of muscles can be assessed.  
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Given below are the tables for within the group and between the group comparison in Group A which is Gross 

Myofascial release and Group B which is capsular stretch. 

 

Table: 1. Comparisons within Group A and Group B 

Paired t test 

OUTCOME GROUP PRE MEAN±SD POST ±MEAN SD P value 

ABDUCTION GROUP A 97.53±7.818 130.53±17.029 <0.05 

 GROUP B 95.53±15.195 123.13±17.972 

EXTERNAL ROTATION GROUP A 44.80±15.474 60.87±10.836 

 GROUP B 40.47±13.212 55.20±12.667 

NPRS GROUP A 7.20±1.521 4.00±1.195 

 GROUP B 7.20±1.207 4.27±.961 
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SPADI GROUP A 76.80±12.417 30.00±12.950 

 GROUP B 75.60±15.380 37.40±16.677 

 

Table: 2. Comparisons between Group A and Group B 

INDEPENDENT t test 

MEASURES GROUP MEAN±SD P value 

ABDUCTION GROUP A 130.5333±17.02883 .257 

 GROUPB 123.1333±17.97167 .257 

EXTERNAL ROTATION GROUP A 60.8667±10.83557 .199 

 GROUP B 55.2000±12.66717 .199 

NPRS GROUP A 4.0000±1.19523 .506 

 GROUP B 4.2667± 96115 .506 

SPADI GROUP A 30.0000±12.95046 .186 

 GROUP B 37.4000±16.67676 .186 

 

  
Fig.1. Abduction and External Rotation of Group A and 

Group B pre post mean 

Fig.2. NPRS and SPADI Group A and Group B pre post 

mean 
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In real world situations, Linear Fractional Programming Problem[LFPP]  has inspired several researchers  

due to its  application in engineering, business, production planning, marketing, finance, economics , 

health care, hospital planning and in various research domains. Pentagonal  Neutrosophic Fuzzy 

Number (PNFN) plays an important role to measure  the vagueness ,hesitation  and uncertain  

information . In this , we have provided  an efficient  ranking method  for solving  LFPP  by using  

Simplex technique and a  ranking method. Here, we represent the coefficients of both the constraints  and  

the objective function  alone as  PNFN.Further, an illustrative numerical examples were  shown to  

enumerate  our  proposed method. Further, comparison  table  and multiple bar diagram was  performed  

with some of the  available methods  to  prove that our  proposed method is higher optimized. 

 

Keywords - Fuzzy numbers, Neutrosophic Fuzzy numbers, Pentagonal Neutrosophic Fuzzy 

Numbers[PNFN], Linear Fractional Programming.  

  

 

INTRODUCTION 

 
In real life world situations, several methods  exist for solving  LFPP . Zadeh(1965) [11]  introduced  fuzzy set theory 

.Dubois  and  Prade [5] introduced many  types of operations on  fuzzy numbers .Several researchers so far 

introduced different types of fuzzy numbers  to measure the vagueness of the existing problems using  triangular 

fuzzy number [6],trapezoidal fuzzy number[4] and pentagonal fuzzy number [2,7]  with its membership functions   

as they have  got more applications[10] in risk analysis and reliability. Later Sapan Kumar Das et.al.,[8]  introduced a 
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dual simplex method to solve  LFPP using Triangular Neutrosophic Number. Further ,Abdel-Basset et.al.,[1] 

proposed a  new technique with trapezoidal neutrosophic number for solving Linear programming problem[LPP].In 

this paper ,we  solve LFPP by using  PNFN to get a better result using the proposed new ranking method. Here, 

ranking of  PNFN plays an important role  in solving LFPP and  gives the  best solution. Further, an efficient ranking  

method to convert into a crisp number was presented and also  explained through numerical examples.In addition, 

we  made  a comparison between the proposed method optimal solution with other existing method solutions. Here, 

we consider LFPP in which coefficients of both the constraints and the objective functions except the decision 

variables  are considered as  Pentagonal Neutrosophic Fuzzy Number[PNFN].First  LFPP  was  decomposed  into  

two  Linear  programming problems[LPPs]  and then the  decomposed  LFPP is converted  into crisp LPPs using the  

ranking method. To get  the  optimal  solution, we put the resultant  function in the standard form of LPP and  finally 

,the problem is solved by our proposed method. 

 

PRELIMINARIES 

 Some basic definitions involving Pentagonal Fuzzy Number, Pentagonal Neutrosophic  Fuzzy Number, its Score 

Function and  Arithmetic  Operations on  Pentagonal Neutrosophic Fuzzy Number are outlined in this section.  

 

Definition 2.1 - Pentagonal   Fuzzy Number [2]: 

A fuzzy number A=( p1 , 𝑞1 ,𝑟1 ,𝑠1 , 𝑡1) is called  pentagonal fuzzy number ,if its membership function is given by  

μ
𝐴

(𝑥) = 

 
 
 
 
 

 
 
 
 

0         , 𝑝1 ≤ 𝑥, 𝑡1 ≤ 𝑥
𝑥−𝑝1

𝑞1−𝑝1           
 , 𝑝1 ≤ 𝑥 ≤ 𝑞1

𝑥−𝑞1

𝑟1−𝑞1           
  , 𝑞1  ≤ 𝑥 ≤ 𝑟1

1,           𝑥 = 𝑟1
𝑠1−𝑥
𝑠1−𝑟1           

, 𝑟1 ≤ 𝑥 ≤ 𝑠1

𝑡1−𝑥

𝑡1−𝑠1           
,𝑠1 ≤ 𝑥 ≤ 𝑡1

     

 

Definition 2.2 - Pentagonal Neutrosophic Fuzzy Number [3]: 

Pentagonal  Neutrosophic Fuzzy Number denoted by  𝑎   is a subset of  a neutrosophic  number in R  

with the   following truth membership function, indeterminacy membership function  and falsity 

membership function  given  by   𝑎  = < (p1 , 𝑞1 ,𝑟1 ,𝑠1 , 𝑡1); 𝛼𝑎  , Ѳ𝑎  ,𝛽𝑎  > where 𝛼𝑎  , Ѳ𝑎  , 𝛽𝑎  ∈ [0,1]. The 

truth  membership function   T: R → [0, 𝛼𝑎 
], the indeterminacy  membership function  I: R→ [Ѳ𝑎 , 1] 

and the falsity membership function   F : R → [𝛽𝑎 , 1] are defined as follows 

𝑇(𝑥) =

 
 
 
 
 
 
 

 
 
 
 
 
 

       0 ,       p1 ≤ 𝑥, 𝑡1 ≤ 𝑥
𝛼𝑎 (𝑥 − p1)

(𝑞1 − p1)
           

, p1 ≤ 𝑥 ≤ 𝑞1

𝛼𝑎 (𝑥 − 𝑞1)

(𝑟1 − 𝑞1)
           

  , 𝑞1  ≤ 𝑥 ≤ 𝑟1

𝛼𝑎         ,           𝑥 = 𝑟1

𝛼𝑎 (𝑠1 − 𝑥)

(𝑠1 − 𝑟1)
           

, 𝑟1 ≤ 𝑥 ≤ 𝑠1

 𝛼𝑎 (𝑡1 − 𝑥)

(𝑡1 − 𝑠1)
           

, 𝑠1 ≤ 𝑥 ≤ 𝑡1
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I(𝑥) =

 
 
 
 
 

 
 
 
 

       0 ,       p1 ≤ 𝑥, 𝑡1 ≤ 𝑥
Ѳ𝑎 (𝑥−p1)

(𝑞1−p1)
           

, p1 ≤ 𝑥 ≤ 𝑞1

Ѳ𝑎 (𝑥−𝑞1)

(𝑟1−𝑞1)
           

  , 𝑞1  ≤ 𝑥 ≤ 𝑟1

Ѳ𝑎         ,           𝑥 = 𝑟1
Ѳ𝑎 (𝑠1−𝑥)

(𝑠1−𝑟1)
           

, 𝑟1 ≤ 𝑥 ≤ 𝑠1

Ѳ𝑎 (𝑡1−𝑥)

(𝑡1−𝑠1)
           

, 𝑠1 ≤ 𝑥 ≤ 𝑡1

  

     and                                      𝐹(𝑥) =

 
 
 
 
 

 
 
 
 

       0 ,       p1 ≤ 𝑥, 𝑡1 ≤ 𝑥
𝛽𝑎 (𝑥−p1)

(𝑞1−p1)
           

, p1 ≤ 𝑥 ≤ 𝑞1

𝛽𝑎 (𝑥−𝑞1)

(𝑟1−𝑞1)
           

  , 𝑞1  ≤ 𝑥 ≤ 𝑟1

𝛽𝑎        ,           𝑥 = 𝑟1
𝛽𝑎 (𝑠1−𝑥)

(𝑠1−𝑟1)
           

, 𝑟1 ≤ 𝑥 ≤ 𝑠1

 𝛽𝑎 (𝑡1−𝑥)

(𝑡1−𝑠1)
           

, 𝑠1 ≤ 𝑥 ≤ 𝑡1

  

 

Definition 2.3 - Score function [2]: 

Let  𝑎  = < (p1 ,𝑞1 , 𝑟1 , 𝑠1 ,𝑡1); 𝛼𝑎  , Ѳ𝑎  ,𝛽𝑎  > be the Pentagonal  Neutrosophic Fuzzy Number, then the special ranking of 

Pentagonal  Fuzzy Neutrosophic Number  called Score function is defined as  follows     

S (𝑎  )  =  
1

15
  p1 + 𝑞1 + 𝑟1 + 𝑠1 + 𝑡1  𝛼𝑎 +  1 − Ѳ𝑎  +  1 − 𝛽𝑎    

Definition 2.4 - Arithmetic Operations on Pentagonal Neutrosophic Fuzzy Numbers [PNFNs] [3]: 

Addition of   two PNFNs: 

 

           

 

 

 

then the addition of   two PNFNs is given by,  

 

 

 

  Subtraction of two PNFNs 

 
  then the  subtraction of   two PNFNs is given by, 

 

 

Multiplication of two PNFNs  
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PROPOSED METHOD  

 

In this proposed method, first we have formulated  a  LFPP   based on real world situations and the essential factors 

are used in the descriptions of the objective function and constraints. We introduced  a new  method for solving 

LFPP where all the coefficients in the objective function  and  constraints are  PNFN except the decision variables and 

also to find the most optimal value of the objective function.   

Consider  LFPP  as  below   

Max (or )Min 𝑧 𝑥 =  
𝑧1(𝑥)

𝑧2(𝑥)
    

 

Subject to   𝑥  T                                                                                                             (1) 

where   the objective functions  𝑧1(𝑥) and 𝑧2(𝑥) are   linear functions and the set T is defined as   T = { 𝑥/𝐴𝑥 ≤ 𝐵, 𝑥 >

0} .Here A is  fuzzy matrix. 

 

Step-1:We  consider  the  LFPP  with m constraints and n variables  as  below 

 

Max (or)Min 𝑧 𝑥 =  
 c j

𝑛
𝑗 =1 𝑥𝑗 +𝛼

 𝑑𝑗
𝑛
𝑗=1 𝑥𝑗 +𝛽

                                                                                                      (2) 

   Subject to      𝑎𝑖𝑗
𝑚
𝑖=1 𝑥𝑗 ≤ 𝑏𝑖   

      𝑥𝑗 ≥ 0  where   𝑗 = 1,2, … , 𝑛.                                                                                               

 

Step-2: In the  above  , we  represented  all the coefficients in  objective function  and  constraints  as PNFN  like 

below  

Max (or )Min 𝑧 𝑥 =  
 (𝑏𝑗 ,𝑑𝑗 ,𝑒𝑗 ,𝑓𝑗 ,𝑔𝑗 ;𝑇𝑐𝑗

,𝐼𝑐𝑗 ,𝐹𝑐𝑗
)𝑛

𝑗=1 𝑥𝑗 +(𝛼1 ,𝛼2,𝛼3,𝛼4,𝛼5 ; 𝑇𝛼 ,𝐼𝛼 ,𝐹𝛼 )

 (𝑐𝑗 ,𝑒𝑗 ,𝑓𝑗 ,𝑔𝑗 ,𝑗
;𝑇𝑑𝑗

,𝐼𝑑𝑗
,𝐹𝑑𝑗

)𝑛
𝑗 =1 𝑥𝑗 +(𝛽1,𝛽2,𝛽3,𝛽4,𝛽5, ; 𝑇𝛽 ,𝐼𝛽 ,𝐹𝛽 ) 

 

Subject to   

                        𝑏𝑖𝑗 ,𝑐𝑖𝑗 , 𝑑𝑖𝑗 , 𝑒𝑖𝑗 ,𝑓𝑖𝑗 ; 𝑇𝑎𝑖𝑗
, 𝐼𝑎𝑖𝑗

, 𝐹𝑎𝑖𝑗
 𝑚

𝑖=1  𝑥𝑗 ≤  𝑝𝑖 , 𝑞𝑖 , 𝑟𝑖,𝑠𝑖,𝑡𝑖 ; 𝑇𝑏𝑖
, 𝐼𝑏𝑖

,𝐹𝑏𝑖
 . 

                 𝑥𝑗 ≥ 0  where   𝑗 = 1,2, … , 𝑛.                                                    

Step-3:In the above LFPP,we decompose the objective function  into  two  LPPs  as follows  

(P-1) 

Max (or) Min 𝑧1 𝑥 =   (𝑏𝑗 ,𝑑𝑗 ,𝑒𝑗 ,𝑓𝑗 ,𝑔𝑗 ;𝑇𝑐𝑗
, 𝐼𝑐𝑗

,𝐹𝑐𝑗
)𝑛

𝑗=1 𝑥𝑗 + (𝛼1 ,𝛼2,𝛼3 ,𝛼4 ,𝛼5 ;  𝑇𝛼 ,𝐼𝛼 , 𝐹𝛼 ) 

s.t       𝑏𝑖𝑗 ,𝑐𝑖𝑗 , 𝑑𝑖𝑗 ,𝑒𝑖𝑗 ,𝑓𝑖𝑗 ; 𝑇𝑎𝑖𝑗
, 𝐼𝑎𝑖𝑗

,𝐹𝑎𝑖𝑗
 𝑚

𝑖=1  𝑥𝑗 ≤  𝑝𝑖 , 𝑞𝑖 , 𝑟𝑖,𝑠𝑖,𝑡𝑖 ; 𝑇𝑏𝑖
, 𝐼𝑏𝑖

, 𝐹𝑏𝑖
   

  𝑥𝑗 ≥ 0  where   𝑗 = 1,2,… , 𝑛.                                                                                                                                           

(P-2) 

Max (or)Min  𝑧2 𝑥 =   (𝑐𝑗 ,𝑒𝑗 ,𝑓𝑗 ,𝑔𝑗 ,𝑗 ;𝑇𝑑𝑗
, 𝐼𝑑𝑗

, 𝐹𝑑𝑗
)𝑛

𝑗=1 𝑥𝑗 + (𝛽1 ,𝛽2,𝛽3 ,𝛽4 ,𝛽5  ; 𝑇𝛽 , 𝐼𝛽 ,𝐹𝛽 )     

s.t      𝑏𝑖𝑗 ,𝑐𝑖𝑗 , 𝑑𝑖𝑗 ,𝑒𝑖𝑗 ,𝑓𝑖𝑗 ; 𝑇𝑎𝑖𝑗
, 𝐼𝑎𝑖𝑗

, 𝐹𝑎𝑖𝑗
 𝑚

𝑖=1  𝑥𝑗 ≤  𝑝𝑖 , 𝑞𝑖 , 𝑟𝑖,𝑠𝑖,𝑡𝑖 ; 𝑇𝑏𝑖
, 𝐼𝑏𝑖

,𝐹𝑏𝑖
                 

             𝑥𝑗 ≥ 0  where   𝑗 = 1,2,… , 𝑛.                                                                                                                    

 

Step-4: Using the definition 2.2 in the above  LPP given in  (P-1) and (P-2) ,we get the modified LPPs  as below 

(P-3) 

Max (or) Min 𝑧1 𝑥 =  𝑆 𝑏𝑗 ,𝑑𝑗 ,𝑒𝑗 ,𝑓𝑗 ,𝑔𝑗 ; 𝑇𝑐𝑗
, 𝐼𝑐𝑗

, 𝐹𝑐𝑗
 𝑛

𝑗=1 𝑥𝑗 + 𝑆(𝛼1 ,𝛼2,𝛼3 ,𝛼4 ,𝛼5; 𝑇𝛼 , 𝐼𝛼 , 𝐹𝛼) 
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s.t       𝑆  𝑏𝑖𝑗 ,𝑐𝑖𝑗 , 𝑑𝑖𝑗 ,𝑒𝑖𝑗 ,𝑓𝑖𝑗 ; 𝑇𝑎𝑖𝑗
, 𝐼𝑎𝑖𝑗

, 𝐹𝑎𝑖𝑗
 𝑚

𝑖=1  𝑥𝑗 ≤ 𝑆 𝑝𝑖 , 𝑞𝑖 , 𝑟𝑖,𝑠𝑖,𝑡𝑖 ;𝑇𝑏𝑖
, 𝐼𝑏𝑖

,𝐹𝑏𝑖
      

        𝑥𝑗 ≥ 0  where   𝑗 = 1,2,… , 𝑛.                                                  

(P-4) 

Max (or) Min𝑧2 𝑥 =   𝑆 𝑐𝑗 ,𝑒𝑗 ,𝑓𝑗 ,𝑔𝑗 ,𝑗 ;𝑇𝑑𝑗
, 𝐼𝑑𝑗

, 𝐹𝑑𝑗
 𝑛

𝑗=1 𝑥𝑗 + 𝑆(𝛽1,𝛽2 ,𝛽3,𝛽4 ,𝛽5  ; 𝑇𝛽 , 𝐼𝛽 ,𝐹𝛽 )     

s.t          𝑆  𝑏𝑖𝑗 ,𝑐𝑖𝑗 , 𝑑𝑖𝑗 , 𝑒𝑖𝑗 ,𝑓𝑖𝑗 ; 𝑇𝑎 𝑖𝑗
, 𝐼𝑎𝑖𝑗

, 𝐹𝑎𝑖𝑗
 𝑚

𝑖=1  𝑥𝑗 ≤ 𝑆 𝑝𝑖 ,𝑞𝑖 ,𝑟𝑖 ,𝑠𝑖,𝑡𝑖 ; 𝑇𝑏𝑖
, 𝐼𝑏𝑖

, 𝐹𝑏𝑖
     

             𝑥𝑗 ≥ 0  where   𝑗 = 1,2,… , 𝑛.                                           

 

Step-5:By solving the above  LPP given in (P-3) and (P-4)  by Simplex Method ,we  get  the optimal solutions  namely 

Z1(𝑥) and Z2 (𝑥). 

 

Step-6:The optimal solution of the  LFPP is obtained by using the formula   

Max (or) Min Z= 
z2(x )

z1(x)
. 

If the objective function is of minimization type then convert it into Min Z(x) by  using the formula   Min Z(x)=- Max  

Z(x) 

 

Application of Proposed Method: 

Numerical Example 3.1:  

  Step 1: Consider the following LFPP 

Max Z(x) = 
8 𝑋1+18𝑋2

16𝑋1+18𝑋2+12
                                                                                              (3) 

 64 X1+82X2  ≤ 95 , 8 X1+10X2 ≤ 22 ,  X1, X2 ≥ 0 

 

Step 2:We  have represented  the coefficients used in the objective function and the constraints as  PNFN as follows 

Max Z(x)  = 
 1,6,10,13,14;0.9,0.1,0.3 𝑋1+  (11,16,20,23,24;0.9,0.1,0.3)𝑋2

 5,15,25,30,31;  0.7,0.5,0.6 𝑋1+   11,16,20,23,24;0.9,0.1,0.3 𝑋2+(4,8,17,25,26; 0.3,0.6,0.4)
 

s.t  (60,62,64,66,67;0.2,0.5,0.6) X1 + (80,82,85,86,88;0.3,0.6,0.4) 𝑋2  ≤(92,94,97,100,101;0.8,0.2,0.4) 

(1,6,10,13,14; 0.9,0.1,0.3) X1  + (1,6,11,15,16; 0.7,0.6,0.3) 𝑋2 ≤(16,18,22,23,24;0.3,0.6,0.4)     X1 , 𝑋2  ≥ 0 

 

Step 3: In the above LFPP,we decompose the objective function  into  two  LPPs  namely   (P-1) and (P-2) as follows 

(P-1) 

Max 𝑧1 x  =  1,6,10,13,14; 0.9,0.1,0.3 𝑋1 +  (11,16,20,23,24; 0.9,0.1,0.3)𝑋2 

s.t  (60,62,64,66,67;0.2,0.5,0.6) X1 + (80,82,85,86,88;0.3,0.6,0.4) 𝑋2  ≤(92,94,97,100,101;0.8,0.2,0.4) 

      (1,6,10,13,14; 0.9,0.1,0.3) X1  + (1,6,11,15,16; 0.7,0.6,0.3) 𝑋2 ≤(16,18,22,23,24;0.3,0.6,0.4)   

       X1 , 𝑋2 ≥ 0  

(P-2)   Max𝑧2 x =  5,15,25,30,31; 0.7,0.5, 0.6 𝑋1 +  11,16,20,23,24; 0.9,0.1,0.3 𝑋2 + (4,8,17,25,26;  0.3, 0.6, 0.4) 

s.t  (60,62,64,66,67;0.2,0.5,0.6) X1+ (80,82,85,86,88;0.3,0.6,0.4) 𝑋2 ≤(92,94,97,100,101;0.8,0.2,0.4) 

  (1,6,10,13,14;0.9,0.1,0.3) X1+(1,6,11,15,16;0.7,0.6,0.3)𝑋2≤(16,18,22,23,24;0.3,0.6,0.4) ,X1 , 𝑋2  ≥ 0  

 

Step 4:To find  the crisp value of each PNFN,  we  use definition 2.2  as follows  

S (8 ) =  7.33 ,S (10 ) =5.88, S (12 ) = 6.93 ,S(16 )=11.31 ,S (18 ) = 15.67,S (22 ) = 8.93, 

S (64 ) =23.39 , S (82 ) =36.49 , S (95 ) =70.99  

By substituting these crisp values  in (P- 1) and ( P- 2) ,we get the modified LPPs as folows  

 (P- 3) 

Max  𝑧1(x) = (7.33) X1 + (15.67) 𝑋2 

s.t     23.39 X1 +36.49𝑋2 ≤ 70.99 , 7.33 X1 + 5.88 𝑋2 ≤ 8.93  and   X1 , 𝑋2  ≥ 0  

(P-4) 

Max  𝑧2(x) = 11.31X1 + 15.67X2 + 6.93 

s.t   23.39 X1 +36.49𝑋2 ≤ 70.99 , 7.33X1 + 5.88 𝑋2 ≤ 8.93  and  X1 , 𝑋2  ≥ 0  
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Step 5:Solving (P-3) and  (P-4) by  simplex method ,we get Max 𝑧1(x) =23.80 where X1=0,  𝑋2=1.52 and Max 𝑧2(x) = 

30.73 where X1=0,  𝑋2=1.52 

 

Step 6:The optimum solution of the crisp LFPP  is obtained as follows.  

Max Z =  
𝑧2(𝑋)

𝑧1(𝑋)
  = 

30.73

23.80
      = 1.29 

Next ,we have  illustrated few  numerical examples to demonstrate our proposed method 

 

Numerical Example 3.2 [9]: 

 

Step 1: Consider the LFPP  

Min Z (𝑥) = 
−2𝑋1+𝑋2+2

𝑋1+3𝑋2+4
                                                                                                       (4) 

         s.t    -X1 +  𝑋2 ≤ 4 ,  2X1 +  𝑋2 ≤ 14 ,  𝑋2 ≤ 6 and X1, 𝑋2 ≥ 0   

Step 2:We represent the coefficients used in the objective function and the constraints  into      PNFN  as follows 

Min Z(𝑥) = 
− 1,3,5,6,7;0.2,0.3,0.5 𝑋1+   0,2,4,5,7;0.8,0.6,0.4 𝑋2+ 1,3,5,6,7;0.2,0.3,0.5 

 0,2,4,5,7;  0.8,0.6,0.4 𝑋1+  1,2,5,6,7; 0.2,0.5,0.6 𝑋2+(1,2,5,7,8;0.5,0.4,0.9)
 

s.t      -(0,2,4,5,7; 0.8,0.6,0.4) X1 + (0,2,4,5,7; 0.8, 0.6, 0.4) X2  ≤(1,2,5,7,8; 0.5,0.4,0.9) 

           (1,3,5,6,7; 0.2,0.3,0.5) X1 + (0,2,4,5,7; 0.8, 0.6, 0.4) X2 ≤(7,10,19,30,35; 0.8,0.4,0.7)  

           (0,2,4,5,7; 0.8, 0.6, 0.4) X2 ≤(3,7,9,13,16; 0.7,0.2,0.5) and X1  , X2 ≥ 0  

 

Step 3: In the above LFPP,we decompose the objective function  into  two  LPPs  as follows 

(P-1) 
    Min 𝑧1 𝑥 = − 1,3,5,6,7; 0.2,0.3,0.5 𝑋1 +  0,2,4,5,7; 0.8,0.6,0.4 𝑋2 +  1,3,5,6,7; 0.2,0.3,0.5  
     s.t       -(0,2,4,5,7; 0.8,0.6,0.4) 𝑋1 + (0,2,4,5,7; 0.8, 0.6, 0.4) 𝑋2  ≤(1,2,5,7,8; 0.5,0.4,0.9) 

         (1,3,5,6,7; 0.2,0.3,0.5) 𝑋1 + (0,2,4,5,7; 0.8, 0.6, 0.4) 𝑋2 ≤(7,10,19,30,35; 0.8,0.4,0.7) 

          (0,2,4,5,7; 0.8, 0.6, 0.4) 𝑋2 ≤(3,7,9,13,16; 0.7,0.2,0.5) and 𝑋1 , 𝑋2 ≥ 0 

(P-2) 

    Min 𝑧2 𝑥  = 0,2,4,5,7; 0.8,0.6, 0.4 𝑋1 +  1,2,5,6,7;  0.2,0.5,0.6 𝑋2 + (1,2,5,7,8; 0.5,0.4,0.9)  

    s.t      -(0,2,4,5,7; 0.8,0.6,0.4) 𝑋1 + (0,2,4,5,7; 0.8, 0.6, 0.4) 𝑋2  ≤(1,2,5,7,8; 0.5,0.4,0.9) 

       (1,3,5,6,7; 0.2,0.3,0.5) 𝑋1 + (0,2,4,5,7; 0.8, 0.6, 0.4) 𝑋2 ≤(7,10,19,30,35; 0.8,0.4,0.7)  

      (0,2,4,5,7; 0.8, 0.6, 0.4) 𝑋2 ≤(3,7,9,13,16; 0.7,0.2,0.5) and 𝑋1, 𝑋2 ≥ 0 

 

Step 4: To find  the crisp value of each PNFN, we  use definition 2.2 as follows   

S (1 ) =  2.16,S (2 ) = 2.05 ,S (3 ) = 1.54 ,S (4 ) = 1.84, S (6 ) = 6.40, S (14 ) =11.45 

 By substituting these crisp values in  (P- 1) and ( P- 2), we get the modified LPPs  as follows  

(P-3)  

Min  𝑧1 𝑥   = -(2.05) 𝑋1 + (2.16) 𝑋2+2.05 

s.t   

-(2.16) 𝑋1 +(2.16) 𝑋2 ≤ 1.84 ,(2.05) 𝑋1 +(2.16) 𝑋2 ≤ 11.45, (2.16) 𝑋2 ≤ 6.40  and 𝑋1, 𝑋2  ≥ 0  

(P-4) 

Min 𝑧2 𝑥   = (2.16) 𝑋1 +1.54 𝑋2 +1.84 

s.t 

-(2.16) 𝑋1 +(2.16) 𝑋2 ≤ 1.84 ,(2.05) 𝑋1 +(2.16) 𝑋2 ≤ 11.45, (2.16) 𝑋2 ≤ 6.40  and 𝑋1, 𝑋2 ≥ 0. 

 

Step 5:Solving (P-3) and  (P-4) by  simplex method ,we get Min 𝑧1 𝑥  = -9.40 where 𝑋1=5.59, 𝑋2=0 and Min 𝑧2 𝑥  =1.84 where 

𝑋1=0, 𝑋2=0. 

 

Step 6:The optimum solution of the crisp LFPP is obtained as follows.  

Max Z =  
𝑧2(𝑋)

𝑧1(𝑋)
  = 

−9.40

1.84
   =-5.11 
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We observe that the same problem given in example 2  was solved by Sumon Kumar Saha et.al.,[9] in the section 4 

,example 1 using LFPP  and they got the solution as  Min Z(x)=-1.09  but the same problem solved by  using  

Trapezoidal Fuzzy  Neutrosophic Number we got the solution as Min Z(x)=-5.09.But our proposed method gives the 

solution as Min Z(x)=-5.11.This shows that our proposed method gives the most optimal solution.  

 

Numerical Example 3.3 [8]:Let us consider the problem solved by  Sapan kumar Das  et.al.,[8] in section 4. 

 

Step 1:Consider the  following LFPP 

Max Z(x) = 
8𝑥1+7𝑥2+9𝑥3

8𝑥1+9𝑥2+6𝑥3+1.5
                                                                                               (5) 

s.t     4𝑥1 +3 𝑥2+5𝑥3 ≤ 28,  5𝑥1 +3 𝑥2+3𝑥3 ≤ 20 ,    𝑥1 ,𝑥2 ,𝑥3 ≥ 0  

Step 2: We represent the coefficients used in the objective function and the constraints  as       PNFN  as follows  

Max Z= 
    (1,6,10,13,14;0.9,0.1,0.3) 𝑥1+   5,8,9,13,14;0.4,0.6,0.8 𝑥2+  (6,8,10,15,16;0.6,0.4,0.7)𝑥3

 1,6,10,13,14;0.9,0.1,0.3 𝑥1+   6,8,10,15,16;0.6,0.4,0.7 𝑥2+ 3,7,9,13,16;0.7,0.2,0.5 𝑥3+ 0.5,1,1.5,2,3;0.75,0.5,0.25 
 

s.t   

(1,2,5,7,8; 0.5, 0.4, 0.9) 𝑥1 + (1,2,5,6,7; 0.2, 0.5, 0.6) 𝑥2+ (2,4,7,10,11; 0.8, 0.2, 0.4) 𝑥3 ≤ (24,26,28,30,32; 0.4, 0.25, 0.5) 

(2,4,7,10,11; 0.8, 0.2, 0.4) 𝑥1 + (1,2,5,6,7; 0.2, 0.5, 0.6) 𝑥2+(1,2,5,6,7; 0.2, 0.5, 0.6) 𝑥3 ≤ (10,12,27,30,31; 0.2, 0.3, 0.5) 

𝑥1, 𝑥2 ,𝑥3 ≥ 0  

 

Step 3: In the above LFPP,we decompose the objective function  into  two  LPPs  namely  as follows 

(P-1) 

Max 𝑧1(𝑥)=  (1,6, 10,13,14; 0.9,0.1,0.3) 𝑥1 +    5,8,9,13,14; 0.4,0.6,0.8 𝑥2 +  (6,8,10,15, ,16; 0.6,0.4,0.7)𝑥3 

s.t. 

(1,2,5,7,8;0.5,0.4,0.9)𝑥1+ (1,2,5,6,7; 0.2, 0.5, 0.6) 𝑥2+ (2,4,7,10,11; 0.8, 0.2, 0.4) 𝑥3 ≤(24,26,28,30,32; 0.4, 0.25, 0.5) 

(2,4,7,10,11; 0.8, 0.2, 0.4) 𝑥1 + (1,2,5,6,7 0.2, 0.5, 0.6) 𝑥2+(1,2,5,6,7; 0.2, 0.5, 0.6) 𝑥3 ≤(10,12,27,30,31; 0.2, 0.3, 0.5) 

𝑥1, 𝑥2 ,𝑥3 ≥ 0  

 (P-2) 

Max 𝑧2(𝑥) = 1,6, 10,13,14; 0.9,0.1,0.3 𝑥1 +  6,8,10,15,16,0.6,0.4,0.7 𝑥2 +  3,7,9,13,16; 0.7,0.2,0.5 𝑥3 +  0.5,1,1.5,2,3; 0.75,0.5,0.25  

s.t. 

(1,2,5,7,8; 0.5, 0.4, 0.9) 𝑥1 + (1,2,5,6,7; 0.2, 0.5, 0.6) 𝑥2+ (2,4,7,10,11; 0.8, 0.2, 0.4) 𝑥3 ≤(24,26,28,30,32; 0.4, 0.25, 0.5) 

(2,4,7,10,11; 0.8, 0.2, 0.4) 𝑥1 + (1,2,5,6,7; 0.2, 0.5, 0.6) 𝑥2+(1,2,5,6,7; 0.2, 0.5, 0.6) 𝑥3 ≤(10,12,27,30,31; 0.2, 0.3, 0.5) 

𝑥1 , 𝑥2 ,𝑥3 ≥ 0  

 

Step 4: To find  the crisp value of each PNFN, we  calculate the score function as follows   

 S(3 ) = 
1

15
  1 + 2 + 5 + 6 + 7  0.2 +  1 − 0.5 +  1 − 0.6  = 1.54,S(4 )= .84,S(5 ) = 4.99,  S (6 ) =  6.40 , S(7 ) = 3.27,S (8  ) = 

7.33, S(1.5 )=1.07,   S(20 ) = 10.27,S (28  ) = 15.40 

By substituting these score values in (P- 1) and ( P- 2), we get the modified LPPs  as follows 

(P-3)  

Max  𝑧1(𝑥) = (7.33) 𝑥1 + (3.27) 𝑥2+ (5.50) 𝑥3  

s.t    (1.84) 𝑥1 +(1.54) 𝑥2 +(4.99) 𝑥3 ≤ 15.40, (4.99) 𝑥1 +(1.54) 𝑥2+(1.54) 𝑥3 ≤ 10.27 

          𝑥1 , 𝑥2,𝑥3 ≥ 0  

(P-4) 

Max  𝑧2(𝑥) = (7.33) 𝑥1 +5.50 𝑥2  +6.40𝑥3 + 1.07 

s.t   (1.84) 𝑥1 +(1.54)𝑥2+(4.99)𝑥3 ≤ 15.40, (4.99) 𝑥1 +(1.54)𝑥2+(1.54)𝑥3  ≤ 10.27 

       𝑥1 , 𝑥2 ,𝑥3 ≥ 0  
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Step 5: Solving (P-3) and  (P-4) by using  simplex method ,we get Max 𝑧1(𝑥)= 25.12   where 𝑥1=0, 𝑥2=5.18  , 𝑥3 = 1.49  

and Max  𝑧2(𝑥) =39.09   where  𝑥1=  0  , 𝑥2=5.18 , 𝑥3 =   1.49. 

Step 6 :The optimum solution of the crisp LFPP is obtained as follows.  

Max Z = 
𝑧2 (𝑥)

𝑧1 (𝑥)
      = 

39.09

25.12
 =1.56 

We observe that the same problem given in Numerical Example 3.3  was solved by Sapan kumar Das  et.al.,[8] using 

Triangular Fuzzy Neutrosophic Number ,they got the solution as Max Z=1.16  , using Trapezoidal Fuzzy 

Neutrosophic Number we  got  the solution as Max Z=1.47 but the same problem solved by our proposed method 

gives the solution as Max Z=1.56.We observe  that our proposed method gives the most optimal solution. 

 

RESULTS AND DISCUSSION 
 

We have developed a new method for solving LFPP using  Pentagonal  Neutrosophic Fuzzy Number  and  made the  

adequacy of the applied procedure for  intensive studies. The various optimal solutions obtained for the LFPP by 

using Triangular Fuzzy Neutrosophic Number , Trapezoidal Fuzzy Neutrosophic Number and  PNFN  are shown in 

the comparison table and a multiple bar diagram was also shown to  visualize the optimal results obtained by the 

proposed methods with some  of the  existing methods. We  conclude that  the optimal  solution obtained by our 

proposed method  using PNFN gives the  most higher optimal value than the existing methods. 

 

We observe that for Numerical Example 3.3             

𝑀𝑎𝑥 𝑍 𝑃𝑟𝑜𝑝𝑜𝑠𝑒𝑑   𝑀𝑒𝑡 𝑜𝑑   =  1.56> 𝑀𝑎𝑥 𝑍 𝑇𝐹𝑁𝑁  =  1.47>𝑀𝑎𝑥 𝑍 𝐵𝑎𝑠𝑒  𝑃𝑎𝑝𝑒𝑟 [9] =1.16 

A Multiple Bar Diagram is  shown below to  visualize the optimal results obtained by the proposed methods with 

some  of the  existing methods.    

From the  above graph ,we observe that  our proposed method is better than the existing methods  available to solve 

LFPP. 

 

CONCLUSION 
 

 In this paper ,we  introduced a new ranking method with an efficient algorithm to solve a LFPP  together with   

simplex method  and  PNFN.Here, a  unique ranking function has been used  to convert  PNFN  into  a crisp value. 

Assessing the impact of   uncertain information using mathematics  is a very challenging process. In this research 

work ,we  have  shown the stability and reliability of the proposed method through  a novel simplex technique to 

solve LFPP by using  PNFN  with the membership functions . In  this  article ,we focussed  on  PNFN  and its 

operations  due  to  its  application  to grab the vagueness and   uncertain information of  real life problems .Many  

researchers    developed  various  new  novel methods   with the   de-neutrosophication technique for crisp value. 

Here, we  have  generated the idea of  crispification  of    PNFN.We have also illustrated some numerical examples 

and  made a  comparative  study  of  the  results  derived for the same numerical examples from other research 

articles  with  some of the existing methods available to solve LFPP. Finally, by comparing and analyzing  the results 

arrived ,we conclude that our proposed method will give the most optimal solution and it is better than the existing 

techniques. In future, we can extend the concept of  PNFN into different types of neutrosophic fuzzy numbers which 

will be helpful  to make mathematical   modelling with uncertainty to solve many real life problems involving LFPPs 

in cutting stock problem, blending problem, product planning, financial management planning ,health  sector 

development planning and hospital management planning. We can also  extend it using  Hexagonal Neutrosophic 

Fuzzy Number, Heptagonal Neutrosophic Fuzzy number , Octagonal Neutrosophic Fuzzy Number  and  

defuzzication  can be made by different techniques which will be helpful in various  fields of  mobile computing 

issues ,pattern  recognition problem ,image processing, engineering problem and in various research domains.  
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Optimal Value for 

Numerical Example 

3.1 

Optimal Value         

for Numerical 

Example3. 2 

Optimal Value        for  

Numerical Example 3.3 

Linear fractional programming 

problem[LFPP] 

Max Z=0.63 

 

Min Z=(-12/11)=-

1.09 

Base Paper[9] 

Max Z=1 

 

Triangular  Neutrosophic 

Number[TNN] 

Max Z=1.17 

 

 

Min Z=-3.02 
Max Z=1.16 

Base Paper[8] 

Trapezoidal Fuzzy Neutrosophic 

Number[TFNN] 
Max Z=1.23 Min Z=-5.09 

Max Z=1.47 

 

Proposed Method using Pentagonal  

Neutrosophic Fuzzy Number[TNFN] 
Max Z=1.29 Min Z=-5.11 

Max Z=1.56 

 

 

Rajarajeswari  and  Shyamala 

 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

64066 

 

   

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Rajarajeswari  and  Shyamala 

 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

64067 

 

   

 

 

Yashoda  

 

Discovery of Corona Domination Number for Some Notable Graphs 

 
L.Praveenkumar1, G.Mahadevan2* and C.Sivagnanam3 

 
1Department of Mathematics, The Gandhigram Rural Institute-Deemed to be University, Gandhigram, 

Tamilnadu-624302, India. 
2Department of General Requirements, University of Technology and Applied Science-Sur, Sultanate of 

Oman. 

 

Received: 16 Aug 2023                             Revised: 30 Aug 2023                                   Accepted: 04 Sep 2023 

 

*Address for Correspondence 

G. Mahadevan 

Department of General Requirements,  

University of Technology and Applied Science, 

Sur, Sultanate of Oman. 

E. Mail: drgmaha2014@gmail.com  

 
 This is an Open Access Journal / article distributed under the terms of the Creative Commons Attribution License 

(CC BY-NC-ND 3.0) which permits unrestricted use, distribution, and reproduction in any medium, provided the 

original work is properly cited. All rights reserved. 
 

 

A dominating set 𝑆 of a graph 𝐻 is said to be a corona dominating set (𝐶𝐷 − set) if every a 

vertex in the sub-graph induced by𝑆 havinga pendant vertex or a support vertex. The minimum 

cardinality of all corona dominating set is called corona domination number (CD number) and 

is denoted byγ
CD

(𝐻).In this work we extend the study of CD number for some notable graphs 

and identify their exact γ
CD

values. 

 

Keywords: Dominating set, corona dominating set, pendant and support vertex. 

 

INTRODUCTION 

 
Every graph H consider here are finite, undirected without isolated vertex, loops and multiple edges. An induced 

subgraph  [1] of a graph 𝐻 is a graph obtained from the subset of the vertices of the graph and all the edges having 

both end vertices in it. A dominating set[2] of𝐻 is a set 𝑆 of vertices of 𝐻with the condition that everyu ∈ 𝑉 𝐻 –  𝑆, 

𝑑(𝑢, 𝑆) = 1.The minimum cardinality among all the dominating set is called the domination number of 𝐻, denoted 

by γ(𝐻).The theory of total dominating set was Proposed by Cockayne et al.[3]and defined as the sub-graph induced 

by the dominating set has no isolated vertices, the total domination number 𝛾𝑡 𝐻 denotes the minimum cardinality of 

a total dominating set. Support vertex is a vertex which adjacent to a pendant vertex. The concept corona domination 

was introduced by 𝐺.Mahadevanetal. [4]the CD-number of a graph is the minimum cardinality of a dominating set S 

with the condition that every vertex in the graph induced by S is either a pendent vertex or a support vertices. Let 

𝐶3
1,𝐶3

2,𝐶3
3,… , 𝐶3

𝑛  be the sequence of cycles with 3 vertices Triangular snake(𝑇𝑛)[5] is constructed by pasting any one 

vertex of C3
i+1to any one vertex of 𝐶3

𝑖1 ≤ 𝑖 ≤ 𝑛 − 1 and alternate triangular snake 𝐴(𝑇𝑛) [5] is constructed by pasting the 
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pendant vertices of 𝐾2 in between 𝐶3’s, that is pasting one pendant vertex to any one of the vertex in 𝐶3
𝑖  and another 

to any one vertex of C3
i+11 ≤ 𝑖 ≤ 𝑛 − 1.Double triangular snake and alternative double triangular snake [5]is constructed by 

pasting the paths of two triangular snake and alternative triangular snake respectively. Let 𝐶4
1,𝐶4

2,𝐶4
3,… , 𝐶4

𝑛  be the 

sequence of cycles with 4 vertices Quadrilateral snake [6]is constructed by pasting any one vertex of C4
i+1to any one 

vertex of 𝐶4
𝑖1 ≤ 𝑖 ≤ 𝑛 − 1.Alternate quadrilateral snake [6]is constructed by pasting the pendant vertices of 𝐾2 in 

between𝐶4’s, that is pasting one pendant vertex to any one of the vertex in 𝐶4
𝑖  and another to any one vertex of  

C4
i+11 ≤ 𝑖 ≤ 𝑛 − 1.Double quadrilateral snake and alternative double quadrilateral snake [6] is constructed by pasting paths 

of two quadrilateral snake and alternative snake respectively. Friendship graph 𝐹𝑟is joining any one vertex of r copies 

of 𝐶3 at a single vertex. The shadow graph 𝑆′(𝐻) of 𝐻 is obtained by taking two copies of 𝐻 (say 𝐻1 and 𝐻2) and every 

vertex 𝑣 ∈ 𝐻1 is adjacent to 𝑁(𝑣′) in 𝐻2, where 𝑣′ is the vertex in 𝐻2 corresponding to 𝑣 in 𝐻1.A dumbbell 

graph[7]𝐷a,b,c,is constructed by joining a bridge between two cycles. Let𝐶𝑟 = (𝑣1,𝑣2,𝑣3,… , 𝑣𝑟 ,𝑣1), 𝑉 𝐾1,𝑟 =

{𝑢0,𝑢1 ,𝑢2 ,… , 𝑢𝑟} with deg 𝑢0 = Δthen the lotus inside circle graph is a graph with 𝐸 𝐿𝐶𝑟 = {𝑣𝑖−1𝑢𝑖 ,𝑢𝑖𝑣𝑖 ,𝑢1𝑣𝑛 ∶ 1 ≤

𝑖 ≤ 𝑟}. A crown graph 𝐻𝑘,𝑘 is a graph obtained from the complete bipartite graph 𝐾𝑘,𝑘  by removing a perfect 

matching.Consider two even cycles of order r, sharing a common vertex (say v), the butterfly graph BFr,s is obtained 

by pasting the apex of K1,s to v.Graph domination and associated concepts have been studied for many years; among 

them many authors investigate the domination number of various graphs, especially for the paths, cycles, complete 

graph, etc. The authors in [8] have discussed the exact  𝛾𝐶𝐷 value for many standard graphs. In continuation of that in 

this work, we have also determine the exact  𝛾𝐶𝐷 for some notable graphs such as Butterfly graph, PVB tree, lotus 

inside circle graph and some special types of snake graphs. The proof technique used in this work is a well-known 

number theory concept with some modification, this can also applied to other domination parameter to get the 

results. 

 

Examining the CD Number for Some Notable Graphs 

Observation 2.1.  

1.γ
CD

 𝑆 ′ 𝑃𝑟  =  γ
CD

 𝑃𝑟 . 

2. γ
CD

 𝑆 ′ 𝐶𝑟  =  γ
CD

 𝐶𝑟 . 

3.γ
CD

 𝐷𝑎,𝑏 ,𝑐 = 2 γ
CD

 𝐶𝑟 . 

Theorem 2.2. Let 𝐻 be a butterfly graph then γ
CD

(𝐻) =  
𝑟           𝑖𝑓 𝑟 ≡ 2  𝑚𝑜𝑑 4 ,

𝑟 − 1       𝑖𝑓 𝑟 ≡ 0  𝑚𝑜𝑑 4 .
  

Proof:  Let 𝑉(𝐻)  = {𝑣1 =  𝑢1 = 𝑣, 𝑣2,𝑣3,… , 𝑣𝑟 ,𝑢2 ,𝑢3, … , 𝑢𝑟 ,𝑤1 ,𝑤2 ,𝑤3,… , 𝑤𝑘} and  

𝐸(𝐻)  =  {𝑣𝑖𝑣𝑖+1 ,𝑣1𝑣𝑟 ,𝑢1𝑢𝑟 ,𝑢𝑖𝑢𝑖+1 ,𝑣𝑤𝑗 ∶ 1 ≤ 𝑖 ≤ 𝑟 − 1,1 ≤ 𝑗 ≤ 𝑘 }.Then 

𝑆 =   𝑣𝑖 ∶ 𝑖 ≡ 1 𝑜𝑟 2  𝑚𝑜𝑑 4  ⋃{ 𝑢𝑗 ∶ 𝑗 ≡ 0 𝑜𝑟 1 (𝑚𝑜𝑑 4)} is a 𝐶𝐷 – set of 𝐻. 

Hence, γ
CD

 𝐻 ≤ |S|  =  
𝑟           𝑖𝑓 𝑟 ≡ 2  𝑚𝑜𝑑 4 ,

𝑟 − 1       𝑖𝑓 𝑟 ≡ 0  𝑚𝑜𝑑 4 .
  

Suppose there exist a dominating set D of cardinality at most  

𝑑 =  
𝑟 − 1          𝑖𝑓 𝑟 ≡ 2  𝑚𝑜𝑑 4 ,

𝑟 − 2          𝑖𝑓 𝑟 ≡ 𝑜  𝑚𝑜𝑑 4 ,
 then< 𝐷 > contains an isolated vertex. 

Thus  𝐷 ≥ 𝑑 + 1 =  
𝑟           𝑖𝑓 𝑟 ≡ 2  𝑚𝑜𝑑 4 ,

𝑟 − 1       𝑖𝑓 𝑟 ≡ 0  𝑚𝑜𝑑 4 .
  

Hence, γ
CD

(𝐻) =  
𝑟           𝑖𝑓 𝑟 ≡ 2  𝑚𝑜𝑑 4 ,

𝑟 − 1       𝑖𝑓 𝑟 ≡ 0  𝑚𝑜𝑑 4 .
  

 

Theorem 2.3. If𝐻 is 𝑃𝑉𝐵 tree.Then 𝛾𝐶𝐷  (𝐻)  =  2𝑝 (𝑟 −  3),𝑝 ≥ 1,𝑣, 𝑏 >  1and 𝑟 ≥ 6. 

Proof: Consider the main path 𝑃𝑝  and 𝑝 copies of another path 𝑃𝑣 with 𝑣 vertices. Now join the root vertex of the star  

𝐾1,𝑏 to each vertices of 𝑝 copies of the path 𝑃𝑣. Name the vertices of path 𝑃𝑝  are 𝑦1 ,𝑦2 ,…𝑦𝑝 ; vertices of 𝑃𝑣 as 𝑦𝑖𝑗  where 

1≤ 𝑖 ≤ 𝑝 and 1 ≤ 𝑗 ≤ 𝑣 and the vertices of the star as 𝑦𝑖𝑗
𝑘 where 1≤ 𝑖 ≤ 𝑝;1 ≤ 𝑗 ≤ 𝑣 ; 1≤ 𝑘 ≤ 𝑏. Then join the vertices 𝑦𝑖1  

to 𝑦𝑖  where 1≤ 𝑖 ≤ 𝑝 by using an edge. That is,𝑦𝑖  and 𝑦𝑖1  are adjacent. 

Let S = { 𝑣𝑖𝑗  : 1 ≤ 𝑖 ≤ 𝑝, 1 ≤ 𝑗 ≤ 𝑣}∪{𝑣𝑖𝑗
1 ∶  1 ≤ 𝑖 ≤ 𝑝, 3 ≤ 𝑗 ≤ 𝑣 − 2} be a 𝐶𝐷 − set of 𝐻 and hence γ

CD
 G ≤ |𝑆| =

 2𝑝 (𝑟 −  3). 

Now let 𝐷 ⊆ 𝑉 be any dominating set of cardinality atmost𝑑 =  2𝑝 (𝑟 − 3)–1, then < 𝐷 >has an isolated vertex. 

Praveenkumar et al., 
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Thus  𝐷 ≥ 𝑑 + 1 = 2𝑝  𝑟 −  3 . Hence, 𝛾𝐶𝐷  (𝐻)  =  2𝑝 (𝑟 −  3). 

 

Example 2.1. 

 
 

Illustration: For the above graph, the white vertices give us the 𝐶𝐷- set and hence the 𝛾𝐶𝐷value is 40. 

Theorem 2.4. Let 𝐷(𝑇𝑟)be a double triangular snake. Then 𝛾𝐶𝐷  𝑆((𝐷(𝑇𝑟)))  =  3(𝑟 –  1)  +  2, 𝑟 ≥  2. 

Proof: Let  𝑉(𝐺) ={𝑣1 ,𝑣2 ,𝑣3 ,… , 𝑣𝑟,𝑢1 ,𝑢2 ,… , 𝑢𝑟−1,𝑤1 ,𝑤2 ,𝑤3 ,… , 𝑤𝑟−1,𝑣1
′ ,𝑣2

′ ,𝑣3
′ ,… , 𝑣𝑟

′, 

𝑢11 ,𝑢12 ,𝑢21 ,𝑢22 ,𝑢31 ,
𝑢32 , … , 𝑢(𝑟−1)1,𝑢(𝑟−1)2 ,𝑤11 ,𝑤12 ,𝑤21 ,

𝑤22 ,𝑤31 ,
𝑤32 , … , 𝑤(𝑟−1)1,𝑤(𝑟−1)2}an𝐸(𝐺)  = { 𝑣𝑎𝑢𝑎 1 ,𝑣𝑎𝑣𝑎

′,𝑣𝑎𝑤𝑎 1 ,𝑣𝑏𝑢 𝑏−1  2,𝑣𝑏𝑤 𝑏−1  2𝑣𝑎𝑣(𝑏−1)
′ ,𝑢𝑎𝑢𝑎 1 ,𝑢𝑎𝑢𝑎 2 ,𝑤𝑎𝑤𝑎 1 ,𝑤𝑎𝑤𝑎 2}. 

Let 𝑆=  𝑣𝑎: a =  1 to r  ∪{𝑢𝑏 1 ,𝑤𝑏 1 ∶ b = 1 to 𝑟− 1 } ∪ {𝑤 𝑟−1  2}.  It is clear that 𝑆 is a 𝐶𝐷− set of  𝑆  𝐷 𝑇𝑟   .  Hence,𝛾𝐶𝐷 (𝐺)  ≤ |𝑆|  =  3(𝑟 –  1) +

 2. 

Now let 𝐷 ⊆ 𝑉 be any dominating set of cardinality atmost 𝑑 =  3(𝑟 –  1) + 1 then <𝐷> has isolated vertex. 

Thus  𝐷 ≥ 𝑑 + 1 =  3 (𝑟 –  1) + 2.Hence, 𝛾𝐶𝐷  𝑆((𝐷(𝑇𝑟)))  =  3(𝑟 –  1) +  2. 

 

Theorem 2.5. Let  𝑄𝑠be a quadrilateral snake. Then γCD  Qs  =2  
2𝑠

3
 , 𝑟 ≥ 4. 

Proof: LetV(G) = {𝑣1 ,𝑣2,𝑣3,… , 𝑣𝑟 ,𝑢11 ,𝑢21 ,𝑢22 ,𝑢31 ,𝑢32 ,… , 𝑢(𝑠−1)1 ,𝑢(𝑠−1)2 ,𝑢𝑟} and  

𝐸(𝐺)  ={𝑣𝑖𝑣𝑖+1 ,𝑣1𝑢1,𝑣𝑟𝑢𝑟 ,𝑣𝑗𝑢𝑗1,𝑣𝑗𝑢𝑗2 ∶  1 ≤ 𝑖 ≤ 𝑠 − 1 𝑎𝑛𝑑 2 ≤ 𝑗 ≤ 𝑠 − 1}. 

Then 𝑆 = {𝑣𝑖 ∶ 𝑖 ≡ 0 𝑜𝑟 2  𝑚𝑜𝑑 3 }∪ { 𝑢𝑖 1𝑢𝑖 2 ∶ 𝑖 ≡ 2  𝑚𝑜𝑑 3 , 𝑗 ≡ 0  𝑚𝑜𝑑 3 } is a 𝐶𝐷 – set of  𝑄𝑟 . Hence γCD  Qs ≤  𝑆 =

 2  
2𝑠

3
 . Now let 𝐷 ⊆ 𝑉 be any dominating set of cardinality atmost 𝑑 = 2  

2𝑠

3
  – 1 then < 𝐷 > has an isolated vertex. 

Thus  𝐷 ≥ 𝑑 + 1 = 2  
2𝑠

3
 .Hence,  γCD  Qs  =2  

2𝑠

3
 . 

 

Theorem 2.6.Let 𝐴(𝑄𝑟) be a alternate quadrilateral snake. Then γCD A( Qr ) =  2  
𝑟

2
 , 𝑟 ≥ 4. 

Proof: Let𝑉(𝐴(𝑄𝑟)) = {𝑣1,𝑣2 ,𝑣3 ,… , 𝑣𝑟 ,𝑣𝑖1 ,𝑣𝑖2, 𝑖 = 2𝑘 + 1,𝑘 = 0,1,2,… }and  

𝐸(𝐴(𝑄𝑟)) ={𝑣𝑖𝑣𝑖+1 ,𝑣𝑖𝑣𝑖 1 ,𝑣𝑗𝑣 𝑗−1 2,𝑣𝑖 1𝑣𝑖 2 ∶  1 ≤ 𝑖 ≤ 𝑟 − 1 𝑎𝑛𝑑 2 ≤ 𝑗 ≤ 𝑟}. 

Then S = {𝑣𝑖 ∶ 𝑖 ≡ 0 , 2 (𝑚𝑜𝑑 3)} ∪{𝑣𝑖 2 ∶ 𝑖 = 2𝑘 + 1, 𝑘 = 0,1,2,3,… } is a 𝐶𝐷 – set of A(𝑄𝑟). Hence γCD (A 𝑄𝑟 ) ≤ |𝑆|= 2 

 
𝑟

2
 .  

Now let 𝐷 ⊆ 𝑉 be any dominating set of cardinality atmost 𝑑 = 2  
𝑟

2
  – 1 then< 𝐷 > has an isolated vertex. 

Thus  𝐷 ≥ 𝑑 + 1 = 2  
𝑟

2 
 . Hence, γCD A( Qr ) =  2  

𝑟

2
 . 

 

Theorem 2.7. Let 𝐷(𝑄𝑟) be the double quadrilateral snake. Then γCD 𝐷  𝑄𝑟   =3 
𝑟

2
 , 𝑟 ≥ 4. 

Proof:  

Let𝑉 𝐷(𝑄𝑟) ={𝑣1,𝑣2 ,𝑣3 ,… , 𝑣𝑟 ,𝑣11 ,𝑣12 ,𝑣21 ,𝑣22 ,𝑣31 ,𝑣32 , … , 𝑣 𝑟−1 1 ,𝑣 𝑟−1 ,𝑢11 ,𝑢12 ,𝑢21 , 

𝑢22 ,𝑢31 ,𝑢32 , … , 𝑢 𝑟−1 1 ,𝑢(𝑟−1)2}and  

𝐸(𝐷(𝑄𝑟)) ={𝑣𝑎𝑣𝑎+1 ,𝑣𝑎𝑣𝑎  1 ,𝑣𝑎𝑢𝑎  1 ,𝑣𝑏𝑣 𝑏−1 2,𝑣𝑏𝑣 𝑏−2 2 ,𝑢𝑎  1𝑢𝑎  2 ,𝑣𝑎  1𝑣𝑎  2: 1 ≤ 𝑎 ≤ 𝑟 − 1 𝑎𝑛𝑑2 ≤ 𝑏 ≤ 𝑟}.Consider  

𝑆 ={𝑣𝑎 ∶ 𝑎 ≡ 0 , 2 (𝑚𝑜𝑑 3)}∪{𝑣𝑎  2 ,𝑢𝑎  2 ∶ 𝑎 ≡ 1 (𝑚𝑜𝑑 3)}∪ { 𝑣𝑎  1 ,𝑢𝑎  1 ∶ 𝑎 ≡ 0 (𝑚𝑜𝑑 3) },  

is a 𝐶𝐷 – set of𝐷 𝑄𝑟 . Hence  γCD (D 𝑄𝑟 ) ≤ |𝑆|= 3 
𝑟

2
 . 

Now let 𝐷 ⊆ 𝑉 be any dominating set of cardinality atmost 𝑑 = 3 
𝑟

2
  – 1 then < 𝐷 > has an isolated vertex. 

Praveenkumar et al., 
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Thus  𝐷 ≥ 𝑑 + 1 =  3 
𝑟

2
 . Hence, γCD 𝐷  𝑄𝑟   =3 

𝑟

2
 .  

 

Example 2.2. 

 
 

Illustration: Here the white vertices will give us the CD – set of the above graph and hence the 𝛾𝐶𝐷 value is 12. 

 

Theorem 2.8. Let 𝐻 be a lotus inside cycle graph. Then γCD (𝐻) =  
𝑟

2
 + 1. 

Proof:  Let V(𝐻) = {𝑣, 𝑣1 ,𝑣2,𝑣3,… , 𝑣𝑟 ,𝑢1 ,𝑢2,𝑢3 ,… , 𝑢𝑟  } and E(𝐻) = {𝑣𝑣𝑎 ,𝑣𝑏𝑢𝑏+1 ,𝑣𝑐𝑢𝑐−1 ∶ 1 ≤ 𝑎 ≤ 𝑟, 1 ≤ 𝑏 ≤ 𝑟 − 1, 2 ≤
 𝑐 ≤ 𝑟} 
Then 𝑆 = { 𝑣𝑣𝑎 ∶ 𝑎 = 2𝑞 + 1, 𝑞 = 0,1,2,3,… }is a 𝐶𝐷 – set of 𝐻.  

Hence γCD  𝐻 ≤  S  =  
𝑟

2
 + 1. 

Now let 𝐷 ⊆ 𝑉 be any dominating set of cardinality atmost 𝑑 =  
𝑟

2
  then < 𝐷 >has an isolated vertex. 

Thus  𝐷 ≥ 𝑑 + 1 =  
𝑟

2
 + 1.Hence, γCD (𝐻) =  

𝑟

2
 + 1. 

Example2.3. 

 
Illustration: Here the white vertices will give us the CD – set of the above mentioned graph and hence the 𝛾𝐶𝐷 value 

is 7. 

Observation 2.9. 

1.γCD (Fr ) = 2. 

2.γCD (𝐻𝑘,𝑘) = 4. 

3.γCD (Pr ⊙ 1K1) = does not exist ,𝑟 ≥ 5. 

4.γCD (Pr ⊙ 2K1) = does not exist ,𝑟 ≥ 5. 

5.γCD (Cr ⊙ 1K1) = does not exist ,𝑟 ≥ 5. 

6. γCD (Cr ⊙ 2K1) = does not exist ,𝑟 ≥ 5. 

 

CONCLUSION 
 

In this work, we have determined the exact 𝛾𝐶𝐷values for some notable graph, instead determine their approximate 

upper and lower bounds. We will find the results for some general graphs which will be in our successive work. 

 

REFERENCES 
 

1. Harary F. Graph Theory. Addison Wesley Reading Mass; 1972. 

2. Haynes TW, Hedetniemi S, Slater P. Fundamentals of Domination In Graphs. Marcel Dekker, Inc., New York; 

1997. 

3. Cockayne EJ, Dawes RM, Hedetniemi ST. Total Domination in Graphs. Networks 1980; 10(3):211-9. 

Praveenkumar et al., 

 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

64071 

 

   

 

 

4. Mahadevan G, Vimala SM, Sivagnanam C.Corona Domination of Graphs.Mathematical Modelling and 

Computational Intelligence Techniques, Spinger proceedings in Mathematics and Statistic2021; 376: 255-265. 

5. Sunoj BS, Mathew TK. Square Difference Prime Labeling for Some Snake Graphs. Global Journal of Pure and 

Applied Mathematics 2017;13(3):1083-1089. 

6. Smitha KB, Thirusangu K. Distance Two Labeling of Quadrilateral Snake Families. International Journal of Pure 

and Applied Mathematical Sciences 2016;9(2):283-298. 

7. Wang J, Belardo F, Huang Q, Marzi EM. Spectral Characterizations of Dumbbell Graphs. The Electronic Journal 

of Combinatorics2010. 

8. Praveenkumar, L., Mahadevan, G., & Sivagnanam, C. An Investigation of Corona Domination Number for Some 

Special Graphs and Jahangir Graph. Baghdad Science Journal, 20(1 (SI)), 0294-0299 (2023). 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Praveenkumar et al., 

 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

64072 

 

   

 

 

Yashoda  

 

Qualitative Behavior of Fourth Order Neutral Difference Equations 

 
S. Kaleeswari and M.Buvanasankari* 

 

Department of Mathematics, Nallamuthu Gounder Mahalingam College, Pollachi, Tamilnadu, India - 

642201 

 

Received: 16 Aug 2023                             Revised: 30 Aug 2023                                   Accepted: 04 Sep 2023 

 

*Address for Correspondence 

M.Buvanasankari 

Department of Mathematics,  

Nallamuthu Gounder Mahalingam College,  

Pollachi, Tamilnadu, India – 642201. 

E.Mail:  buvanasankari@gmail.com 

 
This is an Open Access Journal / article distributed under the terms of the Creative Commons Attribution License 

(CC BY-NC-ND 3.0) which permits unrestricted use, distribution, and reproduction in any medium, provided the 

original work is properly cited. All rights reserved. 
 

 

"The goal of this paper is to illustrate the qualitative behaviour of a fourth order difference equation with 

neutral terms of the form 

Δ  𝑠1(𝜗) Δ3𝑞(𝜗) 
𝛽1

 = 𝑠2(𝜗)𝑦𝛽2 (𝜗 − 𝑛 + 1) + 𝑠3(𝜗)𝑦𝛽3 𝜗 + 𝑛∗  

where   𝑞 𝜗 = 𝑦 𝜗 − 𝑠4 𝜗 𝑦𝛽4 𝜗 − 𝑘  Here 𝛽1 , 𝛽2 , 𝛽3 , 𝛽4 are the ratios of odd positive integers 𝛽1 ≥

1, 𝑠1 , 𝑠2 , 𝑠3 , 𝑠4 are positive sequences and 𝑛, 𝑛∗, 𝑘 ∈ 𝑁 are such that   𝑛 > 3, 𝑛∗ > 3,   𝑘 < 𝑛 − 2. With the help 

of comparison techniques, we are able to acquire some novel oscillations results. Examples are given to 

illustrate the importance of the discoveries. 

 

Keywords : comparison techniques, fourth order, neutral terms, oscillation.  

  

 

INTRODUCTION 

 
Due to the fact that neutral difference equations are used in the study of economics, mathematical biology, and many 

other areas of mathematics, the issue of establishing oscillation phenomena for these equations has drawn a lot of 

attention in recent years [1],[2],[11],[12],[17]. The sources cited there as well as [4], [21], [22], [23] provide some 

fascinating new findings on the oscillatory behavior of second-order differential equations. A examination of the 

literature reveals that every conclusion made for fourth order difference equations with neutral terms ensures that 

each solution oscillates or monotonically approaches to zero. As far as we are aware, no conclusions have been 

drawn for fourth order neutral difference equations that suggest that all solutions are just oscillatory. This study's 

goal is to provide the equation some revised oscillation restrictions as a result. 

Δ  𝑠1(𝜗) Δ3𝑞(𝜗) 
𝛽1

 = 𝑠2(𝜗)𝑦𝛽2 (𝜗 − 𝑛 + 1) + 𝑠3(𝜗)𝑦𝛽3 𝜗 + 𝑛∗      (1) 

ABSTRACT 
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where𝑞(𝜗) = 𝑦(𝜗) − 𝑠4(𝜗)𝑦𝛽4 (𝜗 − 𝑘) via comparing first order equations with known oscillatory phenomena, or by 

comparing second-order difference equations with neutral terms. The reader can refer to [5], [6], [7] for relevant 

results on oscillation theory of applications. 

The following conditions are always considered to hold: 

(i) 𝛽1 ,𝛽2,𝛽3 ,𝛽4are the ratios of odd positive integers with 𝛽1 ≥ 1; 

(ii) 𝑠1 ,𝑠2 ,𝑠3 ,𝑠4are positive sequences; 

(iii) 𝑛, 𝑛∗,𝑘 ∈ 𝑁are such that 𝑛 > 3, 𝑛∗ > 3, 𝑘 < 𝑛 − 2. 

A solution to (1) is said to be oscillatory if it is neither eventually negative nor finally positive. If not, it is regarded as 

non-oscillatory. Equation (1) is oscillatory if and only if all of its solutions are oscillatory." The aim of this work is to 

generate adequate conditions for (1) to oscillate whenever 𝛽4 < 1 and subject the assumption  

𝑆1 𝜗, 𝜗1 → ∞as𝜗 → ∞ where𝑆1(𝑟, 𝑢) =   𝑟−1
𝜚=𝑢

1

𝑠1

1
𝛽 1(𝜚)

      (2) 

AUXILIARY RESULTS 

 

Lemma 2.1 (see [7], Lemma 1 and 19 , Lemma 2.2). 

(I) If the first order delay difference inequality 
Δ𝑞(𝜗) − 𝑠2(𝜗)𝑓(𝑞(𝜗 − 𝑛 + 1)) ≤ 0 

has an eventually positive solution, then so does the corresponding delay difference equation. 

(II)If the first order advanced difference inequality 

Δ𝑞(𝜗) − 𝑠2(𝜗)𝑓 𝑞 𝜗 − 𝑛∗  ≥ 0 

has an eventually positive solution, then so does the corresponding advanced difference equation. 

 

Lemma 2.2. (see [9]) 

If 𝑋, 𝑌 ≥ 0, then 

𝑋𝛾 +  𝛾 − 1 𝑌𝛾 − 𝛾𝑋𝑌𝛾−1 ≥ 0     for 𝛾 > 1       (3)                                                                       

and 

𝑋𝛾 + (1 − 𝛾)𝑌𝛾 − 𝛾𝑋𝑌𝛾−1 ≤ 0 for 0 < 𝛾 < 1.       (4) 

 

Lemma 2.3. Assume (2). Then Δ𝑄(𝜗) > 0 eventually, where 

𝑄: = 𝑠1 Δ3𝑞 
𝛽1

        (5) 

suggests that one of the below four scenarios occurs: 

Case (𝐼). 𝑞(𝜗) > 0, Δ𝑞(𝜗) > 0, Δ2𝑞(𝜗) > 0 Δ3𝑞(𝜗) > 0; 

Case (II). 𝑞(𝜗) > 0, Δ𝑞(𝜗) > 0, Δ2𝑞(𝜗) > 0 Δ3𝑞(𝜗) < 0; 

Case (III). 𝑞(𝜗) < 0, Δ𝑞(𝜗) < 0, Δ2𝑞(𝜗) < 0 Δ3𝑞(𝜗) < 0; 

Case  𝐼𝑉 . 𝑞 𝜗 < 0, Δ𝑞 𝜗 > 0, Δ2𝑞 𝜗 < 0 Δ3𝑞 𝜗 < 0. 

Proof. From (5), we can find 𝜗0 ∈ 𝑁0 such that 

Δ𝑄 𝜗 > 0      ∀𝜗 ≥ 𝜗0 .       (6) 

We suppose that there exists 𝜗1 ≥ 𝜗0 with 

𝑄 𝜗1 > 0       (7) 

From (6) and (7), we get, ∀𝜗 ≥ 𝜗1. 

𝑄(𝜗) = 𝑄 𝜗1 +   

𝜗−1

𝜚=𝜗1

Δ𝑄(𝜚) ≥ 𝑄 𝜗1 > 0 

Thus, 

Δ3𝑞 𝜗 > 0      ∀𝜗 ≥ 𝜗1 .         (8) 

From (6) and (7) we obtain, for 𝜗 ≥ 𝜗1 
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Δ2𝑞(𝜗) = Δ2𝑞 𝜗1 +   𝜗−1
𝜚=𝜗1

 Δ3𝑞(𝜚) = Δ2𝑞 𝜗1 +   𝜗−1
𝜚=𝜗1

 
𝑄

1
𝛽 1(𝜚)

𝑠1

1
𝛽 1(𝜚)

≥ Δ2𝑞 𝜗1 +   𝜗−1
𝜚=𝜗1

 
𝑄

1
𝛽 1 𝜗1 

𝑠1

1
𝛽 1 𝜗1 

≥ Δ2𝑞 𝜗1 + 𝑄
1

𝛽 1 𝜗1 𝑆1 𝜗, 𝜗1 → ∞  as 𝜗 → ∞.

 

because of (2). 

Therefore, there exists 𝜗2 ≥ 𝜗1 with 

 Δ2𝑞 𝜗 > 0 ∀𝜗 ≥ 𝜗2 .                                                                       (9) 

From (8) and (9) we get, ∀𝜗 ≥ 𝜗2. 

Δ𝑞(𝜗) = Δ𝑞 𝜗2 +   

𝜗−1

𝜚=𝜗2

 Δ2𝑞(𝜚) ≥ Δ𝑞 𝜗2 +   

𝜗−1

𝜚=𝜗2

 Δ2𝑞 𝜗2 

= Δ𝑞 𝜗2 +  𝜗 − 𝜗2 Δ
2𝑞 𝜗2 → ∞  as 𝜗 → ∞.

 

Hence, there exists 𝜗1 > 𝜗2 withΔ𝑞 𝜗 > 0     ∀𝜗 ≥ 𝜗3.                                               (10) 

From (9) and (10) we obtain for 𝜗 ≥ 𝜗3 , 

𝑞(𝜗) = 𝑞 𝜗3 +   

𝜗−1

𝜚=𝜗3

 Δ𝑞(𝜚) ≥ 𝑞 𝜗3 +   

𝜗−1

𝜚=𝜗3

 Δ𝑞 𝜗3 

= 𝑞 𝜗3 +  𝜗 − 𝜗3 Δ𝑞 𝜗3 → ∞  as 𝜗 → ∞.

 

Hence, there exists 𝜗4 ≥ 𝜗3 with 

𝑞 𝜗 > 0      ∀𝜗 ≥ 𝜗4                                                                                 (11) 

By (8)-(11), we get 

𝑞(𝜗) > 0, 𝛥𝑞(𝜗) > 0, Δ2𝑞(𝜗) > 0, Δ3𝑞(𝜗) > 0∀𝜗 ≥ 𝜗4 

Thus, Case (I) holds if (7) does not hold, then the only other possibilities is 𝑞(𝜗) < 0 

for𝜗 ≥ 𝜗0 and thus, 

Δ3𝑞(𝜗) < 0 for all 𝜗 ≥ 𝜗0         (12) 

we suppose that, there exists 𝜗1 ≥ 𝜗0 with 

Δ2𝑞 𝜗1 < 0                                                                                  (13) 

From (12) and (13) we get, ∀𝜗 ≥ 𝜗1 

Δ2𝑞(𝜗) = Δ2𝑞 𝜗1 +   

𝜗−1

𝜚=𝜗1

Δ3𝑞(𝜚) ≤ Δ2𝑞 𝜗1 < 0 

Hence 

Δ2𝑞 𝜗 < 0      ∀  𝜗 ≥ 𝜗1                                                              (14) 

Now, from (12) and (13) we obtain for 𝜗 ≥ 𝜗1  

Δ𝑞(𝜗) = Δ𝑞 𝜗1 +   

𝜗−1

𝜚=𝜗1

 Δ2𝑞(𝜚) ≤ Δ𝑞 𝜗1 +   

𝜗−1

𝜚=𝜗1

 Δ2𝑞 𝜗1 

≤ Δ𝑞 𝜗1 +  𝜗 − 𝜗1 Δ2𝑞 𝜗1 → −∞  as 𝜗 → ∞,

 

Hence there exists 𝜗2 ≥ 𝜗1 with 

Δ𝑞 𝜗 < 0      ∀ 𝜗 ≥ 𝜗2             (15) 

Now, from (14) and (15) we can get, for 𝜗 ≥ 𝜗2 , 

𝑞(𝜗) = 𝑞 𝜗2 +   

𝜗−1

𝜚=𝜗2

 Δ𝑞(𝜚) ≤ 𝑞 𝜗2 +   

𝜗−1

𝜚=𝜗2

 Δ𝑞 𝜗2 

≤ 𝑞 𝜗2 +  𝜗 − 𝜗2 Δ𝑞 𝜗2 → −∞ 𝜗 → ∞,

 

Thus, there exist 𝜗3 ≥ 𝜗2 with 

𝑞 𝜗 < 0  ∀ 𝜗 ≥ 𝜗3                                                                                 (16) 

By equation (12)-(16), we get 𝑞(𝜗) < 0,𝛥𝑞(𝜗) < 0, Δ2𝑞(𝜗) < 0, Δ3𝑞(𝜗) < 0. 

Thus, Case III holds. Further, if (13) does not hold, then the only other possibility is 

Δ2𝑞 𝜗1 > 0    ∀  𝜗 ≥ 𝜗0                                                                         (17) 
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Suppose that, there exists 𝜗1 ≥ 𝜗0 with 

Δ𝑞 𝜗1 > 0                                                                                                 (18) 

Then, from (17) and (18) we get ∀𝜗1 ≥ 𝜗0, 

Δ𝑞(𝜗) = Δ𝑞 𝜗1 +   

𝜗−1

𝜚=𝜗1

Δ2𝑞(𝜚) ≥ Δ𝑞 𝜗1 > 0. 

Therefore, there exists 𝜗2 ≥ 𝜗1 with 

Δ𝑞 𝜗 > 0  ∀ 𝜗1 ≥ 𝜗0                                                                                (19) 

Now, from (18) and (19)∀𝜗 ≥ 𝜗2, 

𝑞(𝜗) = 𝑞 𝜗2 +   

𝜗−1

𝜚=𝜗2

 Δ𝑞(𝜚) ≥ 𝑞 𝜗2 +   

𝜗−1

𝜚=𝜗2

 Δ𝑞 𝜗2 

≥ 𝑞 𝜗2 +  𝜗 − 𝜗2 Δ𝑞 𝜗2 → ∞ as 𝜗 → ∞

 

Hence, there exists 𝜗1 ≥ 𝜗2 with 

𝑞 𝜗 > 0  ∀ 𝜗 ≥ 𝜗3 .                                                                               (20) 

By Equations (12),(17),(19),(20) we get, 𝑞(𝜗) > 0, 𝛥𝑞(𝜗) > 0, Δ2𝑞(𝜗) > 0, Δ3𝑞(𝜗) < 0. Case (II) is so upheld. In the 

event 𝜚 (15) does not hold, the sole option is 

Δ𝑞 𝜗 > 0   ∀ 𝜗 ≥ 𝜗0 .                                                                                (21) 

By Equation (12), (14),(16),(21) we get, 𝑞(𝜗) < 0,𝛥𝑞(𝜗) > 0, Δ2𝑞(𝜗) < 0, Δ3𝑞(𝜗) < 0, Thus, Case (IV) holds. The rest 

the article is based on the assumption that 

𝑘0 ,𝑘1 ,𝑘2 ,𝑘3 ,𝑘4 ∈ ℕ  satisfying 3𝑘0 < 𝑛∗,𝑘1 < 𝑛 + 2, and 𝑘2 < 𝑘3 ≤ 𝑛 + 1 − 𝑘.        (22) 

Note 2.4: 

1. Consider the constraints 𝑛 > 3, 𝑛∗ > 3, and 𝑘 < 𝑛 − 2. For example, one may use 𝑘0 = 𝑘1 = 𝑘2 = 1, 𝑘3 = 2and 

𝑘4 = 4. 

2. Consider that 𝜗 + 𝑛∗ − 3𝑘0 > 𝜗. Since it is always possible 𝑛∗ − 3𝑘0 > 0. Therefore, equations involving 𝜗 + 𝑛∗ −

3𝑘0 are advanced type. Furthermore  

𝜗 + 𝑛∗ + 𝑘1 − 2 < 𝜗, 𝜗 − 𝑛 + 𝑘 − 2 < 𝜗1, 𝜗 − 𝑛 + 𝑘 − 2 + 𝑘1 < 𝜗, always since 𝑛 + 2 − 𝑘1 > 0, 𝑛 + 2 − 𝑘 > 0,𝑛 + 2 −

𝑘 − 𝑘3 > 0. Therefore, equation containing 𝜗 − 𝑛 + 𝑘1 − 2 , 𝜗 − 𝑛 + 𝑘 − 2,𝜗 − 𝑛 + 𝑘 − 2 + 𝑘3are of delay type. 

MAIN RESULTS 

We will start looking at the new result. 

Theorem 3.1.𝐿𝑒𝑡  𝛽4 < 1. Assume that(i)-(iii), (2) and (22) hold. Suppose that there is a sequence 𝑠: 𝑄 → (0, ∞). Such 

that lim𝜗→∞   𝑔1(𝜗) = 0, where 

𝑔1(𝜗): =  1 − 𝛽4 𝛽4

𝛽 4
1−𝛽 4𝑠

𝛽4
𝛽4−1(𝜗)𝑠

4

1

1−𝛽 4(𝜗).  (23) 

Let 𝜃0 ,𝜃1 , 𝜃2 ∈ (0,1). If the first-order advanced difference equation 

Δ𝑞(𝜗) = 𝜃0𝑧
𝛽3
𝛽1 𝜗 + 𝑛∗ − 3𝑘0   𝜗−1

𝜚=𝜗−𝑘0
   

𝜚−1
𝑟=𝑡−𝑘0

  
1

𝑠1(𝜚)
  𝑟−1

𝛾=𝑟−𝑘0
  𝑠3(𝛾) 

1

𝛽 1                (24) 

and the first order delay difference equation 
Δ𝑊(𝜗) +  𝜃1𝜃2𝑘 𝛽2𝑠2(𝜗)(𝜗 − 𝑛 + 1)𝛽2 (𝜗 − 𝑛)𝛽2 

𝑊
𝛽 2
𝛽 1 𝜗 − 𝑛 + 𝑘1 − 2  𝑆1 𝜗 − 𝑛 + 𝑘1 − 1,𝜗 − 𝑛 − 1  𝛽2 = 0                     (25) 

Δ𝑊 𝜗 +
𝑠2 𝜗 

 𝑠4 
𝛽 2
𝛽 4 𝜗−𝑛+𝑘+1 

𝑊
𝛽 2

𝛽 1𝛽 4 𝜗 − 𝑛 + 𝑘 − 2    𝜗−𝑛+𝑘
𝜚=𝜗1

    𝑡−𝑛+𝑘
𝑟=𝑡1

 𝑆1 𝑟1,𝜗1   = 0  
   

                (26) 
 and 
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Δ𝑊(𝜗) +
𝑠2(𝜗)

𝑠4

𝛽 2
𝛽 4(𝜗−𝑛+𝑘+1)

 𝑘2𝑐𝜃0 
𝛽2
𝛽4  𝑊

1

𝛽 1 𝜗 − 𝑛 + 𝑘 + 𝑘3 − 2  𝑆1 𝜗 − 𝑛 + 𝑘 + 𝑘3 − 1, 𝜗 − 𝑛 + 𝑘 + 𝑘3 − 1  

𝛽 2
𝛽 4

= 0 (27) 

are oscillatory, then so is (1) 

Proof. Suppose thaty is a non oscillatory solution of (1), say 𝑦(𝜗) > 0, 𝑦(𝜗 − 𝑘) > 0, 𝑦(𝜗 − 𝑛 + 𝑘) > 0, 𝑦 𝜗 + 𝑛∗ > 0 

eventually 

Δ 𝑠1(𝜗) Δ3𝑞(𝜗)𝛽1 = 𝑠2(𝜗)𝑦𝛽2 (𝜗 − 𝑛 + 1) + 𝑠3(𝜗)𝑦𝛽3 𝜗 + 𝑛∗ > 0                           (28) 

Therefore (5) is fulfilled, and only four cases (I), (II), (III) and (IV) can be done according to Lemma (2.3) 

Case (I) and (II): 

Using 𝛾 = 𝛽4 ∈ (0,1),𝑋 = 𝑠
4

1

𝛽 4 (𝜗)𝑦(𝜗 − 𝑘), 𝑌 =  
1

𝛽4
𝑠(𝜗)𝑠

4

−1

𝛽4 (𝜗) 

1

𝛽4−1

 in (4) we obtain − 𝑠(𝜗)𝑦(𝜗 − 𝑘) − 𝑠4(𝜗)𝑦𝛽4 (𝜗 −

𝑘)≤𝑔1(𝜗) 
𝑦(𝜗) = 𝑞(𝜗) + 𝑠4(𝜗)𝑦𝛽4 (𝜗 − 𝑘) + 𝑠(𝜗)𝑦(𝜗 − 𝑘) − 𝑠(𝜗)𝑦(𝜗 − 𝑘)

= 𝑞(𝜗) + 𝑠(𝜗)𝑦(𝜗 − 𝑘) −  𝑠(𝜗)𝑦(𝜗 − 𝑘) − 𝑠4(𝜗)𝑦𝛽4 (𝜗 − 𝑘) 

≥ 𝑞(𝜗) + 𝑠(𝜗)𝑦(𝜗 − 𝑘) + 𝑔1(𝜗)

≥ 𝑞(𝜗)  1 +
𝑠(𝜗)𝑦(𝜗 − 𝑘) + 𝑔1(𝜗)

𝑞(𝜗)
 

 

As 𝑞 in both cases (I) and (II) is positive and non-decreasing, there exists 𝐿 > 0, fulfilling of 𝑞(𝜗) > 𝐿, and thus, we 

obtain 

𝑦(𝜗) ≥  1 +
𝑠(𝜗)𝑦(𝜗 − 𝑘) + 𝑔1(𝜗)

𝜗
 𝑞(𝜗) 

Then due to (23), there exists 𝑘 ∈ (0,1) such that 

𝑦(𝜗) ≥ 𝑘𝑞(𝜗)                                                                                                (29) 

eventually 

So, we get 

Δ  𝑠1(𝜗) Δ3𝑞(𝜗) 
𝛽1

 ≥ 𝑘𝛽2𝑠2(𝜗)𝑞𝛽2 (𝜗 − 𝑛 + 1) + 𝑘𝛽3𝑠3(𝜗)𝑞𝛽3 𝜗 + 𝑛∗ ≥ 0            (30) 

Case(I).Using (30), we get 

Δ  𝑠1(𝜗) Δ3𝑞(𝜗) 
𝛽1

 ≥ 𝑘𝛽3𝑠3(𝜗)𝑞𝛽3 𝜗 + 𝑛∗                                                        (31) 

Summing (31) from 𝜗 − 𝑘0to 𝜗 − 1, we have 

𝑠1(𝜗) Δ3𝑞(𝜗) 
𝛽1 = 𝑠1 𝜗 − 𝑘0  Δ3𝑞 𝜗 − 𝑘0  

𝛽1

+   

𝜗−1

𝜚=𝜗−𝑘0

 Δ  𝑠1(𝜚) Δ3𝑞(𝜚)  
𝛽1

≥ 𝑘𝛽3   

𝜗−1

𝜚=𝜗−𝑘0

 𝑠3(𝜚)𝑞𝛽3 𝜚 + 𝑛∗ 

≥ 𝑘𝛽3𝑞𝛽3 𝜗 + 𝑛∗ − 𝑘0   

𝜗−1

𝜚=𝜗−𝑘0

 𝑠3(𝜚)

 

So we get, 

Δ3𝑞(𝜗) ≥ 𝑘
𝛽 3
𝛽 1𝑞

𝛽 3
𝛽 1 𝜗 + 𝑛∗ − 𝑘0  

1

𝑠1(𝜗)
  𝜗−1

𝜚=𝜗−𝑘0
 𝑠3(𝜚) 

1

𝛽 1                                     (32) 

Summing (32) again from 𝜗 − 𝑘0to𝜗 − 1, we get 

Δ2𝑞(𝜗) = Δ2𝑞 𝜗 − 𝑘0 +   

𝜗−1

𝜚=𝜗−𝑘0

 Δ3𝑧(𝜚)

≥   

𝜗−1

𝜚=𝜗−𝑘0

 𝑘
𝛽 3
𝛽 1𝑞

𝛽 3
𝛽 1 𝜚 + 𝑛∗ − 𝑘0  

1

𝑠1(𝜚)
  

𝜚−

𝑟=𝑡−𝑘0

 𝑠3(𝑟) 

1

𝛽 1 
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≥ 𝑘
𝛽 3
𝛽 1𝑞

𝛽 3
𝛽 1 𝜗 + 𝑛∗ − 2𝑘0   𝜗−1

𝜚=𝜗−𝑘0
  

1

𝑠1(𝜚)
  

𝜚−
𝑟=𝑡−𝑘0

 𝑠3(𝑟) 

1

𝛽 1                           (33) 

Summing (33) again from 𝜗 − 𝑘0to 𝜗 − 1, we get 

Δ𝑞(𝜗) = Δ𝑞 𝜗 − 𝑘0 +   

𝜗−1

𝜚=𝜗−𝑘0

 Δ2𝑞(𝜗)

≥ 𝑘
𝛽 3
𝛽 1   

𝜗−1

𝑟=𝜗−𝑘0

 𝑞
𝛽 3
𝛽 1 𝜚 + 𝑛∗ − 2𝑘0   

𝜚−

𝑟=𝑡−𝑘0

  
1

𝑠1(𝑟)
  

𝜗−1

𝑢=𝑟−𝑘0

 𝑠3(𝑢) 

1

𝛽 1

≥ 𝑘
𝛽 3
𝛽 1𝑞

𝛽 3
𝛽 1 𝜗 + 𝑛∗ − 3𝑘0   

𝜗−1

𝜚=𝜗−𝑘0

 

 

   

𝜚−

𝑟=𝑡−𝑘0

  
1

𝑠1(𝑟)
  

𝑟−1

𝑢=𝑟−𝑘0

 𝑠3(𝑢) 

1

𝛽 1

 

 

 

Hence, we conclude that 𝑞 is a positive and increasing solution of 

Δ𝑞(𝜗) − 𝑘
𝛽 3
𝛽 1𝑞

𝛽 3
𝛽 1 𝜗 + 𝑛∗ − 3𝑘0   

𝜗−1

𝜚=𝜗−𝑘0
 

   

𝜚−

𝑟=𝑡−𝑘0

  
1

𝑠1(𝑟)
  

𝑟−1

𝑢=𝑟−𝑘0

 𝑠3(𝑢) 

1

𝛽1

 

 ≥ 0 

while applying Lemma (2.1)II, (24) also has an eventually positive solution, which is a contradiction. 

Case (II). Let 

𝑊 = −𝑠1 Δ3𝑞 
𝛽1

> 0 eventually                                                                      (34) 

By (30) we get 

−Δ𝑊(𝜗) ≥ 𝑘𝛽2𝑠2(𝜗)𝑞𝛽2 (𝜗 − 𝑛 + 1)                                                                      (35) 

we know that, eventually, 

𝑞(𝜗) = 𝑞 𝜗1 +   

𝜗−1

𝜚=𝜗1

 Δ𝑞(𝜚) ≥   

𝜗−1

𝜚=𝜗1

 Δ𝑞(𝜚)

=  𝜗 − 𝜗1 Δ𝑞(𝜗 − 1) = 𝑙Δ𝑞(𝜗 − 1)  1 −
𝜗1

𝜗
 

 

Since 
𝜗1

𝜗
→ 0as 𝜗 → ∞, there exists 𝜃1 ∈ (0,1) such that 

𝑞(𝜗) ≥ 𝜗𝜃1Δ𝑞(𝜗 − 1) eventually                                                                     (36) 

Next, we have 

Δ𝑞(𝜗) = 𝑞 𝜗2 +   

𝜗−1

𝜚=𝜗2

 Δ2𝑞(𝜚) ≥   

𝜗−1

𝜚=𝜗2

 Δ2𝑞(𝜗 − 1)

=  𝜗 − 𝜗2 Δ2𝑞(𝜗 − 1) = Δ2𝑧(𝜗 − 1)  1 −
𝜗2

𝜗
 

 

Since 
𝜗2

𝜗
→ 0 as 𝜗 → ∞ there exists 𝜃2 ∈ (0,1) such that 

Δ𝑞(𝜗) ≥ 𝜗𝜃2Δ2𝑞(𝜗 − 1) eventually                                                               (37) 

Now, we get 𝑎 = 𝜗 − 𝑛 − 1,𝑏 = 𝑎 + 𝑘1 > 𝑎. 

Th 

en, f 

rom (34) and (28) we geteventually 
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0 ≤ Δ2𝑞(𝑏) = Δ2𝑞(𝑎) +   𝑏−1
𝜚=𝑎  Δ3𝑞(𝜚)

= Δ2𝑞(𝑎) −   𝑏−1
𝜚=𝑎  

𝑊
1

𝛽 1(𝜚)

𝑠1

1
𝛽 1(𝜚)

≤ Δ2𝑞(𝑎) −   𝑏−1
𝜚=𝑎  

𝑊
1

𝛽 1(𝑏−1)

𝑆1

1
𝛽 1(𝜚)

≤ Δ2𝑞(𝑎) − 𝑊
1

𝛽 1 (𝑏 − 1)𝑆1(𝑏, 𝑎)

 

and therefore, 

Δ2𝑞(𝑎) ≥ 𝑊
1

𝛽 1 (𝑏 − 1)𝑆1(𝑏, 𝑎)                                                         (38) 

From (35)-(38), we obtain 

−Δ𝑊(𝜗) ≥ 𝑘𝛽2𝑠2(𝜗)𝑞𝛽2 (𝜗 − 𝑛 + 1)

≥  𝜃1𝑘 𝛽2𝑠2(𝜗)(𝜗 − 𝑛 + 1)𝛽2 (Δ𝑞(𝜗 − 𝑛))𝛽2

≥  𝜃1𝜃2𝑘 𝛽2𝑠2(𝜗)(𝜗 − 𝑛 + 1)𝛽2 (𝜗 − 𝑛)𝛽2 Δ2𝑞(𝜗 − 𝑛 − 1) 
𝛽2

≥  𝜃1𝜃2𝑘 𝛽2𝑠2(𝜗)(𝜗 − 𝑛 + 1)𝛽2 (𝜗 − 𝑛)𝛽2𝑊
𝛽 2
𝛽 1 𝜗 − 𝑛 + 𝑘1 − 2  𝑆1 𝜗 − 𝑛 + 𝑘1 − 1, 𝜗 − 𝑛 − 1  𝛽2

 

Therefore, W is a positive and decreasing solution of 

Δ𝑊(𝜗) +  𝜃1𝜃2𝑘 𝛽2𝑠2(𝜗)(𝜗 − 𝑛 + 1)𝛽2 

(𝜗 − 𝑛)𝛽2𝑊
𝛽 2
𝛽 1 𝜗 − 𝑛 + 𝑘1 − 2  𝑆1 𝜗 − 𝑛 + 𝑘1 − 1,𝜗 − 𝑛 − 1  𝛽2 ≤ 0 

while applying Lemma 2.1(I), (25) also has an eventually positive solution which contradictory. 

Case(III) and (IV): 

In the rest of the proof, let W be as in (34). Now, 

𝑞(𝜗) = 𝑦(𝜗) − 𝑠4(𝜗)𝑦𝛽4 (𝜗 − 𝑘) ≥ −𝑠4(𝜗)𝑦𝛽4 (𝜗 − 𝑘) eventually  

Thus, 

𝑦(𝜗 − 𝑘) ≥ − 
𝑞(𝜗)

𝑠4(𝜗)
 

1

𝛽 4                                                                                             (39) 

Here from (1) we get eventually, 

−Δ𝑊(𝜗) = 𝑠2(𝜗)𝑦𝛽2 (𝜗 − 𝑛 + 1) + 𝑠3(𝜗)𝑦𝛽3 𝜗 + 𝑛∗ 

≥ 𝑠2(𝜗)𝑦𝛽2 (𝜗 − 𝑛 + 1)

≥ −
𝑠2(𝜗)

𝑠4

𝛽 2
𝛽 4(𝜗−𝑛+𝑘+1)

𝑞
𝛽 2
𝛽 4 (𝜗 − 𝑛 + 𝑘 + 1).

                                             (40) 

Case (III). 

From (34) and (28) we obtain, 

Δ2𝑞(𝜗) = Δ2𝑞 𝜗1 +   

𝜗−1

𝜚=𝜗1

 Δ3𝑞(𝜚)

= Δ2𝑞 𝜗1 −   

𝜚=𝜗1

 
𝑊

1

𝛽 1

𝑠
1

1

𝛽1 (𝜚)

≤ −   

𝜗−1

𝜚=𝜗1

 
𝑊

1

𝛽 1 (𝜗 − 1)

𝑠
1

1

𝛽 1(𝜚)

≤ −𝑊
1

𝛽 1 (𝜗 − 1)𝑆1 𝜗, 𝜗1 

 

eventually, which implies from (28) we get 
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Δ𝑞(𝜗) = Δ𝑞 𝜗1 +   𝜗−1
𝜚=𝜗1

 Δ2𝑞(𝜚)

≤   𝜗−1
𝜚=𝜗1

 Δ2𝑞(𝜚) ≤ −  𝜗−1
𝜚=𝜗1

 𝑊
1

𝛽 1 (𝜗 − 1)𝑆1 𝜚, 𝜗1 

≤ −𝑊
1

𝛽 1 (𝜗 − 2)  𝜗−1
𝜚=𝜗1

 𝑆1 𝜚, 𝜗1  eventually 

 

Therefore, from (28) we obtain, 

𝑞(𝜗) = 𝑞 𝜗1 +   

𝜗−1

𝜚=𝜗1

 Δ𝑞(𝜚) ≤   

𝜗−1

𝜚=𝜗1

 Δ𝑞(𝜚)

≤ −   

𝜗−1

𝜚=𝜗1

   𝑊
1

𝛽 1 (𝜗 − 2)    

𝜗−1

𝑟=𝜗1

  𝑆1 𝑟,𝜗1   

≤ −𝑊
1

𝛽 1 (𝜗 − 3)    

𝜗−1

𝜚=𝜗1

    

𝜗−1

𝑟=𝜗1

 𝑆1 𝑟, 𝜗1   

 

eventually. 

And thus, from (40) we get eventually, 

−Δ𝑊(𝜗) ≥ −
𝑠2(𝜗)

𝑠
4

𝛽 2
𝛽 4 (𝜗 − 𝑛 + 𝑘 + 1)

𝑞
𝛽 2
𝛽 4 (𝜗 − 𝑛 + 𝑘 + 1)

≥
𝑠2(𝜗)

𝑠
4

𝛽 2
𝛽 4(𝜗 − 𝑛 + 𝑘 + 1)

 
 
 
 
 

𝑊
1

𝛽 1 (𝜗 − 𝑛 + 𝑘 − 2)    

𝜗−𝑛+𝑘

𝜚=𝜗1

    

𝜗−𝑛+𝑘

𝑟=𝜗1

 𝑆1 𝑟, 𝜗1   

 
 
 
 
 

𝛽 2
𝛽 4

≥
𝑠2(𝜗)

𝑠
4

𝛽 2
𝛽 4(𝜗 − 𝑛 + 𝑘 + 1)

𝑊
𝛽 2
𝛽 1 (𝜗 − 𝑛 + 𝑘 − 2)    

𝜗−𝑛+𝑘

𝜚=𝜗1

    

𝜗−𝑛+𝑘

𝑟=𝜗1

 𝑆1 𝑟, 𝜗1   

𝛽2
𝛽4

 

Hence, 𝑊 is a positive and decreasing solution of 

Δ𝑊(𝜗) +
𝑠2(𝜗)

𝑠
4

𝛽2
𝛽4 (𝜗 − 𝑛 + 𝑘 + 1)

𝑊
𝛽 2

𝛽 1𝛽 4 (𝜗 − 𝑛 + 𝑘 − 2)    

𝜗−𝑛+𝑘

𝜚=𝜗1

    

𝜗−𝑛+𝑘

𝑟=𝜗1

  𝑆1 𝑟,𝜗1   

𝛽 2
𝛽 4

≤ 0 

while applying Lemma (2.1) I, we see that (26) also has an eventually positive solution, which contradictory. 

Case (IV). Let 

𝑎 = 𝑚 − 𝑛 + 𝑘 + 1,𝑏 = 𝑎 + 𝑘2 > 𝑎, 𝑐 = 𝑎 + 𝑘3 − 1 > 𝑏 − 1, 𝑑 = 𝑎 + 𝑘4 − 1 > 𝑐 − 1, 

First, we get eventually, 

0 ≥ 𝑞(𝑏) = 𝑞(𝑎) +   

𝑏−1

𝜚=𝑎

 Δ𝑞(𝜚)

≥ 𝑞(𝑎) +   

𝑏−1

𝜚=𝑎

 Δ𝑞(𝑏 − 1)

≥ 𝑞(𝑎) + (𝑏 − 𝑎)Δ𝑞(𝑏 − 1)

 

−𝑞(𝑎) ≥ (𝑏 − 𝑎)Δ𝑞(𝑏 − 1)                                                        (41) 
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Now, we obtain eventually, 

0 ≤ Δ𝑞(𝑐) = Δ𝑞(𝑏 − 1) +   

𝑐−1

𝜚=𝑏−1

 Δ2𝑞(𝜚)

≤ Δ𝑞(𝑏 − 1) + (𝑐 − 𝑏 + 1)Δ2𝑞(𝑐 − 1)

≤ Δ𝑞(𝑏 − 1) + 𝑐  1 −  
𝑏 − 1

𝑐
  Δ2𝑞(𝑐 − 1)

 

Since 
𝑏−1

𝑐
→ 0as 𝑐 → ∞, there exists 𝜃0 ∈ (0,1), such that 

Δ𝑞(𝑏 − 1) ≥ −𝑐𝜃0Δ2𝑞(𝑐 − 1) eventually.                                                 (42) 

Then, from (34) and (28) we have 

Δ2𝑞(𝑑) = Δ2𝑞(𝑐 − 1) +   

𝑑−1

𝜚=𝑐−1

 Δ3𝑞(𝜚)

≤ −   

𝑑−1

𝜚=𝑐−1

 
𝑊

1

𝛽 1 (𝜚)

𝑠
1

1

𝛽 1 (𝜚)

≤ −𝑊
1

𝛽 1 (𝑑 − 1)𝑆1(𝑑, 𝑐 − 1)

 

−Δ2𝑞(𝑑) ≥ 𝑊
1

𝛽 1 𝑑 − 1 𝑆1 𝑑, 𝑐 − 1                                                        (43) 

Thus, from (40)-(43) we get 

−Δ𝑊(𝜗) ≥
𝑠2(𝜗)

𝑠
4

𝛽 2
𝛽 4(𝜗 − 𝑛 + 𝑘 + 1)

[(𝑏 − 𝑎)Δ𝑞(𝑏 − 1)]
𝛽 2
𝛽 4

≥
𝑠2(𝜗)

𝑠
4

𝛽 2
𝛽 4(𝜗 − 𝑛 + 𝑘 + 1)

𝑘
2

𝛽 2
𝛽 4 −𝑐𝜃0Δ2𝑞(𝑐 − 1) 

𝛽2
𝛽4

≥
𝑠2(𝜗)

𝑠
4

𝛽 2
𝛽 4(𝜗 − 𝑛 + 𝑘 + 1)

 𝑘2𝑐𝜃0 
𝛽2
𝛽4  𝑊

1

𝛽 1 (𝑐 − 2)𝑆1(𝑐 − 1, 𝑐 − 1) 

𝛽 2
𝛽 4

 

which implies 𝑊 is a positive and decreasing solution of 

Δ𝑊(𝜗) +
𝑠2(𝜗)

𝑠
4

𝛽 2
𝛽 4(𝜗 − 𝑛 + 𝑘 + 1)

 𝑘2𝑐𝜃0 
𝛽2
𝛽4  𝑊

1

𝛽 1 (𝑐 − 2)𝑆1(𝑐 − 1, 𝑐 − 1) 

𝛽 2
𝛽 4

≤ 0

Δ𝑊(𝜗) +
𝑠2(𝜗)

𝑠
4

𝛽2
𝛽4 (𝜗 − 𝑛 + 𝑘 + 1)

 𝑘2𝑐𝜃0 
𝛽 2
𝛽 4  𝑊

1

𝛽 1 𝜗 − 𝑛 + 𝑘 + 𝑘3 − 2 𝑆1 𝜗 − 𝑛 + 𝑘 + 𝑘3 − 1, 𝜗 − 𝑛 + 𝑘 + 𝑘3 − 1  

𝛽 2
𝛽 4

≤ 0

 

Using Lemma (2.1) I, (27) also has an eventually positive solution which contradicts. 

We provide the next results to demonstrate Theorem 3.1. 

Corollary 3.2. Assume that(i)-(iii), (2), (22) and (23) hold. If the first order advanced difference equation (24) and the 

first oorder delay difference equation (25) and 

Δ𝑊(𝜗) + min

 
 
 

 
 

𝑠2(𝜗)

𝑠
4

𝛽 2
𝛽 4(𝜗 − 𝑛 − 𝑘 + 1)

   

𝜗−𝑛+𝑘

𝜚=𝜗1

    

𝑡−𝑛+𝑘

𝑟=𝑡1

 𝑆1 𝑟,𝜗1   

𝛽 2
𝛽 4

,  

 𝑠2(𝜗)

𝑠
4

𝛽 2
𝛽 4(𝜗 − 𝑛 + 𝑘 + 1)

 𝑘2𝑐𝜃0 
𝛽2
𝛽4 𝑆1 𝜗 − 𝑛 + 𝑘 + 𝑘3 − 1, 𝜗 − 𝑛 + 𝑘 + 𝑘3 − 1  

𝛽 2
𝛽 4 𝑊

𝛽 2
𝛽 1𝛽 4 𝜗 − 𝑛 + 𝑘 + 𝑘3 − 2 = 0

 

                 (44) 
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are oscillatory for 1 > 𝛽4 and 𝜃0 ,𝜃1 , 𝜃2 ∈ (0,1), then (1) is oscillatory. 

Corollary 3.3. Assume 1 > 𝛽4and 𝛽3 ≥ 𝛽1 ≥ 𝛽2. Let(i)-(iii), (2), (22) and (23) hold. If 

lim sup
𝜗→∞

   𝜗−1
𝜚=𝜗−𝑘0

    
𝜚−
𝑟=𝑡−𝑘0

  
1

𝑠1(𝜚)
  𝑟−1

𝜉=𝑟−𝑘0
 𝑠3(𝜉) 

1

𝛽 1 = ∞,
                                          (45) 

lim sup
𝜗→∞

 𝑠2(𝜗)(𝜗 − 𝑛 + 1)𝛽2 (𝜗 − 𝑛)𝛽2𝑆1 𝜗 − 𝑛 + 𝑘1 − 1, 𝜗 − 𝑛 − 1 𝛽2 = ∞,              (46) 

lim sup
𝜗→∞

 
𝑠2(𝜗)

𝑠4

𝛽 2
𝛽 4(𝜗−𝑛+𝑘+1)

   𝜗−𝑛+𝑘
𝜚=𝜗1

    𝑡−𝑛+𝑘
𝑟=𝑡1

 𝑆1 𝑟, 𝜗1   

𝛽 2
𝛽 4 = ∞,                                           (47) 

and 

lim sup
𝜗→∞

 
𝑠2(𝜗)

𝑠4

𝛽 2
𝛽 4(𝜗−𝑛+𝑘+1)

 𝑘2𝑐𝜃0 
𝛽 2
𝛽 4 𝑆1 𝜗 − 𝑛 + 𝑘 + 𝑘3 − 1, 𝜗 − 𝑛 + 𝑘 + 𝑘3 − 1  

𝛽 2
𝛽 4 = ∞,          (48) 

then (1) is oscillatory. 

Corollary 3.4.Let 1 ≥ 𝛽4 , suppose that(i)-(iii), (12) and (22) hold. Assume lim𝜗→∞  𝑠(𝜗) = 0 where 

𝑆(𝜗) = − 𝛽4𝑠4(𝜗) 
−1

𝛽4                                                                      (49) 

Let 𝜃0 ,𝜃1 , 𝜃2 ∈ (0,1). If (24)-(27) are oscillatory, then so (1). 

Corollary 3.5.Let 1 ≥ 𝛽4 . Assume that(i)-(iii), (2),(22) and (49) hold. Let 𝜃0 ,𝜃1 ,𝜃2 ∈ (0,1). if (24), (25) and (44) are 

oscillatory then (1) is oscillatory. 

Corollary 3.6. Let 1 ≥ 𝛽4and 𝛽3 ≥ 𝛽1 ≥
𝛽2

𝛽4
. Assume that(i)-(iii), (2),(22) and (49) hold. Let 𝜃0, 𝜃1 ,𝜃2 ∈ (0,1). if (45)-(48) 

hold then (1) is oscillatory. 

Examples 

Example 4.1. We look at the eqution 

Δ  (𝜗 + 2)3  Δ3  𝑦(𝜗) −
1

𝜗
𝑦

1

3(𝜗 − 1) = 𝜗2𝑦(𝜗 − 3) + (𝜗 + 3)4𝑦3(𝜗 + 6)          (50) 

Now (50) is in the form (1) where 𝛽1 = 𝛽3 = 3,  𝛽2 = 1,𝛽4 =
1

3
𝑘 = 1, 𝑛 = 4, 

𝑛∗ = 6,   𝑠1(𝜗) = (𝜗 + 2)3 ,𝑠2(𝜗) = 𝜗2 ,𝑠3(𝜗) = (𝜗 + 3)4,𝑠4(𝜗) =
1

𝜗
. 

Then (i)-(iii) are fulfilled and so is (2), because 

𝑆1(𝑏, 𝑎) =   

𝑏−1

𝜚=𝑎

 
1

𝑠1(𝜚)
 

1

3

=   

𝑏−1

𝜚=𝑎

1

𝑡 + 2
=   

𝑏

𝜚=𝑎+2

1

𝑡
→ ∞ 

Now, (see Note 2.4) 𝑘0 = 𝑘1 = 𝑘2 = 1and 𝑘3 = 2. And thus (22) is fulfilled and we get, 
𝜗 + 𝑛∗ − 3𝑘0 = 𝜗 + 3

𝜗 − 𝑛 + 𝑘1 − 2 = 𝜗 − 𝑛 + 𝑘 − 2 = 𝜗 − 5
𝜗 − 𝑛 + 𝑘 + 𝑘3 = 𝜗 − 3,

 

Furthermore, 𝛽4 < 1and 𝛽2 < 𝛽1 = 𝛽3. So by corollory 3.3 , we choose 𝑠 = 𝑠4 then 

𝑔1(𝜗) =
2

3
 

1

3
 

1

2

(𝑠(𝜗))
−1

2  𝑠4(𝜗) 
3

2

=
2

3
 

1

3
 

1

2

 
1

𝜗
 

−1

2

 
1

𝜗
 

3

2

=
2

3 3
 

1

𝜗
 → 0 as 𝜗 → ∞.

 

And so (23) is fulfilled. We also compute 
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  𝜗−1
𝜚=𝜗−𝑘0

    
𝜚−1
𝑟=𝑡−𝑘0

  
1

𝑠1(𝜚)
  𝑟−1

𝜉=𝑟−𝑘0
 𝑠3(𝜉) 

1

𝛽1 =  
𝑠3(𝜗−3)

𝑠1(𝜗−1)
 

1

3 = 𝜗
1

3

𝑠2(𝜗)(𝜗 − 𝑛 + 1)𝛽2 (𝜗 − 𝑛)𝛽2𝑆1 𝜗 − 𝑛 + 𝑘1 − 1, 𝜗 − 𝑛 − 1 𝛽2 = 𝜗2(𝜗 − 4)

𝑠2(𝜗)

𝑠4

𝛽 2
𝛽 4(𝜗−𝑛+𝑘+1)

   𝜗−𝑛+𝑘
𝜚=𝜗1

    𝑡−𝑛+𝑘
𝑟=𝑡1

 𝑆1 𝑟, 𝜗1   

𝛽2
𝛽4 =

𝜗2 1−
2

𝜗
 

3

 1−
4

𝜗
 

3

 

and 

𝑠2(𝜗)

𝑠
4

𝛽 2
𝛽 4(𝜗 − 𝑛 + 𝑘 + 1)

 𝑘2𝑐𝜃0 
𝛽2
𝛽4 𝑆1 𝜗 − 𝑛 + 𝑘 + 𝑘3 − 1, 𝜗 − 𝑛 + 𝑘 + 𝑘3 − 1  

𝛽 2
𝛽 4 =

𝜗2  1 −
2

𝜗
 

3

 1 −
1

𝜗
 

3  

Hence (45)-(48) hold. Now that all of corollary 3.3's criteria have been fulfilled, Equation (50) is oscillatory 

Example 4.2.The equations are considered 

Δ  (𝜗 + 2)3  Δ3  𝑦(𝜗) − 𝜗𝑦
1

3 (𝜗 − 1) = 𝜗2𝑦(𝜗 − 3) + (𝜗 + 3)4𝑦3(𝜗 + 6)                    (51) 

Now (51) is in the form (1) where 𝛽1 = 𝛽3 = 3, 𝛽2 = 1, 𝛽4 =
1

3
 

𝑘 = 1,𝑛 = 4, 𝑛∗ = 6,𝑠1(𝜗) = (𝜗 + 2)3 ,𝑠2(𝜗) = 𝜗2 ,𝑠3(𝜗) = (𝜗 + 3)4 ,𝑠4(𝜗) = 𝑙. Furthermore, we have 1 ≥ 𝛽4 and 

𝛽3 = 𝛽1 ≥
𝛽2

𝛽4
 from corollary 3.6. 

We compute 𝑆(𝜗) = − 𝛽4𝑠4(𝜗) −3 = − 
𝜗

3
 
−3

= − 
3

𝜗
 

3
→ 0, as 𝑙 → ∞ and so (49) is fulfilled because all of the other 

constraints of corollary 3.6 are satisfied in the same sense as in Example 4.1, (51) is oscillatory 
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Low Back Pain is the most appropriate form of musculoskeletal disorder. It is described as discomfort or 

pain detected in the area from the 12th rib down to the gluteal area. It acts on annually 5-10% of the adult 

population. Mechanical low back pain (MLBP) is a major cause of illness and disability, especially in 

people of working age. Only 39 – 76% of the patients obtain absolute recovery. The study aims to check 

the effectiveness of back school protocol versus muscle energy technique in patients with chronic 

mechanical low back pain. 38 patients complaining of chronic mechanical low back pain have 

participated in the study on the basis of inclusion criteria. Patients were randomly assigned into two 

equal groups. Group A received Muscle Energy Technique, Group B received Back School Protocol. Both 

groups underwent a common conventional treatment plan. Treatment was given three times per week 

for four consecutive weeks. Patients were assessed before and at the end of four weeks by using a 

numeric pain rating scale (NPRS), Modified Oswestry Disability Low Back Pain Questionnaire (MODQ), 

Modified - Modified Schober Test (MMST) to assess the intensity of pain, functional disability, and 

lumbar range of motion. There was a significant decrease in pain, functional disability, and an increase in 

lumbar range of motion in both groups. Group A showed more improvement post-treatment. The muscle 

energy technique is more effective compared to the Back School protocol in terms of pain reduction and 

range of motion whereas Back School is more effective on functional disability in patients with chronic 

mechanical low back pain (CMLBP).  

Keywords : Chronic, Mechanical, Low Back Pain, Muscle Energy Technique, Back School Protocol 
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INTRODUCTION 

 
Low Back Pain is a very usual condition that occurs due to problems in the muscle and skeletal system [1]. It is 

described as tenderness and aches detected between the lower ribs and gluteal area. It follows up on every year 5 - 

10% of the grown-up populace, with a larger part of 60% to 90% over a long period. By the age of 30, half of the 

nation will have had a notable episode of Low backache. [2]. only 39 – 76% of the patients obtain absolute recovery 

[1]. Chronic low backache is the torment that continues the healing time higher than anticipated, spanning moreover 

three months. [3]. Frequency of recent and long term LBP in grown-up doubled in the last ten years and continues to 

increase dramatically in the aging population, influencing men and women overall cultural groups. LBP remarkably 

affects utilitarian limit, as agony confines word-related exercises and is a significant reason for delinquency. Its 

financial burden is indicated directly by high healthcare expenses and indirectly by lower productivity. [4]. 

Mechanical low back pain (MLBP) is still an essential health hazard and a major cause of incapacity in people under 

the age of 65, so in most cases, there really is no clear underlying pathology. [5]. It comprises unspecific lumbar 

column damage that could be linked to other causes of lumbar pain. [6]. Mechanical pain results from risky things to 

do, similar to unfortunate posture, ineffectively planned to seat, and erroneous bowing and lifting movements. There 

are a few elements incurring mechanical low back torment, as unreasonable masses to typical spinal designs. 

Posture, body mechanics, trunk strength, and flexibility, as well as the strength of the pelvic arch and lower limbs 

muscles, all determine the loads conveyed to the spine. [5]. It appears that muscle weakness is associated with MLBP 

[7]. Mohammad Reza Nourbakhsh et.al, expressed that diminished back extensor muscle endurance is a significant 

element in ongoing LBP. 

 

The Back School is a conservative form of therapeutic intervention in the management of mechanical low back pain 

(MLBP) [8]. The Back School method was developed in 1969 in Sweden by Mariane Zachrisson Forssel, with the goal 

of preventing and avoiding recurrent episodes of low back pain [9].  In later years it became known as the Swedish 

Back School [10]. The etiological aspects of low back pain, such as biomechanical stress and increased intradiscal 

pressure, were the basis for the development of the program, which focused primarily on an educational approach to 

the ergonomic elements related to pain [10]. Modern back schools have advanced into other areas today - of not only 

managing the pain but also preventing injury to the back that can precipitate back pain [8]. This intervention module 

was originally developed as an education and training program and involves exercise monitored by a 

physiotherapist or physician [11]. Common topics of the educational component of the Back School Program include 

the anatomy of the spine, theories of the etiology of LBP, the function of the backbone, ergonomics, exercise, 

complications of back pain, and changing unpleasant beliefs about back pain [11]. A practical component that 

consists of exercise for the maintenance of a healthy back [6]. 

 

Muscle Energy Technique is a non-invasive, safe, and inexpensive treatment technique commonly used by 

physiotherapists, chiropractors, and manual therapists in the treatment of MLBP [12].  This manual therapy 

technique was founded by Dr. Fred L. Mitchell Sr., who was an osteopathic physician [13]. MET is a versatile 

technique traditionally used to address different types of muscular strain, pain in different regions, local edema, and 

joint dysfunction and also improve range of motion (ROM), relieve muscle tension, and increase the strength of the 

muscle [14].  Muscle energy technique (MET) is a common traditional treatment for spine disease. It is the most 

popular therapeutic modality aimed at the improvement of elasticity in contractile and non – contractile tissues [1]. 

This procedure ‚involves the contraction done by the patient’s voluntary group of muscles in a very particular and 

controlled direction, at varying levels of intensity, against a clearly executed counterforce applied by the therapist 

[13]. Its plan of action is based on a form for using low amplitude muscular contractions against obstruction in the 

hopes of affecting both type of static and dynamic posture and vascular dissemination. Isometric constriction 

principally decreases the tone present in a hypertonic muscle and restores its ordinary resting length by use of 

reciprocal inhibition. [2] 

 

 

Upasti Panchal  et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

64086 

 

   

 

 

METHODS AND MATERIALS 
A comparative study was carried out at Sainath Hospital. Ethical clearance was taken from ethical committee of 

Sainath hospital. 38 subjects with chronic mechanical low back pain were taken in the study according to inclusion 

criteria. They were divided into two groups, 19 in each group. Group A were treated with Muscle Energy Technique 

along with conventional physiotherapy. Group B were treated with Back School Protocol along with conventional 

physiotherapy. The inclusion criteria are: (a) Mechanical backache discovered by a registered medical practitioner. 

(b) At very least 3 months, patient must have chronic mechanical low back pain without peripheral irradiation. (c) 

Subjects who have pain scores in between 2 to 6 on the NPRS. (d) Age: 18 to 40 years. Exclusion criteria are: (a) 

Subjects who have gone through past a medical procedure, who had underlying peculiarities, History of spinal 

fracture, spinal cord pressure, extreme instability, serious osteoporosis. (b) History of any provocative spinal disease  

(c) Disc prolapsed or Spondylolisthesis (d) Congenital musculoskeletal deformity (e) Any cardiovascular diseases (f) 

Abnormal neurological signs in the lower extremity and psychosomatic diseases. Outcome measures of present 

study are The numeric pain rating scale (NPRS), Modified Oswestry Disability Low Back Pain 

Questionnaire(MODQ), Modified - Modified Schober Test(MMST) .  

 

The numeric pain rating scale (NPRS) is 11 point measure of pain in which patient is asked to rate their pain. It is 

ranging from 0 indicated as no pain at all to 10 which indicates the worst imaginable pain[15]. Modified Oswestry 

Disability Low Back Pain Questionnaire(MODQ)  is intended to give data about how a patient's low back and leg 

pain is meaning for his/her regular routine. The questionnaire comprises of 10 things tending to various parts of 

functions. Each item is scored from 0 to 5, with higher values addressing more noteworthy disabilities. The patient is 

approached to finish up the questionnaire according to his/her uneasiness in day-by-day exercises[16]. 

Modified - Modified Schober Test (MMST)   

 

Flexion  measurement: - The patients were told to take off their shoes, uncovering their back from gluteal fold to 

mid-thoracic spine with left and right PSIS completely uncovered. The specialist recognized both the PSIS with her 

thumb and check a midline point on the sacrum (inferior mark). Then, at that point, the superior mark was set apart 

on the lumbar spine 15 cm over the sacral mark. The measure tape was kept solidly against the skin and asked to 

"Bend forward as far as you can while keeping the knee straight". The ROM was the contrast between 15 cm and 

length estimated toward the end of the movement. Extension measurement: - The patients position and markers 

were same as flexion. Therapist instruct to "Put the palms of your hands on your butt cheek and bend in reverse to 

the furthest extent that you would be able". The distance between superior and inferior marks was measured[17]. 

 

Group A was treated with Muscle energy technique along with conventional exercises.MET applied for the muscles 

given below, MET has been used as a post-isometric relaxation treatment. The subjects were instructed to make a 

contraction of roughly 20 - 30 percent of their most extreme deliberate isometric contraction, hold it around 7-10s, 

then release around 2-3s after they had sensed the limiting boundary. Proper breathing instructions were given to 

the patient and afterwards on exhalation the extremity was taken somewhat a long way from the limitation barrier 

and held on that point around 10-30s, It was completed 3 times per meeting for 12 sessions[18]. 

 

Iliopsoas MET: -  Patient position - prone lying with a headrest placed under the abdomen area for reduction in 

lumbar curve. Therapist position - standing on opposite side of the side of muscle which was treated, the table-side 

hand supporting the thigh. The another one hand was set with the goal that the heel point of the hand was put on the 

sacrum. Pressure is applied towards the floor, to keep up with pelvic stability. Instructions - The patient was asked to 

bring his thigh towards table against the therapist’s resistance. Patients use 15-25% of  him/her  maximum voluntary 

contraction. Hold around 7 to 10s [8].  

 

Hamstring muscles MET: - Patient position- supine lying with treatment leg hanging over the therapist’s 

shoulder.Therapist position- One hand placed on non-treated limb's front distal portion of the thigh, while the other 

was placed on the treated limb's front distal part of the thigh, simply over the knee, to keep the knee in an 
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extention.Instructions- patient’s hip was passively flexed and the leg extended until tension. The patient was asked 

to do moderate knee flexion with isometric contraction. Pressing his ankle joint against the therapist’s shoulder, 

followed by relaxation, on and then leg was passively stretched by the therapist up to the tolerance to stretch and 

hold for 30 seconds[18]. 

 

Quadratus lumborum MET: - Patient position- side-lying with the uppermost arm stretched out over the head tightly 

to hold the edge of the table.Therapist position- Standing behind side-lying patient at the waist level.Instructions- the 

patient was asked to abduct the uppermost leg around 30° on exhalation. The therapist palpated strong quadratus 

activity. The patient holds the leg isometrically and gravity gives resistance from the leg. Following 10 second 

constriction, the patient was approached to hang his leg marginally behind him at the back of the table. The advisor 

supports the pelvis with two hands with fingers interlocked over the iliac crest moves the pelvis away from the 

lower ribs on exhalation. The stretch should grasp for 10 to 30 seconds[8]. 

 

Erector spine MET: - Patient position- seated on the treatment table his back in the direction of the 

therapist.Therapist position- Therapist pass his one hand in patent’s axilla, across the neck on the side which the 

patient was rotated. Another hand was placed on the contralateral shoulder.Instructions - Patient was asked to do 

flexion, side bending, and rotation and that time taken to the comfortable limit of forward bending. patient was 

asked to hold his breath around 7 to 10s and stare in the direction from whence he rotated before exhaling.  On the 

full exhalation, the patient was again taken to the new restriction[18]. 

 

Group-B was treated with Back School Protocol along with conventional therapy.  In Back School protocol group 

patients have given three treatment meetings per week, each lasting 45 minutes to an hour.The program was divided 

based on educational and practical sessions[6]. 

 

THEORY SESSION: General information, history, and methods of back school protocol, Pathology; Anatomy and 

biomechanical ideas of the spine, The effect of muscle functions on the spine, Etiopathogenesis of the most common 

conditions that have a detrimental impact on the back, Treatment techniques that are most commonly used, 

Mechanical forces in varied back movements are inconsistent; relaxation stance, Instructions for sitting and standing 

positions.  

 

PRACTICAL EXERCISES: Diaphragmatic breathing exercise. (10 reps. In 1set);Stretching of erector spinae muscle, 

Hamstrings, Calf, and Quadriceps muscles. (30 seconds, repeat 10 times); Pelvic tilting exercise. (10 reps. In 1 set);The 

abdominal musculature is strengthened. (1 set of 10 repetitions) 

 

CONVENTIONAL PROTOCOL: Infrared radiation, Ultrasonic, Therapeutic exercise program in type of Finger to 

toes, Bridging exercise, Back expansion from prone, Sit-up work out, Knee to chest work out, Lower back muscle 

stretching. 

 

RESULT 

 
A comparative study was done on 38 chronic mechanical low back pain patients aged between 18 to 40 years. The 

subjects were randomly divided into two groups and an Independent t-test was usedto check the pre and post-

treatment effects. Graph-1 shows the mean pre-post data of Group-A. Graph-2 shows the mean values of Group-B 

pre-post data. Table-1 shows Group A and Group B pre and post-mean of Numeric Pain Rating Scale (NPRS), 

Modified Oswestry Disability Low Back Pain Questionnaire(MODQ), Modified - Modified Schober Test (MMST).  

The result shows significant improvement in all the outcome measures in both the groups but group-A showed more 

significant improvement in pain and range of motion whereas Group-B showed more significant improvement in 

functional disability. 
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DISCUSSION 
 

The present study compared muscle energy technique and back school protocol. The result of both interventions was 

investigated and both the groups proved to be effective in the management of chronic mechanical low back pain 

(CMLBP). The result of this study showed that the two groups were huge in diminishing pain and increasing lumbar 

flexion and expansion range of motion post-treatment, particularly in group A which is MET. There was a huge 

improvement in functional ability in both the groups after-treatment, particularly in group B which is back school 

protocol. Marzouk A. Ellythy[1] et al.; studied and one group got a muscle energy procedure and the other group got 

Strain Counter Strain treatment for 4weeks. Pain intensity, lumber movements, and functional disability index were 

taken as outcome measures and In individuals with chronic low back pain, both the MET and  SCS approaches were 

proved to be efficient  in lowering pain and functional capability.  The diminution in pain caused by the muscular 

energy approach can be explained by Chaitow'sneurophysiology[19]. He characterized post isometric relaxation 

(PIR) as the fall in a tone of the agonist's muscle following an isometric contraction. Stretch receptors in the agonist 

muscle's Golgi tendon cause this to happen. The muscle contraction is inhibited by these receptors which react to 

overstretching of the muscle. The Golgi tendon organ is triggered by the equal counterforce of a strong agonist 

muscle contraction. From the Golgi tendon, The afferent nerve impulse travels to the dorsal base of the spinal cord, 

where it connects to an inhibitory motor neuron. Reestablishing the full stretch length of the muscles reduces the 

increase in pressure on the afflicted muscles, as well as the pain and dysfunction that follows. 

 

Usman Abba Ahmed et al.; did a scoping review to efficiently assess writing and guide the current The MET 

technique is a worthwhile and safe intervention that can be beneficial as an independent treatment plan for patients 

with chronic MLBP, according to a demonstration of its viability and assessment of the retrieved articles. It has the 

potential to give numerous physical and psychosocial well-being [12].  According to MANIGANDAN S R V (2018), 

et al., the Muscle energy approach provides an analgesic effect that is understood from both spinal and supraspinal 

mechanisms. During an isometric contraction, both musculature and joint mechanoreceptors are triggered. This 

generates sympathoexcitation elicited by somatic efferents, as well as localized initiation of the periaqueductal grey, 

which helps to minimize pain regulation. Due to mechanoreceptor stimulation, nociceptive inhibition occurs in the 

dorsal horn of the spinal cord, where synchronized gating of nociceptive impulses occurs [20]. 

  

In the present study, a significant reduction in functional disability score was reported after 4 weeks of intervention. 

Between the two groups, the comparison Back School group showed more reduction in MODQ. This finding 

supports the finding by Frost [34] et al and Heymans [35] et al that back care education caused improvement in 

function among patients with nonspecific LBP. According to Snook [36] et al, reduction in pain also led to a 

reduction in disability status among patients with chronic non-specific LBP. 

 

Bahar SADEGHI-ABDOLLAHI (2012) et al.; studied the efficacy of back school protocol in chronic low back pain in 

workers. He also stated that BS aims to strengthen the musculature that protects the lumbar spine and discs from 

excessive stress, as well as to teach the best posture for specific job postures and demonstrate how to lift and push 

large objects. On top of all, BS is aimed to help people to manage their back pain, by showing them the mechanism of 

the disease, or whenever they get an inadvertent attack [21]. Andrade et al.; assessed the viability of the Back School 

Program for a non-specific base. Based on investigation they remark statistically significant differences in functional 

disability and spinal mobility [22].  

 

CONCLUSION 
 

The muscle energy technique is more effective compared to the Back School protocol in terms of pain reduction and 

range of motion whereas Back School is more effective on functional disability in patients with chronic mechanical 

low back pain (CMLBP). 
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FUTURE RECOMMENDATION OF THE STUDY: A larger sample size should be taken, Follow up should be done 

for a longer period, Further research should be done with different clinical arms. 
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Table-1: - Comparison of Group-A (MET) and Group-B (Back School) 

OUTCOME MEASURES MEAN SD t VALUE p VALUE 

POST NPRS 
MET 2.26 0.87 -0.34 

0.443 
BACK SCHOOL 2.36 1.01 -0.34 

POST MODQ 
MET 17.89 5.03 0.23 

0.173 
BACK SCHOOL 17.57 3.07 0.23 

POST MMST FLEXION 
MET 7.23 0.97 3.82 

0.196 
BACK SCHOOL 5.82 1.27 3.82 

POST MMST EXTENSION 
MET 2.63 0.52 2.82 

0.911 
BACK SCHOOL 2.15 0.52 2.82 

 

 
 

Graph-1:-Comparison of Pre-Post outcome measures of 

Group-A 

Graph-2: - Comparison of Pre-Post outcome measures 

of Group-B 
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We first state lemma concerning bounded linear operator and its inverse and also state Schauder’s fixed point 

theorem. We then define weakly coupled lower and upper solution for anti-periodic boundary value problem of first 

order delay differential equation of the type, w (x) + w(x) = g(x, w(x  k)).  We also provide with the 

definition of solution for this problem. Then, using stated lemma and Schauder’s fixed point theorem we prove that 

there exists a solution between weakly coupled lower and upper solution. We assume that ‘g’ to be a non-decreasing 

function in the second coordinate. 

 

Keywords: lemma, operator, boundary, solution 

  

 

INTRODUCTION 
 

There are many real world problems in Economics, Biological systems, Physical models and many more involve the 

study of boundary value problems(BVPs) for differential equations with deviating arguments(DEDA). Thus, it is 

natural question to ask about existence of solution to such problems. One may refer to ([4], [5])for the existence 

theory of ordinary differential equations(ODE) as well as delay differential equations(DDE). In proving many 

existence results in ordinary differential equations, partial differential equations, integral equations and differential 

equations with deviating arguments, one may seek help of the fixed point theory, which is dealt in [10]. Methods of 

existence of solutions between lower and upper solutions for BVP of first order ODEs are discussed in ([6], [7], [11], 

[14]) and for BVP of first order DDEs are discussed in ([1], [2], [3], [8], [9], [12], [13], [15]). 
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We seek for a solution to Anti-Periodic Boundary Value Problem (APBVP) of First Order Delay Differential Equation 

(FODDE) between the weakly coupled lower and upper solution by making use of Schauder’s fixed point theorem. 

Let 0  , T > 0, I = [0, T], 0 k T  and g : I    be continuous. Then, the APBVP for FODDE, under 

study, has the form 

 

w (x) + w(x) = g(x, w(x k)), x I   (1.1) 

w(x) = w(0), x [ k, 0]  (1.2) 

w(0) = w(T). (1.3) 

 

We denote A to be the set of all functions defined and continuouson [– k, T] and continuously differentiable on [0, T]. 

Let B = {u A : u(x) = u(0),  x[– k, 0]} and  

E = {uA : u(x) = 0,  x[– k, 0]}. The norm on A is defined to be, 

u u(x) u (x) , u A.sup sup

x [ k, T] x [0, T]

   
  

 

Then,      , A, ||.|| B, ||.|| , E, ||.||
   are Banach spaces.  

The norm on E is given to be, (u, ) u , (u, ) E .  

       

So we may say that  *E , ||.|| is also a Banach space. Let S:B E   be a linear operator. Then the 

operator norm of ‘S’ is given by, 

y 1

S Sy .sup





  

 

Below is the Schauder’s Fixed point theorem defined without giving the proof. 

 

Schauder’s Fixed Point Theorem[10]:Consider a normed linear space ‘X’ and N:X X be such that ‘N’ is 

continuous and compact map. If ‘N(X)’ is bounded, then ‘N’ admits a fixed point. 

 

Next, we state the following Lemma’s in order to prove existence result for a solution betweenweakly coupled lower 

and upper solution. 

 

Lemma 1.1.Let S:B E  be an operator defined by 

S[w(x)] = (u(x), w(0)), where 

 

x

0

0;  k x 0

u(x) = 
w(x) w(0) w(t)dt ; 0 x T.

  



   



 

Then, (1) S:B E  is a continuous linear operator. 

          (2) 
1S :E B   exists and it is defined by  
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1 x

x (x t)

0

; k x 0

L [u(x)] = 
e e u (t)dt ; 0 x T. 






 

  



  



 

          (3) 
1S :E B   is a continuous linear operator. 

 

Lemma 1.2. Let g, p:I   be continuous and N:B E  be defined by  

N[w(x)] = (v(x), – p(T, w(T))), where 

x

0

0; k x 0

v(x) = 
g(t, w(t r)dt ; 0 x T.

  



  



 

Then, N:B E  is continuous and compact. 

 

Weakly Coupled Lower and Upper Solutions for Anti-periodic Boundary Value Problem of First Order Delay 

Differential Equation 

 

We begin first by giving the definition of solution to FODDE (1.1) and (1.2) along with the definition of solution for 

APBVP (1.1) - (1.3). We move on to define lower and upper solutions for the FODDE (1.1) and (1.2). Then, we define 

strict lower and upper solution for FODDE (1.1) and (1.2) to prove that under certain conditions on function ‘g’, the 

lower solution is less than or equal to the upper solution. We further, define weakly coupled lower and upper 

solution for the APBVP to obtain existence of solution between weakly coupled lower and upper solution. Also, the 

definitions of strict weakly coupled lower and upper solution for the APBVP are given to obtain existence of solution 

strictly between strict weakly coupled lower and upper solution. 

 

Definition 2.1. A function vA is said to be a solution of APBVP (1.1) - (1.3) if 

1. v (x) + v(x) = g(x, v(x  k)), x I,    

2. v(x) = v(0), x [ k, 0],   

3. v(0) = v(T).  

 

Definition 2.2. A function vA is said to be a solution of FODDE (1.1) and (1.3) if 

1. v (x) + v(x) = g(x, v(x  k)), x I,    

2. v(x) = v(0), x [ k, 0].   

 

Definition 2.3.A function  A is said to be a lower solution of FODDE (1.1) and (1.2) if  

1. (x) + (x) g(x, (x  k)), x I,       

2. (x) (0), x [ k, 0].     

A function  A is said to be an upper solution of FODDE (1.1) and (1.2) if he above inequalities are reversed. 

 

Definition 2.4. A function  A is called a strict lower solution of FODDE (1.1) and (1.2) if 1.

(x) + (x) g(x, (x  r)), x I,       

2. (x) (0), x [ k, 0].     
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Definition 2.5. A function  A is called a strict upper solution of FODDE (1.1) and (1.2) if 1. 

(x) + (x) g(x, (x  k)), x I,       

2. (x) (0), x [ k, 0].     

 

Definition 2.6. A pair of functions ,  A are called weakly coupled lower and upper solution of APBVP (1.1) - 

(1.3) if  

1. (x) + (x) g(x, (x  k)), x I,       

2. (x) + (x) g(x, (x  k)), x I,       

3. (x) (0), x [ k, 0],     

4. (x) (0), x [ k, 0],     

5. (x) (x), x [ k, T],     

6. (0) (T), x [ k, 0],      

7. (0) (T), x [ k, 0].      

 

Definition 2.7. A pair of coupled lower and upper solutions ,  Aof APBVP (1.1) - (1.3) are called strict weakly 

coupled lower and upper solutions of APBVP (1.1) - (1.3) if  

1. (x) + (x) g(x, (x  k)), x I,       

2. (x) + (x) g(x, (x  k)), x I.       

 

Theorem 2.1. Let g:I   be continuous and g(x, u) g(x, v), (x, u), (x, v) I   such that u v.  

Let  B be a strict lower solution of FODDE (1.1) and (1.2). Let  B be an upper solution of FODDE (1.1) and 

(1.2). Then, (0) (0)  implies (x) (x), x [ k, 0]     and (x) (x), x (0, T].     

 

Proof. It is given that (0) (0)  .Therefore, (x) (x), x [ k, 0].      

 

Therefore, it is sufficient to prove that (x) (x), x (0, T].     

 

On the contrary, assume that
0x (0,T]  such that

0(x) (x), x (0, x )    and
0 0(x ) (x ).   

Therefore, 0 0 (x ) (x ).    

This gives, 0 0 0 0 g(x , (x k)) g(x , (x k)).     

 

CASE-1: Let 00 x k.   

Therefore, 0k x k 0.     

So, we have 0 0 (x k) (x k).     

As ‘g’ is non-decreasing in the second co-ordinate,  

we have 0 0 0 0g(x , (x k)) g(x , (x k)),    which leads to a contradiction. 

 

CASE-2: Let 0k x T.   
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Therefore, 
0 00 x k x .    

So, we have
0 0 (x k) (x k).     

As ‘g’ is non-decreasing in the second co-ordinate,  

we have
0 0 0 0g(x , (x k)) g(x , (x k)),    which leads to a contradiction. 

 

Thus, (x) (x), x (0, T].     

Hence, (x) (x), x [ k, 0]     and (x) (x), x (0, T].      

 

Theorem 2.2. Let g:I   be continuous and g(x, u) g(x, v), (x, u), (x, v) I   such that u v.  

Let  B be a lower solution of FODDE (1.1) and (1.2). Let  B be a strict upper solution of FODDE (1.1) and 

(1.2). Then, (0) (0)  implies (x) (x), x [ k, 0]     and (x) (x), x (0, T].     

Proof. Similar to the proof of theorem 2.1.       

 

We are now ready to prove the existence theorem for solution between weakly coupled lower and upper solution for 

the given APBVP. 

 

 

Theorem 2.3. Let g:I   be continuous and g(x, u) g(x, v), (x, u), (x, v) I   such that u v.  

Let ,  B be weakly coupled lower and upper solution of APBVP (1.1) - (1.3). Then, the APBVP (1.1) - (1.3) has 

atleast one solution w B such that (x) w(x) (x),   x [ k, T].    

 

Proof.Let p:I   be defined by, 

p(x, u) = max{ (x) , min{u, (x) }},  (x, u) I .   

Then, (x) p(x, u) (x)   , (x, u) I .   

Also, p:I   is continuous and bounded. 

 

Let G :I    be defined by, 

g(x, (x k)); w (x k),

G (x, w) = g(x, w); (x k) w (x k),

g(x, (x k)); (x k) w.

 

 

 



  


   
   

 

Therefore, G :I    is continuous and bounded. 

 

LetS:B E  be defined as in Lemma 1.1. 

Therefore, S:B E  is linear, continuous and bijective. 

Also, 
1S :E B   exists and is defined as in Lemma 1.1. 

Further, 
1S :E B   is also continuous. 

 

Let N:B E  be defined as in Lemma 1.2. 
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Therefore, N:B E  is compact and continuous. 

 

Let 
1J=S N:B B.  Then,  

x

x (x t)

0

p(T, w(T)); k x 0

J[w(x)] = 
p(T, w(T))e + e F (t, w(t k)dt ; 0 x T.    

   


   




 

A fixed point of J:B B is a solution of 

w (x) + w(x) = F (x, w(x k)), x I    (2.1) 

w(x) = w(0), x [ k, 0]   

w(0) = p(T, w(T)). (2.2) 

 

Also, J:B B compact and continuous. 

Further, ‘p’ and ‘G*’ are bounded implies that J(B) is a bounded subset of  B, ||.|| .  

So, by applying the Schauder’s fixed point theorem, J:B B has a fixed point w B.  

Therefore, ‘w’ is a solution of (2.1), (1.2) and (2.2). 

 

We show that (x) w(x) (x), x [ k, T].       

As (0) (T) p(T,w(T)) (T) (0),        we have (0) p(T,w(T)) (0).    

This implies, (0) w(0) (0).    

Thus, (x) w(x) (x), x [ k, 0].       

 

Therefore, it is enough to show that (x) w(x) (x), x (0, T].      

 

Let 0  be arbitrary. 

 

Define, (x) (x) (x 2k), x [ k,T]        and (x) (x) (x 2k), x [ k,T].         

Therefore, (0) w(0) (0).     

 

So, we prove that (x) w(x) (x) x (0, T].       

 

On the contrary let us assume that, 0x (0,T]  such that 0(x) w(x) (x), x (0, x )      and

0 0w(x )  (x ).  

Therefore, 0 0w(x ) (x )  and 
0 0(x ) w (x ).    

 

CASE-1: Let 00 x k.   

Therefore, 0k x k 0.     

So, we have 0 0 0 (x k) w(x k) (x k).       
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0 0 0 0

0 0 0

0 0 0

0

0

Therefore, w (x ) G (x , w(x k)) w(x )

g(x , w(x k)) w(x )

g(x , (x k)) (x )

(x )

(x ), which leads to a contradiction.





 





   

  

  





 

 

CASE-2: Let 
0k x T.   

Therefore, 
0 00 x k x .    

So, we have
0 0 0 (x k) w(x k) (x k).        

 

CASE-2.1: Let
0 0 w(x k) (x k ).    

0 0 0 0

0 0 0

0 0 0

0

0

Therefore, w (x ) (x , w(x k)) w(x )

g(x , (x k)) w(x )

g(x , (x k)) (x )

(x )

(x ), which leads to a contradiction.

G





 

 





   

  

  





 

 

CASE-2.2: Let
0 0 0 (x k) w(x k) (x k).       

Then by CASE-1 we get
0 0 w (x ) (x ),   which leads to a contradiction. 

 

CASE-2.3: Let
0 0 w(x k) (x k).    

0 0 0 0

0 0 0

0 0 0

0

0

Therefore, w (x ) G (x , w(x k)) w(x )

g(x , (x k)) w(x )

g(x , (x k)) (x )

(x )

(x ), which leads to a contradiction.



 

 





   

  

  





 

 

Thus, we conclude that (x) w(x) (x), x [0, T].       

Taking 0   we get, (x) w(x) (x), x [0, T].      

This implies, (x) w(x) (x), t [ k, T].       

Therefore, G (x, w(x k)) g(x, w(x k)), x I      and p(T, w(T)) = w(T). 

Hence, w B is a solution of APBVP (1.1) – (1.3) such that  

(x) w(x) (x), x [ k, T].        
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Consider the following example to illustrate theorem 2.3. 

w (x) + w(x) = w(x 1)+1, x [0, 1],    

w(x) = w(0), x [ 1, 0],   

w(0) = w(1).  

Here, k = 1, T = 1, I = [0, 1] and g (x, u) = u + 1, (x, u) I .    

Therefore, g(t, w (x – 1))= w (x – 1) + 1, x I.   

Also, ‘g’ is non-decreasing in the second coordinate. 

 

Let :[ 1, 1]   be defined as, 

 

1

1
x

e
1; 1 x 0,

2

(x) = 

e
e ; 0 x 1.

2









   




   


 

 

Therefore, 

1e
(0) 1

2




  and 

1e
(1) .

2




  

Also, (x) (x) (x 1) +1, x [0,1].         

 

Let :[ 1, 1]   be defined as, 

 
1

1
x

e
; 1 x 0,

2

(x) = 

e
1 e ; 0 x 1.

2









  




    


 

 

Therefore, 

1e
(0)

2




 and 

1e
(1) 1.

2




   

Also, (x) (x) (x 1) +1, x [0,1].         

So, we can say that and   are coupled lower and upper solution of the given APBVP. 

 

Now, let y : [ 1, 1]   be defined as, 
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1

1
x

e 1
; 1 x 0,

2

y(x) = 

e 1
e ; 0 x 1.

2






 
  





   


 

Then, ‘y’ is a solution of given APBVP such that (x) y(x) (x), x [ 1, 1].       

 

Next we prove the result concerning strict weakly coupled lower and upper solutions 

for APBVP (1.1) - (1.3). 

 

Theorem 2.4. Let g:I   be continuous and g(x, u) g(x, v), (x, u), (x, v) I   such that u v.  

Let ,  B be strict weakly coupled lower and upper solution of APBVP (1.1) -(1.3). Then, the APBVP (1.1) - (1.3) 

has atleast one solution w B such that (x) w(x) (x), x [ k, 0]      and

(x) w(x) (x), x (0, T].      

 

Proof.Let p, G*, S, N and J be as defined in Theorem 2.3. 

 

So, by applying the Schauder’s fixed point theorem, J:B B has a fixed point w B.  

Therefore, ‘w’ is a solution of (2.1), (1.2) and (2.2). 

 

We show that (x) w(x) (x), x [ k, T].       

As (0) (T) p(T,w(T)) (T) (0),        we have (0) p(T,w(T)) (0).    

This implies, (0) w(0) (0).    

Thus, (x) w(x) (x), x [ k, 0].       

 

Therefore, it is enough to show that (x) w(x) (x), x (0, T].      

 

On the contrary let us assume that, 
0x (0,T]  such that

0(x) w(x) (x), x (0, x )     and

0 0w(x )  (x ).  

Therefore, 
0 0(x ) w (x ).   

 

CASE-1: Let 00 x k.   

This implies, 0k x k 0.     

So, we have 0 0 0 (x k) w(x k) (x k).       

0 0 0 0

0 0 0

0 0 0

0

Therefore, w (x ) G (x , w(x k)) w(x )

g(x , w(x k)) w(x )

g(x , (x k)) (x )

(x ), which leads to a contradiction.
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CASE-2: Let 
0k x k T.    

This implies, 
0 00 x k x .    

So, we have
0 0 0 (x k) w(x k) (x k).       

0 0 0 0

0 0 0

0 0 0

0

Therefore, w (x ) G (x , w(x k)) w(x )

g(x , w(x k)) w(x )

g(x , (x k)) (x )

(x ), which leads to a contradiction.





 



   

  

  



 

 

Thus, from CASE-1 and CASE-2 we have (x) w(x) (x), x (0, T].      

Therefore, G (x, w(x k)) g(x, w(x k)), x I      and p(T, w(T)) = w(T). 

Hence, w X is a solution of APBVP (1.1) – (1.3) such that  

(x) w(x) (x), x [ k, 0]      and (x) w(x) (x), x (0, T].       

 

REFERENCES 
 

1. H. Aiya, Y.S.Valaulikar; Some Existence Theorems for Periodic Boundary Value Problem ofFirst Order Delay 

Differential Equation, Mapana-Journal of Sciences , Vol.22, Special Issue1,(2023), 13-31. ISSN 0975-3303 — https;// 

doi.org/10.12723/mjs.spl.2. 

2. M. Bachar, M. A. Khamsi; Delay differential equations: a partially ordered set approach invectorial metric spaces, 

Fixed point theory and applications: A springer open journal, 193(2014), 1–9. 

3. A. Boichuk, J. Diblik, D. Khusainov, M. Ruzickova; Boundary value problems for delay differential systems, 

Advcs. Difference Eqns., 2010 (2010), Article ID 593834. 

4. S. G. Deo, V. Raghavendra, R. Kar, V. Laksmikantham; Textbook of ordinary differentialequations, McGraw Hill, 

3 (2015), 1–425. 

5. R. D. Driver; Ordinary and delay differential equations, Springer - Verlag, (1977), 225-448. 

6. D. Franco, J. Nieto, D. O’Regan; Anti-periodic boundary value problem for nonlinear firstorder ordinary 

differential equations J. Math. Ineq. Appl., 6 (2003), 477–485. 

7. D. Franco, J. Nieto, D. O’Regan; Upper and lower solutions for first order problems withnonlinear boundary 

conditions. ExtractaMathematicae, 18 (2003), 153–160. 

8. L. J. Grimm, K. Schmitt; Boundary value problems for delay differential equations, Bull.Amer. Math. Soc., 5 

(1968) 997–1000. 

9. T. Jankowski; On delay differential equations with boundary conditions, Dynamic Systemsand applications, 16 

(2007), 425–32. 

10. M. C. Joshi, R. K. Bose; Some topics in nonlinear functional analysis, Wiley Eastern Ltd., 1(1985), 1–285. 

11. V. Lakshmikantham; Periodic boundary value problem for first and second order differentialequations, Jour. of 

Appl. Math. and Simulation(Vol.2), 3 (1989) 131–138. 

12. S. Leela, M. N. Oˇguztoreli; Periodic boundary value problem for differential equations withdelay and monotone 

iterative method, Journal of Math. Anal. and Appls., 122 (1987) 301–307. 

13. S. Ohkohchi; A boundary value problem for delay differential equations, Hiroshima Math. J.,7 (1977), 379–385. 

14. C. C. Tisdell; Existence of solutions to first order periodic boundary value problems, J. ofMath. Anl. and Appl., 

323 (2006), 1325–1332. 

15. G. Zhang, S. S. Cheng; Positive periodic solutions of no autonomous functional differential equations depending 

on a parameter, Abst. and Appl. Anal., 7 (2002), 279–286. 

 

Heramb Aiya and Valaulikar 

 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

64101 

 

   

 

 

Yashoda  

 

Generalized Semi Pre Connected Space in Neutrosophic Topological 

Spaces 

  
Chandramathi N1 and Rajeshwaran N2 * 

 
1Department of Mathematics, Government Arts College, Udumalpet-642126, Tiruppur, Tamil Nādu, 

India. 
2Research Scholar, Department of Mathematics, Government Arts College,Udumalpet-642126, Tiruppur 

Tamil Nadu, India. 

 

Received: 16 Aug 2023                             Revised: 30 Aug 2023                                   Accepted: 04 Sep 2023 

 

*Address for Correspondence 

Rajeshwaran N 

Research Scholar,  

Department of Mathematics,  

Government Arts College,Udumalpet-642126,  

Tiruppur Tamil Nadu, India. 

E. Mail: rajeshw851@gmail.com 

 
 This is an Open Access Journal / article distributed under the terms of the Creative Commons Attribution License 

(CC BY-NC-ND 3.0) which permits unrestricted use, distribution, and reproduction in any medium, provided the 

original work is properly cited. All rights reserved. 
 

 

In this manuscript, we inaugurate Neutrosophic generalized semi-pre connected space. We investigate its 

properties. Also, we add some improvisation of neutrosophic generalized semi pre connected space. 
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INTRODUCTION 

 
In 2014, the pioneering work of Salama, Smarandache, and Valeri [10] introduced the concept of Neutrosophic closed 

sets and Neutrosophic continuous functions. Subsequent advancements by Salama and Alblowi [11] led to the 

development of generalized Neutrosophic sets and generalized Neutrosophic topological spaces. In their publication 

[25], Rajeshwaran N and Chandramathi N presented the novel idea of Neutrosophic generalized semi pre closed sets 

within the realm of Neutrosophic topological spaces. Similarly, in another work [26], they introduced the concept of 

Neutrosophic generalized semi pre Homeomorphisms in the same context. This manuscript seeks to define and 

investigate the concept of Neutrosophic generalized semi pre-connected space, delving into its inherent properties. 

The study encompasses an exploration of various related notions and introduces a collection of noteworthy theorems 

within this domain. 

Preliminaries 

Definition 2.1: [10] A neutrosophic topology (NT for short) a non-empty set X is a family τN of neutrosophic subsets 

in X adheres the following axioms 

ABSTRACT 
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  NT1  0N , 1N ∈ τN  
  NT2  G1 ∩ G2 ∈ τN  
  NT3  ∪ Gi ∈ τN  , ∀{Gi : i ∈ J} ⊆ τN  
Here   X1 , τN   is called a neutrosophic topological space (NTS for short). 

 

Definition 2.2: [10] Let A1𝑎𝑛𝑑 A2  be two Neutrosophic Sets (NS for Short) of the form  

 A1 = {⟨X, μ
A1

 X , σA1
 X , γ

A1
(X)⟩: xϵX} , A2 = {⟨X, μ

A2
 X , σA2

 X , γ
A2

(X)⟩: xϵX}  

A1 ⊆ A2 if and only if 
 μ

A1
 X ≤ μ

A2
 X , σA1

 X ≤ σA2
 X  and γ

A1
 X ≥ γ

A2
 X  for all x ∈ X  

(b) A1
C = {⟨X, γ

A1
 X , 1 − σA1

 X , μ
A1

(X)⟩: xϵX}  

 (c)A1 ∩ A2 = {⟨X, μ
A1

 X ⋀μ
A2

 X , σA1
 X  ⋀ σA2

 X , γ
A1

(X)⋁γ
A2

(X)⟩: xϵX} 

(d)A1 ∪ A2 = {⟨X, μ
A1

 X ⋁μ
A2

 X , σA1
 X  ⋁ σA2

 X , γ
A1

(X)⋀γ
A2

(X)⟩: xϵX} 

Definition 2.3: [25] Let  X1  , τN  be a neutrosophic topological space. A subset A1of  X1 , τN  is called Neutrosophic 

generalized semi pre closed set [Neutrosophic gsp-closed] if Nspcl (A1) ⊆ W, whenever   A1 ⊆ W and W is NOS.   

Definition 2.4: [25] A NT  X1 , τN  is said to be an Neutrosophic C5-connected (NC5-connected for short) space if the 

only NS which are both a NOS and a NCS are 0N  and 1N . 

Definition 2.5: [26] A bijection  g:  X1  , τN  →  X2 , σN  is denoted NGSP homeomorphism if g is both NGSP 

continuous and NGSP open map. 

 

Neutrosophic Generalized Semi Pre Connected Space 

Definition.3.1: A Neutrosophic topology  Ҳ , τƝ   is said to be  Neutrosophic generalized semi pre connected space 

(ƝGSƤ connected space for short) if the only NSs which are both a NGSPOS and a NGSPCS are 0Ɲ and 1Ɲ. 

Example3.2: Let Ҳ = {a, b} and τƝ = {0Ɲ, 1Ɲ,Ⱪ}  be a NT on  Ҳ , τƝ  where  Ⱪ =  x,   0.5,0.6,0.5 ,  0.5,0.4,0.5   .Then 

 Ҳ , τƝ  is a NGSP Connected space.  

Theorem: 3.3: Every NGSP connected space is NC5- connected space       but not conversely. 

Proof: Let  Ҳ , τƝ  be  NGSP-connected space. Suppose  Ҳ , τƝ   is not an NC5- connected space, then there exists 

a proper NS Ɗ which is both NOS and a NCS in  Ҳ , τƝ . That is, Ɗ is both NGSPOS and a NGSPCS in  Ҳ , τƝ . 

So,  Ҳ , τƝ  is not a NGSP connected space. This is a contradiction. Therefore  Ҳ , τƝ  be a NC5- connected space. 

Example3.4: Let Ҳ = {a, b} and Ⱪ =    0.5,0.6,0.5 ,  0.5,0.4,0.5   .Then τƝ = {0Ɲ, 1Ɲ,Ⱪ1} is a NT on  Ҳ , τƝ . Then  Ҳ , τƝ  

is a NC5- connected space but not NGSP connected space, since NS Ⱪ in   Ҳ , τƝ  is both a NGSPCS and NGSPOS in 

 Ҳ , τƝ . 

Theorem 3.5: Every NGSP connected space is NGO-connected space but not conversely.   

Proof: Let  Ҳ , τƝ  is NGSP-connected space. Suppose  Ҳ , τƝ  is not a NGO- connected space, then there exists a 

proper NS Ɗ which is both a NGOS and NGCS in  Ҳ , τƝ . Ɗ is both NGSPOS and NGSPCS in  Ҳ , τƝ  . This 

implies that  Ҳ , τƝ  is not a NGSP connected space. This is a contradiction. Therefore  Ҳ , τƝ   be a NGO-

connected space. 

 

Example 3.6: In Example 3.4,  Ҳ , τƝ  is a NGO-connected space but not a NGSP connected space. 

Theorem 3.7: The NT  Ҳ , τƝ  is a NGSP-connected  space  if  and  only  if  there exists no non-zero NGSPOS A and Ɗ 

in  Ҳ , τƝ  such that A = ƊC . 

Proof: Necessity: Assume that  Ҳ , τƝ  is an NGSP-connected space. Let A and Ɗ be two NGSPOS in  X1 , τN  

such that A ≠ 0Ɲ ≠ Ɗ and A = ƊC . Therefore ƊC is a NGSPCS. Since A ≠ 0Ɲ,  Ɗ ≠ 1Ɲ. This implies Ɗ is a proper NS 

which is both a NGSPOS and a NGSPCS in  Ҳ , τƝ . Hence   Ҳ , τƝ  is not a NGSP connected space. But this is a 

contradiction to our hypothesis. Thus there exists no non-zero NGSPOS A and Ɗ in  Ҳ , τƝ  such that A = ƊC. 

Sufficiency: Let A  both a NGSPOS and NGSPCS in  Ҳ , τƝ  such that 1Ɲ ≠ A ≠ 0Ɲ. Now let Ɗ = AC. Then Ɗ is a 

NGSPOS and Ɗ ≠ 1Ɲ. This implies Ɗ = AC ≠ 0Ɲ which is a contradiction to our hypothesis.  Therefore   Ҳ , τƝ  a 

NGSP connected space. 
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Theorem 3.8: A NT  Ҳ , τƝ   is an NGSP connected space if and only if there exists no non-zero NGSPOSs A and Ɗ in 

 Ҳ , τƝ    such that A = ƊC ,  Ɗ = (Nspcl A )C , A = (Nspcl Ɗ  )C . 

Proof: Necessity: Assume that there exist NSs A and Ɗ such that A ≠ 0Ɲ ≠ Ɗ , Ɗ = AC,Ɗ = (Nspcl A )C , A =

(Nspcl Ɗ  )C .  Since   (Nspcl A )C and 

  (Nspcl Ɗ  )C are NGSPOSs in  Ҳ , τƝ  A and Ɗ are NGSPOSs in  Ҳ , τƝ .  This implies  Ҳ , τƝ  is not a NGSP 

connected space, which is a contradiction. Therefore there exists no non-zero NGSPOSs A and Ɗ in  Ҳ , τƝ   such 

that A = ƊC ,  Ɗ = (Nspcl A )C , A = (Nspcl Ɗ  )C . 

Sufficiency: Let A be both a NGSPOS and a NGSPCS in  Ҳ , τƝ  such that 1Ɲ ≠ A ≠ 0Ɲ. Now by taking Ɗ = AC, we 

obtain a contradiction to our hypothesis.  Hence   Ҳ , τƝ   is a NGSP connected space. 

Remark 3.9: Every Neutrosophic semi-pre T1/2 space is an Neutrosophic semi-pre T1/2 space but not conversely. 

Proof: Let  Ҳ , τƝ  be a Neutrosophic semi-pre T1/2 space.  Let Ɗ  be an in- Neutrosophic generalized semi-pre 

closed set in  Ҳ ,τƝ . By hypothesis Ɗ is a Neutrosophic closed set. Since every Neutrosophic closed set is a 

Neutrosophic semi-pre closed set, Ɗ is a Neutrosophic semi-pre closed set in  Ҳ , τƝ . Hence  Ҳ , τƝ  is a Neutrosophic 

semi-pre T1/2 space. 

Example 3.10: In Example 3.4 the NTS  Ҳ , τƝ  is a NT1/2 space but not a NSPT1/2 space, since the NS Ɗ is a NGSP 

closed set in  Ҳ , τƝ  but not a NC in  Ҳ , τƝ  , since Ncl Ɗ = ƊC ≠ Ɗ 

Theorem 3.11: If φƝ ∶  Ҳ ,τƝ  →  Ƴ,σƝ  is a NGSP continuous surjection and  Ҳ , τƝ   is a NGSP connected space, 

then  Ƴ,σƝ   is a NC5-connected space. 

Proof: Let  Ҳ , τƝ  be a NGSP connected space. Suppose  Ƴ,σƝ  is not an NC5-connected space, then there exists a 

proper NS Ɗ which is both a NOS and a NCS in  Ƴ,σƝ . Since φƝ is a NGSP continuous mapping, φƝ
−1(Ɗ) is both a 

NGSPOS and  NGSPCS in  Ҳ , τƝ . This is a contradiction to our hypothesis. Hence  Ƴ,σƝ   be a NC5-connected 

space. 

Theorem 3.12: If φƝ ∶  Ҳ ,τƝ  →  Ƴ,σƝ  is a NGSP irresolute surjection and  Ҳ , τƝ  is NGSP connected space, 

then  Ƴ,σƝ  is also NGSP connected space. 

Proof: Suppose  Ƴ,σƝ  is not a NGSP connected space, then there exists a proper  NS Ɗ such that Ɗ is both NGSPOS 

and  NGSPCS in  Ƴ,σƝ  Since φƝ is a NGSP irresolute mapping, φƝ
−1(Ɗ)  is both  NGSPOS and  NGSPCS  in  Ҳ , τƝ . 

This is a contradiction to our hypothesis. Hence  Ƴ,σƝ  is NGSP connected space. 

Theorem 3.13: If a NT  Ҳ , τƝ  is NGSP connected between two NS A and B, then it is NC5-connected between 

two NSs A and B but the converse may not be true in general. 

Proof: Suppose  Ҳ , τƝ  is not NC5-connected between A and B, then there exists a NOS Ɗ in  Ҳ , τƝ  such that 

A ⊆ Ɗ and Ɗq𝐶𝐵. Since every NOS is a NGSPOS, there exists a NGSPOS Ɗ in  Ҳ , τƝ  such that A ⊆ Ɗ and Ɗq𝐶𝐵. 

This implies  Ҳ , τƝ  is not NGSP connected between A and B, a contradiction to our hypothesis. So,  Ҳ , τƝ  is 

NC5-connected between A and B 

Example3.14: Let Ҳ = {a, b} and Ⱪ1 =  x,   0.5,0.4,0.5 ,  0.5,0.6,0.5   .Then τƝ = {0Ɲ, 1Ɲ,Ⱪ1} is a NT on Ҳ , τƝ . Let 

A = {x,   0.4,0.4,0.4 ,   0.6,0.6,0.6 }and B = {x,   0.3,0.3,0.3 ,   0.4,0.4,0.4 } be two NS in  Ҳ , τƝ . Then  Ҳ , τƝ  is a NC5- 

connected between A and B, since there exists no NOS Ɗ in  Ҳ , τƝ  But it is not NGSP connected between the 

two NS A and B, since there exists an NGSPOS Ɗ =    0.4,0.4,0.4 ,  0.5,0.5,0.5   in   Ҳ , τƝ  such that A ⊆ Ɗ and 

Ɗq𝐶𝐵 
Theorem 3.15: A NT  Ҳ , τƝ   is NGSP connected between two NS A and B if and only if there is no NGSPOS and 

NGSPCS Ɗ in  Ҳ , τƝ   such thatA ⊆ Ɗ ⊆ BC. 

Proof:  Necessity:  Let  Ҳ , τƝ  be NGSP connected between A and B.  Suppose that there exists a NGSPOS and 

NGSPCS Ɗ  in   Ҳ , τƝ  such that A ⊆ Ɗ ⊆ BC, then Ɗ q B. andA ⊆ Ɗ. This implies  Ҳ , τƝ  is not NGSP connected 

between A and B, by Definition 3.2 A contradiction to our hypothesis. Therefore there exists no NGSPOS and a 

NGSPCS Ɗ in  Ҳ , τƝ  such that A ⊆ Ɗ ⊆ BC . 

Sufficiency: Suppose that  Ҳ , τƝ  is not NGSP connected between A and B. Then there exists a NGSPOS Ɗ in 

 Ҳ , τƝ  such that A ⊆ Ɗ and 

Ɗ q B. This implies that there exists a NGSPOS Ɗ in  Ҳ , τƝ  such that A ⊆ Ɗ ⊆ BC . This is a contradiction to our 

hypothesis. Hence  Ҳ , τƝ  is NGSP connected. 

Chandramathi and Rajeshwaran 
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Theorem 3.16. Let  Ҳ , τƝ  be an NTS and A and B be NSs in  Ҳ , τƝ . If AqB, then  Ҳ , τƝ  is Neutrosophic 

generalized semi-pre connected between A and B.  

Proof:  Suppose  Ҳ ,τƝ  is not Neutrosophic generalized semi-pre connected between A and B. Then there exists a 

Neutrosophic generalized semi-pre open set Ɗ  in  Ҳ , τƝ  such that A ⊆ Ɗ  and Ɗ ⊆ BC . This implies that A ⊆ BC. 

That is AqC B. This is a contradiction to our hypothesis. Therefore  Ҳ , τƝ  is Neutrosophic generalized semi-pre 

connected between A and B. 
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In this paper, we have defined different types of reduced Pythagorean fuzzy soft matrices and based on 

these matrices, a new algorithm is developed for multi - criteria decision making under uncertainty using 

choice matrix. 
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INTRODUCTION 

 
In today's competitive environment, there are a lot of uncertainties to deal with in a variety of areas, including 

business, decision-making, and medical science. The George Cantor-introduced classical set theory is insufficient to 

handle these kinds of circumstances. Zadeh[1] developed the idea of fuzzy set theory, which includes only 

membership values and somewhat aids us in this purpose. Atanassov[2] proposed the idea of IFS (Intuitionistic 

Fuzzy Set), an extension of fuzzy set, which is the membership and non-membership degree whose sum is less than 

or equal to one, in order to advance study in this area. The IVIFS (Interval Valued Intuitionistic Fuzzy Set), created 

by Atanassov and Gargov [3], is an extension of the IFS and has a membership function and a non-membership 

function with values that take the form of intervals. 

 

Molodtsov [4] established the soft set theory, which aids in object parameterization. further, the theory of fuzzy soft 

sets was put forth by Maji P. K., Biswas R., and Roy A. R. [5, 6] and was further extended to include IFSS 

(Intuitionistic Fuzzy Soft Sets). Following this, Y. Jiang et al. [7] developed the idea of IVIFSS (Interval Valued 
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Intuitionistic Fuzzy Soft Set) theory, which is an extension of the IFSS theory, as a result of the increasing convolution 

of the scientific environment.  

 

In the fields of science and engineering, matrices are significant. The traditional matrix theory is insufficient for 

dealing with problems containing uncertainties. In order to encode the fuzzy soft set in matrix form and apply it to 

specific decision-making situations, Yong and Chenli[8] did so. [9] studies a few IFSM (Intuitionistic fuzzy soft 

matrix) theory outcomes. Interval Valued Intuitionistic Fuzzy Soft Matrix (IVIFSM) and its types were introduced by 

Rajarajeswari and Dhanalashmi[10], who additionally examined at some operations based on weight. PFS, which is 

the membership and non-membership degree whose square sum is less than or equal to one was introduced by 

Yager R. R.[11]because IVIFSM cannot contain more information for decision making. Abhishek Guleria and Rakesh 

Kumar Bajaj defined the PFSM for a certain set of MCDM issues[12]. Later IVPFSS and IVPFSM were defined by 

Rajarajeswari and Mathi Sujitha[13, 14] for better decision making. In this research, various reduced Pythagorean 

fuzzy soft matrix types are established. Based on these matrices, a novel technique for multi-criteria decision making 

under uncertainty using the choice matrix is devised. 

 

PRELIMINARIES 

 

In this section, we recall some basic definitions such as interval valued Pythagorean fuzzy soft set, interval valued 

Pythagorean fuzzy soft matrix and choice matrix. 

 

Definition 2.1[13]: Let the parameter set be 𝔼. Let  𝒜 ⊆ 𝔼. A pair  𝑓, 𝒜  is called an interval-valued Pythagorean 

fuzzy soft set (IVPFSS) over 𝕌, where 𝕌 is the universe and 𝑓 is a mapping given by 𝑓: 𝒜 → 𝐼𝑃𝕌, where 𝐼𝑃𝕌 denotes 

the collection of all interval-valued Pythagorean fuzzy subsets of 𝕌. 

 

Definition 2.2[14]: Let 𝒜 ⊆ 𝔼 , 𝔼 =   𝑒1,𝑒2 ,… , 𝑒𝑛    being the parameter set. A pair  𝑓, 𝒜  is called an interval-valued 

Pythagorean fuzzy soft set (IVPFSS) over 𝕌, where 𝕌 =   𝑢1,𝑢2 , . . . ,𝑢𝑚    is the universe and 𝑓 is a mapping given by 

𝑓: 𝒜 → 𝐼𝑃𝕌, where 𝐼𝑃𝕌 characterize the collection of all interval-valued Pythagorean fuzzy subsets of 𝕌. Then the 

IVPFSS can be symbolized in the matrix form as 𝒜𝑚×𝑛
∗ =   𝒶𝑖𝑗  𝑚×𝑛

  where  

𝒶𝑖𝑗 =  
  𝜇𝑗

𝐿 𝑢𝑖 ,𝜇𝑗
𝑈 𝑢𝑖    𝜗𝑗

𝐿 𝑢𝑖 ,𝜗𝑗
𝑈 𝑢𝑖    𝑖𝑓 𝑒𝑗 ∈  𝒜 

  0, 0  1, 1                                             𝑖𝑓 𝑒𝑗 ∉  𝒜
   

 𝜇𝑗
𝐿 𝑢𝑖 ,𝜇𝑗

𝑈 𝑢𝑖   is the membership of 𝑢𝑖 in 𝑓 𝑒𝑗  ,  𝜗𝑗
𝐿 𝑢𝑖 ,𝜗𝑗

𝑈 𝑢𝑖   is the non - membership of 𝑢𝑖 in 𝑓 𝑒𝑗   with the 

condition  𝜇𝑗
𝑈 𝑢𝑖  

2
+  𝜗𝑗

𝑈 𝑢𝑖  
2
≤ 1. 

 

Definition 2.3:Let 𝜂 denote the choice matrix which is a square matrix where both m(rows) and  n(columns) 

represent parameters, defined as 𝜂𝑖𝑗 : 

𝜂𝑖𝑗 =   

 1, 0 when ith  and  jth  parameters are both choice parameters 
of the decision makers

 0, 1 otherwise, i. e. when at least one of the ith  or jth   parameters 
be not under choice

  

 

INTERVAL VALUED PYTHAGOREAN FUZZY SOFT MATRIX (IVPFSM) 

Definition 3.1. Let 𝕌 = {𝑢1,𝑢2,𝑢3,...,𝑢𝑚 } be the Universal set and 𝔼 be the set of parameters given by 𝔼 = {e1,e2,e3 ...,en}. 

Let 𝒜 ⊆ 𝔼 and  𝑓, 𝒜  be an interval valued Pythagorean fuzzy soft set in the fuzzy soft class (𝕌,𝔼) where 𝑓 is a 

mapping given by 𝑓: 𝒜 → 𝐼𝑃𝕌, 𝐼𝑃𝕌 characterize the collection of all interval-valued Pythagorean fuzzy subsets of 𝕌. 

Then the interval valued Pythagorean fuzzy soft set is 

 

𝑓 𝑒𝑗  =  𝑢𝑖 ,   𝜇𝑗
𝐿 𝑢𝑖 ,𝜇𝑗

𝑈 𝑢𝑖   𝜗𝑗
𝐿 𝑢𝑖 ,𝜗𝑗

𝑈 𝑢𝑖    ∀𝑒𝑗 ∈  𝒜 𝑎𝑛𝑑 ∀𝑢𝑖 ∈ 𝕌  ,  𝜇𝑗
𝐿 𝑢𝑖 ,𝜇𝑗

𝑈 𝑢𝑖   represents the membership and 

 𝜗𝑗
𝐿 𝑢𝑖 ,𝜗𝑗

𝑈 𝑢𝑖  non - membership of 𝑢𝑖 in the interval valued Pythagorean fuzzy set 𝑓 𝑒𝑗  .  
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Let 𝓌1 , 𝓌2 ,𝓌3 , 𝓌4 in [0,1],𝓌1 + 𝓌2 = 1, 𝓌3 +  𝓌4 = 1 . The Vector 𝕎 =   𝓌1 ,𝓌2 ,𝓌3 , 𝓌4 is called weighted vector. 

The Pythagorean fuzzy soft set  𝑓𝕨, 𝒜 over 𝕌 such that  𝑓𝕨 𝑒𝑗  , 𝒜 =   𝑢𝑖 , 𝓌1𝜇𝑗
𝐿 𝑢𝑖 + 𝓌2𝜇𝑗

𝑈 𝑢𝑖 ,𝓌3𝜗𝑗
𝐿 𝑢𝑖 +

 𝓌4𝜗𝑗
𝑈 𝑢𝑖   ∀𝑒𝑗 ∈  𝒜 𝑎𝑛𝑑 ∀𝑢𝑖 ∈ 𝕌  is called the Reduced Pythagorean Fuzzy Soft Set(RPFSS) of the interval valued 

Pythagorean fuzzy soft set with respect to the weighted vector. By adjusting the value of 𝓌1 ,𝓌2 , 𝓌3 ,𝓌4an interval 

valued Pythagorean fuzzy soft matrix can be converted into reduced Pythagorean fuzzy soft set.  

 

Definition 3.2.Let 𝕌 = {𝑢1,𝑢2,𝑢3,...,𝑢𝑚 } be the Universal set and 𝔼 be the set of parameters given by 𝔼 = {e1,e2,e3 ...,en}. 

Let 𝒜 ⊆ 𝔼 and  𝑓, 𝒜  be an interval valued Pythagorean fuzzy soft set in the fuzzy soft class (𝕌,𝔼) where 𝑓 is a 

mapping given by 𝑓: 𝒜 → 𝐼𝑃𝕌, 𝐼𝑃𝕌 characterize the collection of all interval-valued Pythagorean fuzzy subsets of 𝕌. 

Let 𝓌1 , 𝓌2 ,𝓌3 , 𝓌4 in [0,1],𝓌1 + 𝓌2 = 1, 𝓌3 +  𝓌4 = 1 . Then the reduced Pythagorean fuzzy soft set 𝑓𝕨, 𝒜 over 𝕌 

in a matrix form as 𝒜𝑚×𝑛
∗ =   𝒶𝑖𝑗  𝑚×𝑛

,i = 1,2,...,m;  j = 1,2,3,...,n where  

 

𝒶𝑖𝑗 =  
 𝓌𝜇𝑗

𝐿 𝑢𝑖 +  𝓌2𝜇𝑗
𝑈 𝑢𝑖 ,  𝓌3𝜗𝑗

𝐿 𝑢𝑖 + 𝓌4𝜗𝑗
𝑈 𝑢𝑖   𝑖𝑓 𝑒𝑗 ∈  𝒜 

 0, 1                                                                                   𝑖𝑓 𝑒𝑗 ∉  𝒜
  

 

so we can find a Reduced Pythagorean fuzzy soft set  𝑓𝕨, 𝒜  in the Pythagorean fuzzy soft class (𝕌,𝔼) by its 

Reduced Pythagorean fuzzy soft matrix 𝒜𝑚×𝑛
∗ .The set of all m × n Reduced Pythagorean Fuzzy Soft Matrices will be 

denoted by RPFSMm×n. 

 

Definition 3.3. Let 𝒜𝑚×𝑛
∗ =   𝒶𝑖𝑗  𝑚×𝑛

∈ RPFSMm×n Then 𝒜𝑃
∗  is called Pessimistic Reduced Pythagorean Fuzzy Soft 

Matrix if 𝓌1  = 1,𝓌2 = 0,𝓌3 = 0,𝓌4 = 1, The Pessimistic Reduced Pythagorean Fuzzy Soft set 

𝑓𝑃 𝑒𝑗  =    𝑢𝑖 , 𝜇𝑗
𝐿 𝑢𝑖 ,𝜗𝑗

𝑈 𝑢𝑖    ∀𝑒𝑗 ∈  𝒜 𝑎𝑛𝑑 ∀𝑢𝑖 ∈ 𝕌  over 𝕌 in a matrix form as 𝒜𝑚×𝑛
∗ =   𝒶𝑖𝑗  𝑚×𝑛

 , i = 1,2,...,m;  j = 

1,2,3,...,n where  

𝒶𝑖𝑗 =  
 𝜇𝑗

𝐿 𝑢𝑖 ,𝜗𝑗
𝑈 𝑢𝑖                                                              𝑖𝑓 𝑒𝑗 ∈  𝒜 

 0, 1                                                                                   𝑖𝑓 𝑒𝑗 ∉  𝒜
  

so we can find a Pessimistic Reduced Pythagorean Fuzzy Soft Set 𝑓𝑃 , 𝒜  in the Pythagorean fuzzy soft class (𝕌,𝔼) by 

its Pessimistic Reduced Pythagorean Fuzzy Soft Matrix 𝒜𝑃
∗ . The set of all m×n Pessimistic Reduced Pythagorean 

Fuzzy Soft Matrices will be denoted by PRPFSMm×n. 

 

Definition 3.4. Let 𝒜𝑚×𝑛
∗ =   𝒶𝑖𝑗  𝑚×𝑛

∈ ROFSMm×n Then 𝒜𝑂
∗  is called optimistic Reduced Pythagorean Fuzzy Soft 

Matrix if 𝓌1  = 0,𝓌2 = 1,𝓌3 = 1,𝓌4 = 0, The Pessimistic Reduced Pythagorean Fuzzy Soft set 

𝑓𝑂 𝑒𝑗  =    𝑢𝑖 , 𝜇𝑗
𝐿 𝑢𝑖 ,𝜗𝑗

𝑈 𝑢𝑖    ∀𝑒𝑗 ∈  𝒜 𝑎𝑛𝑑 ∀𝑢𝑖 ∈ 𝕌  over 𝕌 in a matrix form as 𝒜𝑚×𝑛
∗ =   𝒶𝑖𝑗  𝑚×𝑛

 , i = 1,2,...,m;  j = 

1,2,3,...,n where  

𝒶𝑖𝑗 =  
 𝜇𝑗

𝑈 𝑢𝑖 ,𝜗𝑗
𝐿 𝑢𝑖                                                              𝑖𝑓 𝑒𝑗 ∈  𝒜 

 0, 1                                                                                   𝑖𝑓 𝑒𝑗 ∉  𝒜
  

so we can find a optimistic Reduced Pythagorean Fuzzy Soft Set 𝑓𝑜 , 𝒜  in the Pythagorean fuzzy soft class (𝕌,𝔼) by 

its Optimistic Reduced Pythagorean Fuzzy Soft Matrix 𝒜𝑂
∗ . The set of all m×n Optimistic Reduced Pythagorean 

Fuzzy Soft Matrices will be denoted by ORPFSMm×n. 

 

Definition 3.5. Let 𝒜𝑚×𝑛
∗ =   𝒶𝑖𝑗  𝑚×𝑛

∈ RNFSMm×n Then 𝒜𝑁
∗  is called Neutral Reduced Pythagorean Fuzzy Soft 

Matrix if 𝓌1  = 0.5,𝓌2 = 0.5,𝓌3 = 0.5,𝓌4 = 0.5, The Neutral Reduced Pythagorean Fuzzy Soft set 

𝑓𝑁 𝑒𝑗  =    𝑢𝑖 , 
𝜇𝑗

𝐿 𝑢 𝑖 +  𝜇𝑗
𝑈  𝑢 𝑖 

2
 , 

𝜗𝑗
𝐿 𝑢 𝑖 +  𝜗𝑗

𝑈  𝑢 𝑖 

2
   ∀𝑒𝑗 ∈  𝒜 𝑎𝑛𝑑 ∀𝑢𝑖 ∈ 𝕌  over 𝕌 in a matrix form as 𝒜𝑚×𝑛

∗ =   𝒶𝑖𝑗  𝑚×𝑛
 , i 

= 1,2,...,m;  j = 1,2,3,...,n where  
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𝒶𝑖𝑗 =  
 
𝜇𝑗

𝐿 𝑢𝑖 +  𝜇𝑗
𝑈 𝑢𝑖 

2
,
𝜗𝑗

𝐿 𝑢𝑖 +  𝜗𝑗
𝑈 𝑢𝑖 

2
                                      𝑖𝑓 𝑒𝑗 ∈  𝒜 

 0, 1                                                                                                    𝑖𝑓 𝑒𝑗 ∉  𝒜

  

so we can find a Neutral Reduced Pythagorean Fuzzy Soft Set 𝑓𝑁 , 𝒜  in the Pythagorean fuzzy soft class (𝕌,𝔼) by its 

Neutral Reduced Pythagorean Fuzzy Soft Matrix 𝒜𝑁
∗ . The set of all m×n Neutral Reduced Pythagorean Fuzzy Soft 

Matrices will be denoted by NRPFSMm×n. 

 

Application of Interval – Valued Pythagorean Fuzzy Soft Matrix Theory in Decision Making using Choice Matrix 

Let us assume that there are ‘m’ cars 𝕌 = {𝑢1,𝑢2,𝑢3,...,𝑢𝑚 } with a set of ‘n’ alternatives 𝔼 = {e1, e2, e3,< en}. Now we use 

interval valued Pythagorean fuzzy soft matrices to find out which of these cars is the optimal decision taken by Mr. 

X, Y and Z to present it to their friend Mr. D using choice parameters. Construct the interval valued Pythagorean 

fuzzy soft set  𝑓, 𝒜 , (𝑔, ℬ), (, 𝒞) over 𝔼 where 𝑓, 𝑔,  is a mapping 𝑓 ∶ 𝒜 → 𝐼𝑉𝑃𝐹𝔼, 𝑔 ∶ ℬ → 𝐼𝑉𝑃𝐹𝔼,  ∶ 𝒞 → 𝐼𝑉𝑃𝐹𝔼, 

𝐼𝑉𝑃𝐹𝐸 is the collection of all interval valued Pythagorean fuzzy subsets of 𝔼. This gives the interval valued 

Pythagorean fuzzy soft matrices𝒜𝑚×𝑛
∗ , ℬ𝑚×𝑛

∗ ,𝒞𝑚×𝑛
∗ . Convert the interval valued Pythagorean fuzzy soft matrix to a 

PRPFSM, ORPFSM, NRPFSM by adjusting the weighted vectors. Now we construct the choice matrices according to 

the choice parameters taken by 𝒜, ℬ and 𝒞 respectively. Therefore, here we have developed a new algorithm by 

using the above data which helps us to find out the optimal choice of the decision makers using the choice 

parameters. 

 

Algorithm 

 Step 1: Input the values for interval valued Pythagorean fuzzy soft set  𝑓, 𝒜 , (𝑔, ℬ), (,𝒞)        and obtain the 

Pythagorean fuzzy soft matrices𝒜𝑚×𝑛
∗ , ℬ𝑚×𝑛

∗ ,𝒞𝑚×𝑛
∗  corresponding to  𝑓, 𝒜 , (𝑔, ℬ), (, 𝒞) respectively. 

Step 2: Convert the interval valued Pythagorean fuzzy soft matrix to a PRPFSM, ORPFSM, NRPFSM by adjusting the 

weighted vectors. 

 Step 3: Construct the combined choice matrix with respect to the choice parameters of the decision makers. 

Step 4: Compute the product Pythagorean fuzzy soft matrices by multiplying each converted Pythagorean fuzzy soft 

matrix with the combined choice matrix  

Step 5: Compute the sum of these product Pythagorean fuzzy soft matrices  

Step 6: Then compute the maximum weight of each object by adding the membership values, which is the optimal 

choice. If more than one object has the highest weight then go to the next step. 

 Step 7: Now compute the minimum weight by adding the non-membership values, which is the optimal choice.  

 

Case Study 

Let U be the set of four branded cars given by 𝕌 = {𝐶1,𝐶2, 𝐶3,𝐶4}. Let 𝔼 be the set of four alternatives given by, 𝔼 = a 

car {with advanced model, with power steering, with central lock system, comfortable with stereo effect} = {e1, e2, e3, 

e4}.  

 

Suppose that the choice parameters of three friends Mr. X, Mr. Y and Mr. Z are 𝒜 = {e1, e3}, ℬ = {e1, e4}, 𝒞 = {e2, e4} 

respectively. Now the interval valued Pythagorean fuzzy soft set 𝑓, 𝒜 , (𝑔, ℬ), (, 𝒞) according to the choice 

parameters are 

 

 𝑓, 𝒜  = {Advanced model = {C1 / [0.2,0.8][0.5,0.6] + C2 / [0.1,0.9][0.2,0.4] + C3 / [0.3, 0.6][0.6,0.8] + C4 / [0.4, 0.8][0.1, 

0.5]}, Central lock system = {C1 / [0.2, 0.7][0.3,0.4] + C2 / [0.2, 0.4][0.7,0.8] + C3 / [0.3,0.8][0.4,0.6] + C4 / [0.1,0.4][0.6,0.8]}} 

 

 𝑔, ℬ  = { Advanced model = {C1 / [0.5,0.7][0.6,0.7] + C2 / [0.4,0.8][0.5,0.6] + C3 / [0.2, 0.5][0.7,0.8] + C4 / [0.3,0.8][0.4,0.5]}, 

Comfortable with Stereo effect = {C1 / [0.2, 0.7][0.5,0.7] + C2 / [0.1, 0.5][0.4,0.7] + C3 / [0.8,0.9][0.1,0.4] + C4 / 

[0.2,0.5][0.6,0.7]}} 
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 , 𝒞  = { With power steering = {C1 / [0.4,0.8][0.3,0.6] + C2 / [0.7,0.9][0.3,0.4] + C3 / [0.6, 0.7][0.5,0.6] + C4 / 

[0.2,0.5][0.6,0.8]}, Comfortable with Stereo effect = {C1 / [0.1, 0.3][0.4,0.8] + C2 / [0.8, 0.9][0.1,0.3] + C3 / [0.5,0.8][0.4,0.6] + 

C4 / [0.5,0.7][0.6,0.7]}} 

 

The problem is to select one of the branded cars among the four cars to present it for Mr. D which satisfies the choice 

parameters of Mr. X, Mr. Y and Mr. Z as much as possible.  

 

The values of IVPSS can be represented in IVPFS matrix form as 
                                                𝑒1                       𝑒2                      𝑒3                       𝑒4 

𝒜𝑚×𝑛
∗ =  

𝐶1

𝐶2

𝐶3

𝐶4  

 

 0.2, 0.8 [0.5, 0.6]  0,1 [0,1]  0.2, 0.7 [0.3,0.4]  0,1 [0,1]
 0.1, 0.9 [0.2, 0.4]  0,1 [0,1]  0.2, 0.4 [0.7, 0.8]  0,1 [0,1]
 0.3,0.6 [0.6,0.8]  0,1 [0,1]  0.3,0.8 [0.4,0.6]  0,1 [0,1]
 0.4,0.8 [0.1,0.5]  0,1 [0,1]  0.1, 0.4 [0.6,0.8]  0,1 [0,1] 

  

                                               𝑒1                       𝑒2                      𝑒3                       𝑒4 

ℬ𝑚×𝑛
∗ =  

𝐶1

𝐶2

𝐶3

𝐶4  

 

 0.5, 0.7 [0.6, 0.7]  0,1 [0,1]  0,1 [0,1]  0.2,0.7 [0.5,0.7]
 0.4, 0.8 [0.5, 0.6]  0,1 [0,1]  0,1 [0,1]  0.1,0.5 [0.4,0.7]
 0.2,0.5 [0.7,0.8]  0,1 [0,1]  0,1 [0,1]  0.8,0.9 [0.1,0.4]
 0.3,0.8 [0.4,0.5]  0,1 [0,1]  0,1 [0,1]  0.2,0.5 [0.6,0.7] 

  

                                          𝑒1                       𝑒2                      𝑒3                       𝑒4 

𝒞𝑚×𝑛
∗ =  

𝐶1

𝐶2

𝐶3

𝐶4  

 

 0,1 [0,1]  0.4,0.8 [0.3,0.6]  0,1 [0,1]  0.1,0.3 [0.4,0.8]
 0,1 [0,1]  0.7,0.9 [0.3,0.4]  0,1 [0,1]  0.8,0.9 [0.1,0.3]
 0,1 [0,1]  0.6,0.7 [0.5,0.6]  0,1 [0,1]  0.5,0.8 [0.4,0.6]
 0,1 [0,1]  0.2,0.5 [0.6,0.8]  0,1 [0,1]  0.5,0.7 [0.6,0.7] 

  

Optimistic Reduced Pythagorean Fuzzy Soft Matrix 

Step 1: By taking the values of weighted vector 𝓌1 = 0, 𝓌2 = 1, 𝓌3 = 1 , 𝓌4 = 0  we get the Optimistic Reduced 

Pythagorean Fuzzy Soft Matrices as  
                         𝑒1            𝑒2           𝑒3           𝑒4 

𝒜𝑂
∗ =  

𝐶1

𝐶2

𝐶3

𝐶4

 

 0.8,0.5  0,1  0.7,0.3  0,1 
 0.9,0.2  0.1  0.4,0.7  0,1 
 0.4,0.6  0,1  0.8,0.4  0,1 
 0.8,0.1  0,1  0.4,0.6  0,1 

  

                         𝑒1            𝑒2           𝑒3           𝑒4 

 ℬ𝑂
∗ =  

𝐶1

𝐶2

𝐶3

𝐶4

 

 0.7,0.6  0,1  0,1  0.7,0.5 
 0.8,0.5  0.1  0,1  0.5,0.4 
 0.5,0.7  0,1  0,1  0.9,0.1 
 0.8,0.4  0,1  0,1  0.5,0.6 

  

                     𝑒1            𝑒2           𝑒3           𝑒4 

𝒞𝑂
∗ =  

𝐶1

𝐶2

𝐶3

𝐶4

 

 0,1  0.8,0.3  0,1  0.3,0.4 
 0,1  0.9.0.3  0,1  0.9,0.1 
 0,1  0.7,0.5  0,1  0.8,0.4 
 0,1  0.5,0.6  0,1  0.7,0.6 

  

 

Step 2: The combined choice matrix of Mr. X, Mr. Y and Mr. Z are  
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 𝜂𝑖𝑗   𝐴,𝐵∧𝐶 
 = eA





















 

)1,0()1,0()1,0()1,0(

)0,1()1,0()1,0()1,0(

)1,0()1,0()1,0()1,0(

)0,1()1,0()1,0()1,0(

)( CBe

[Since B∧C = {e4}, A ={e1,e3}] 

 

 𝜂𝑖𝑗   𝐵,𝐶∧𝐴 
 = eB





















 

)1,0()1,0()1,0()1,0(

)1,0()1,0()1,0()1,0(

)1,0()1,0()1,0()1,0(

)1,0()1,0()1,0()1,0(

)( ACe

 [Since C ∧ A = 𝜙 , B = {e1, e4}] 

 𝜂𝑖𝑗   𝐶,𝐴∧𝐵 
= eC





















 

)1,0()1,0()1,0()0,1(

)1,0()1,0()1,0()1,0(

)1,0()1,0()1,0()0,1(

)1,0()1,0()1,0()1,0(

)( BAe

 [Since A∧ B = {e1}, C ={e2,e4}] 

 

Step 3: The product of Pythagorean fuzzy soft matrices and their corresponding choice matrices are, 
                                               𝑒1         𝑒2         𝑒3           𝑒4 

 𝒜𝑂
∗ ×  𝜂𝑖𝑗   𝐴,𝐵∧𝐶 

=  

𝐶1

𝐶2

𝐶3

𝐶4

 

 0,1  0,1  0,1  0.8,0.3 
 0,1  0,1  0,1  0.9,0.2 
 0,1  0,1  0,1  0.8,0.4 
 0,1  0,1  0,1  0.8,0.1 

  

                                              𝑒1         𝑒2        𝑒3          𝑒4 

ℬ𝑂
 ∗  ×   𝜂𝑖𝑗   𝐵,𝐶∧𝐴 

=  

𝐶1

𝐶2

𝐶3

𝐶4

 

(0,1) (0,1) (0,1) (0,1)
(0,1) (0,1) (0,1) (0,1)
(0,1) (0,1) (0,1) (0,1)
(0,1) (0,1) (0,1) (0,1)

   

                                              𝑒1         𝑒2        𝑒3          𝑒4 

𝒞𝑂
∗  ×   𝜂𝑖𝑗   𝐶,𝐴∧𝐵 

=  

𝐶1

𝐶2

𝐶3

𝐶4

 

(0,1) (0,1) (0,1) (0,1)
(0,1) (0,1) (0,1) (0,1)
(0,1) (0,1) (0,1) (0,1)
(0,1) (0,1) (0,1) (0,1)

  

 

Step 4: The sum of these product Pythagorean fuzzy soft matrices is,  
                  𝑒1            𝑒2        𝑒3            𝑒4 

 =  

𝐶1

𝐶2

𝐶3

𝐶4

 

 0.8,0.3  0,1  0,1  0.8,0.3 
 0.9,0.1  0,1  0,1  0.9,0.2 
 0.8,0.4  0,1  0,1  0.8,0.4 
 0.7,0.6  0,1  0,1  0.8,0.1 

  

Step 5: The weights of the cars (sum of the membership values) are,  

(i) 𝓌(𝐶1) = 0.8+0+0+0.8 = 1.6  

(ii) 𝓌(𝐶2) = 0.9+0+0+0.9 = 1.8 

(iii) 𝓌(𝐶3) = 0.8+0+0+0.8 = 1.6  
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(iv) 𝓌(𝐶4) = 0.7+0+0+0.8 = 1.5  

It is clear that the weight of the second row is maximum and hence, C2 is the optimal choice taken by Mr. X, Mr. Y 

and Mr. Z to present a car for Mr. D 

 

Pesimistic Reduced Pythagorean Fuzzy Soft Matrix 

 

Step 1: By taking the values of weighted vector 𝓌1 = 1, 𝓌2 = 0, 𝓌3 = 0 , 𝓌4 = 1  we get the Pessimistic Reduced 

Pythagorean Fuzzy Soft Matrices as  
                         𝑒1             𝑒2           𝑒3           𝑒4 

𝒜𝑃
∗ =

𝐶1

𝐶2

𝐶3

𝐶4

  

 0.8,0.5  0,1  0.7,0.3  0,1 
 0.9,0.2  0.1  0.4,0.7  0,1 
 0.4,0.6  0,1  0.8,0.4  0,1 
 0.8,0.1  0,1  0.4,0.6  0,1 

  

                         𝑒1            𝑒2         𝑒3           𝑒4 

 ℬ𝑃
∗ =

𝐶1

𝐶2

𝐶3

𝐶4

 

 0.7,0.6  0,1  0,1  0.7,0.5 
 0.8,0.5  0.1  0,1  0.5,0.4 
 0.5,0.7  0,1  0,1  0.9,0.1 
 0.8,0.4  0,1  0,1  0.5,0.6 

  

 
                      𝑒1            𝑒2           𝑒3           𝑒4 

𝒞𝑃
∗ =  

𝐶1

𝐶2

𝐶3

𝐶4

 

 0,1  0.8,0.3  0,1  0.3,0.4 
 0,1  0.9.0.3  0,1  0.9,0.1 
 0,1  0.7,0.5  0,1  0.8,0.4 
 0,1  0.5,0.6  0,1  0.7,0.6 

  

 

Step 2: Consider the same choice matrix as in Optimistic Reduced Pythagorean Fuzzy Soft Matrix. 

 

Step 3: The product of Pythagorean fuzzy soft matrices and their corresponding choice matrices are,  
                                               𝑒1         𝑒2         𝑒3           𝑒4 

 𝒜𝑃
∗ ×  𝜂𝑖𝑗   𝐴,𝐵∧𝐶 

=  

𝐶1

𝐶2

𝐶3

𝐶4

 

 0,1  0,1  0,1  0.2,0.4 
 0,1  0,1  0,1  0.2,0.4 
 0,1  0,1  0,1  0.3,0.6 
 0,1  0,1  0,1  0.4,0.5 

   

                                               𝑒1         𝑒2         𝑒3        𝑒4 

ℬ𝑃
 ∗  ×   𝜂𝑖𝑗   𝐵,𝐶∧𝐴 

=  

𝐶1

𝐶2

𝐶3

𝐶4

 

(0,1) (0,1) (0,1) (0,1)
(0,1) (0,1) (0,1) (0,1)
(0,1) (0,1) (0,1) (0,1)
(0,1) (0,1) (0,1) (0,1)

   

 
                                                 𝑒1            𝑒2         𝑒3        𝑒4 

𝒞𝑃
∗  ×   𝜂𝑖𝑗   𝐶,𝐴∧𝐵 

=  

𝐶1

𝐶2

𝐶3

𝐶4

 

 0.4,0,6  0,1  0,1  0,1 
 0.8,0.3  0,1  0,1  0,1 
 0.6,0.6  0,1  0,1  0,1 
 0.5,0.7  0,1  0,1  0,1 

  

 

Step 4: The sum of these product Pythagorean fuzzy soft matrices is,  
                𝑒1            𝑒2         𝑒3           𝑒4 

 = 

𝐶1

𝐶2

𝐶3

𝐶4

 

 0.4,0,6  0,1  0,1  0.2,0.4 
 0.8,0.3  0,1  0,1  0.2,0.4 
 0.6,0.6  0,1  0,1  0.3,0.6 
 0.5,0.7  0,1  0,1  0.4,0.6 

  

Step 5: The weights of the cars (sum of the membership values) are,  

(i) 𝓌(𝐶1) = 0.4+0+0+0.2 = 0.8  

(ii) 𝓌(𝐶2) = 0.8+0+0+0.2 = 1.0 

(iii) 𝓌(𝐶3) = 0.6+0+0+0.3 = 0.9  
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(iv) 𝓌(𝐶4) = 0.5+0+0+0.4 = 0.9  

It is clear that the weight of the second row is maximum and hence, C2 is the optimal choice taken by Mr. X, Mr. Y 

and Mr. Z to present a car for Mr. D 

 

Neutral Reduced Pythagorean Fuzzy Soft Matrix 

Step 1: By taking the values of weighted vector 𝓌1 = 0.5, 𝓌2 = 0.5, 𝓌3 = 0.5 , 𝓌4 = 0.5  we get the Neutral Reduced 

Pythagorean Fuzzy Soft Matrices as  
                           𝑒1             𝑒2              𝑒3              𝑒4 

𝒜𝑁
∗ =  

𝐶1

𝐶2

𝐶3

𝐶4

 

 0.5,0.55  0,1  0.45,0.35  0,1 
 0.5,0.3  0.1  0.3,0.75  0,1 
 0.45,0.7  0,1  0.55,0.5  0,1 
 0.6,0.3  0,1  0.25,0.7  0,1 

  

                          𝑒1               𝑒2         𝑒3              𝑒4 

 ℬ𝑁
∗ =  

𝐶1

𝐶2

𝐶3

𝐶4

 

 0.6,0.65  0,1  0,1  0.45,0.6 
 0.6,0.55  0.1  0,1  0.3,0.55 
 0.35,0.75  0,1  0,1  0.85,0.25 
 0.55,0.45  0,1  0,1  0.35,0.65 

  

                      𝑒1             𝑒2               𝑒3             𝑒4 

𝒞𝑁
∗ =  

𝐶1

𝐶2

𝐶3

𝐶4

 

 0,1  0.6,0.45  0,1  0.2,0.6 
 0,1  0.8.0.35  0,1  0.85,0.2 
 0,1  0.65,0.55  0,1  0.65,0.5 
 0,1  0.35,0.7  0,1  0.6,0.65 

  

 

Step 2: Consider the same choice matrix as in Optimistic Reduced Pythagorean Fuzzy Soft Matrix. 

 

Step 3: The product of Pythagorean fuzzy soft matrices and their corresponding choice matrices are,                           
𝑒1         𝑒2         𝑒3           𝑒4 

 𝒜𝑁
∗ ×  𝜂𝑖𝑗   𝐴,𝐵∧𝐶 

=  

𝐶1

𝐶2

𝐶3

𝐶4

 

 0,1  0,1  0,1  0.5,0.35 
 0,1  0,1  0,1  0.5,0.3 
 0,1  0,1  0,1  0.55,0.5 
 0,1  0,1  0,1  0.6,0.3 

  

                                               𝑒1         𝑒2         𝑒3        𝑒4 

ℬ𝑁
 ∗  ×   𝜂𝑖𝑗   𝐵,𝐶∧𝐴 

=  

𝐶1

𝐶2

𝐶3

𝐶4

 

(0,1) (0,1) (0,1) (0,1)
(0,1) (0,1) (0,1) (0,1)
(0,1) (0,1) (0,1) (0,1)
(0,1) (0,1) (0,1) (0,1)

    

                                                  𝑒1             𝑒2         𝑒3         𝑒4 

𝒞𝑁
∗  ×   𝜂𝑖𝑗   𝐶,𝐴∧𝐵 

=

𝐶1

𝐶2

𝐶3

𝐶4

 

 0.6,0,45  0,1  0,1  0,1 
 0.85,0.2  0,1  0,1  0,1 
 0.65,0.5  0,1  0,1  0,1 
 0.6,0.65  0,1  0,1  0,1 

  

 

Step 4: The sum of these product Pythagorean fuzzy soft matrices is,  
                 𝑒1             𝑒2         𝑒3            𝑒4 

 = 

𝐶1

𝐶2

𝐶3

𝐶4

 

 0.6,0.45  0,1  0,1  0.5,0.35 
 0.85,0.2  0.1  0,1  0.5,0.3 
 0.65,0.5  0,1  0,1  0.55,0.5 
 0.6,0.65  0,1  0,1  0.6,0.3 

  

 

Step 5: The weights of the cars (sum of the membership values) are,  

(i) 𝓌(𝐶1) = 0.6+0+0+0.5 = 1.1  

(ii) 𝓌(𝐶2) = 0.85+0+0+0.5 = 1.35 

(iii) 𝓌(𝐶3) = 0.65+0+0+0.55 = 1.2  

(iv) 𝓌(𝐶4) = 0.6+0+0+0.6 = 1.2  
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It is clear that the weight of the second row is maximum and hence, C2 is the optimal choice taken by Mr. X, Mr. Y 

and Mr. Z to present a car for Mr. D. 

 

CONCLUSION 
 

In the three different reduced interval valued Pythagorean fuzzy matrices, it is found that all the three methods 

provide C2 as the optimal choice. But when comparing the weights obtained by the three methods, NRPFSM gives 

the better result when compared to other methods as shown in the figure 1. 
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Fig 1: Comparison chart 
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This study aims to present a new type of separation axioms for binary topological spaces utilizing binary 

rβ-open sets.. Here, a new class of axioms known as Binary rβ -T0, Binary rβ -T1, Binary rβ - T2 spaces, and 

Binary rβ - normal space has been described. Their features and linkages have also been examined, along 

with appropriate examples.. 
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INTRODUCTION 

 
In the year 2011, S. Nithyanantha Jothi and P. Thangavelu [1,2] conducted research on binary topological spaces and 

developed the idea of a binary topology between two non-empty sets that satisfy specific comparable axioms to the 

axioms of topology. Additionally, in 2012, they [3] developed the idea of binary-T0, binary-T1, binary-T3, and binary-

T4 spaces in binary topological spaces. In 2016, they [4] defined binary semi-open sets in binary topological spaces 

and examined some of its features. 2019 saw the introduction of rβ-closed sets and rβ -open sets in topological spaces 

by A.Manonmani and S.Jayalakshmi [5]. Additionally, in 2020, they [6] introduced and researched the idea of binary 

rβ -closed sets and binary rβ -open sets in binary topological spaces. In this paper we introduce binary rβ - T0, binary 

rβ - T1, binary rβ - T2 and binary rβ - normal spaces which are respectively brβ -T0, brβ -T1, brβ -T2 and brβ - normal spaces in 

ABSTRACT 
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short. In this paper, the symbols ℘(R) and ℘(S) refers to the corresponding power sets of R and S. Also known as b-

cl(A,B) and b-int(A,B) respectively, are binary closure of (A,B) and binary interior of (A,B).  

 

PRELIMINARIES 

 

Consider any two nonempty sets as R and S. A binary structure ℳ⊆℘(R)×℘(S) that satisfies the axioms namely (i) 

(∅,∅) and (R,S)∈ℳ  (ii) (A1∩A2 , B1∩B2)∈ℳ whenever ( A1,B1)∈ℳ and (A2,B2)∈ℳ , and (iii) If {(Aα,Bα): α∈Δ} is a family 

of members of ℳ , then (⋃ 𝐴α  α∈Δ , ⋃ 𝐵α  α∈Δ )∈ℳ   is known as a binary topology [3] from R to  S and the triplet 

(R,S,ℳ) is known as a binary topological space. The members of ℳ are known as the binary open subsets of the 

binary topological space (R,S,ℳ) and the elements of R×S are referred to as the binary points of the binary 

topological space (R,S,ℳ). We refer (R,ℳ) as a binary topological space if S =R in which case ℳ is referred to as a 

binary topology on R 

 

Definition 2.1[1]:  Let (A,B) and (C,D)∈℘( R)×℘( S) where R and S are any two nonempty sets. If A ⊆C and B ⊆D then 

(A,B) ⊆ (C,D) 

 

Definition 2.2 [1]:  Let (A,B) and (C,D)∈℘( R)×℘( S) where R and S are any two nonempty sets. If one of the following 

conditions is true  we can state that(A,B) ⊄ (C,D) 

(i) A⊆C and B ⊄D (ii) A⊄C and B⊆D (iii) A⊄C and B⊄D.  

 

Definition 2.3[1]: With A⊆R, B⊆S, let (R,S,ℳ) be a binary topological space. If (R-A,S-B)∈ℳ, then (A,B) is known as 

binary closed in (R,S,ℳ) 

 

Definition 2.4 [1]:  Let (R,S,ℳ) be a binary topological space and assume that (A,B)⊆(R,S). Let (A,B)1∗ = ∩, Aα: (Aα, 

Bα)} is binary closed and (A,B)⊆( Aα,Bα)} and  (A,B)2∗ ={Bα: (Aα,Bα) is binary closed and (A,B)⊆(Aα,Bα)}. The binary closure 

of (A,B) is then the ordered pair ((A,B)1∗,(A,B) 2∗) denoted by b-cl(A,B) in the binary space (R,S,ℳ) where (A,B)⊆(R,S) 

Here it should  be emphasized that ((A,B)1∗, (A,B)2∗) is binary closed and (A,B)⊆((A,B)1∗,(A,B)2∗).  

 

Definition 2.5 [1]: Assume that (A,B)⊆(R,S) where (R,S,ℳ) be a binary topological space. Let us say (A,B)1°= ∪{Aα: 

(Aα,Bα)} is binary open and (Aα,Bα)⊆(A,B)} and  (A,B)2° = ∪{Bα :(Aα,Bα) is binary open and (Aα, Bα)⊆(A,B)}. Then The 

binary interior of (A,B) is then the ordered pair ((A,B)1°,(A,B)2°) which is represented by b-int(A,B). In this case, ((A,B) 

1°,(A,B) 2°) is binary open and (A,B)⊆((A,B) 1°,   (A,B) 2°)⊆(A,B).  

 

Definition 2.6 [1]: Consider (R,S,ℳ) be a binary topological space and assume that (A,B)⊆(R,S). Define ℳ(A, B) = 

{(A∩U, B∩V) : (U,V)∈ℳ}. Then ℳ(A, B) is a binary topology from A to B and the binary topological space  (A,B,ℳ(A, B)) 

is called a binary subspace of (R,S,ℳ).  

 

Definition 2.7 [3]:  (i)   A binary topological space (R,S,ℳ) is  referred to as a binary-T0 space if it contains (A,B)∈ℳ 

such that only one of the following conditions applies for any pair of distinct points (a1,b1), (a2,b2)∈R×S.   (1) 

(a1,b1)∈(A,B), (a2,b2)∈(R −A,S −B) (2) (a1,b1)∈(R −A,S −B),         (a2, b2)∈(A,B).  

(ii)   If for every pair of distinct points (a1,b1), (a2,b2)∈R×S , there exists (A,B) and (C,D)∈ℳ, with (a1,b1)∈(A,B) and (a2, 

b2)∈(C, D) such that (a2, b2)∈(R −A,S −B), (a1, b1)∈(R −C,S −D) in a binary topological space  (R,S,ℳ), then this is 

known as  a binary-T1 space 

(iii)    For each pair of distinct points (a1,b1), (a2,b2)∈R×S, if there are mutually disjoint binary open sets (A,B) and (C,D) 

such that  (a1,b1) ∈ (A,B) and (a2,b2)∈(C,D) in a binary topological space (R,S,ℳ), then this is referred to as a binary-T2 

space 
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Definition 2.8 [3]:    If  (R,S,ℳ) is  a binary-T1 space then a binary topological space (R,S,ℳ) is referred to as a binary 

normal (or) binary-T4  space and for every pair of mutually disjoint binary closed sets (A1,B1), (A2,B2) there exists a pair of 

mutually disjoint binary open sets (U1,V1), (U2,V2) such that (A1,B1) ⊆(U1,V1) and (A2, B2)⊆(U2,V2) 

 

Definition 2.9[1]: A pair of binary open sets (A,B) and (C,D) are said to be disjoint if (A∩C, B∩D) = (∅,∅). This results in 

A∩C = ∅ and B∩D = ∅.  

 

Definition 2.10[1]: Let (R,S,ℳ) be a binary topological space and let (a,b)∈R×S. If a∈A and b∈B then the binary open 

set (A,B) is referred to as a binary neighbourhood of (a,b). 

 

Definition 2.11:   In a binary topological space (R,S,ℳ), a subset (A,B) is referred to as 

 (i)  a binary regular open set [5] (briefly bregular open set) in (R,S,ℳ) if (A,B) = b-int(b-cl(A,B)) and binary regular closed 

(briefly bregular closed set)  if (A,B)= b-cl(b-int(A,B)). 

(ii)  a binary semi open  set [4] (briefly bsemi open set) in (R,S,ℳ) if b-int (b-cl(A,B))⊆(A,B)  and its compliment is called a  

binary semi closed set (briefly bsemi closed set) in (R,S,ℳ) 

 

Definition 2.12[5]: In a binary topological space (R,S,ℳ) assume  (A,B)⊆(R,S). If there is a bβ - open set  (U,V)  in (R,S, 

ℳ) such that b-rcl(A,B)⊆(U,V) whenever (A,B)⊆(U,V), then (A,B) is is referred to as a binary rβ - closed set (briefly brβ - 

closed set) in (R,S,ℳ). 

             The compliment of the above binary rβ - closed set is a binary rβ - open set in (R,S,ℳ). 

 

BINARY rβ - T0, BINARY rβ - T1, BINARY rβ - T2 SPACES 

 

We introduce the idea of binary rβ - T0, binary rβ - T1, binary rβ - T2 and binary rβ - normal spaces (briefly brβ -T0, brβ -T1, 
brβ -T2 and brβ - normal spaces) in this chapter and look at some of its characterizations.  

 

Definition 3.1: If for any pair of unique points (a1,b1), (a2,b2)∈R×S, there exists a  brβ - open set (A, B) such that 

precisely one of the following holds, the binary topological space (R,S,ℳ)) is referred to as a binary rβ - T0 space 

(briefly brβ -T0)  (i)  (a1,b1)∈(A,B), (a2,b2)∈(R −A,S −B)   (ii)   (a1,b1)∈(R −A,S −B), (a2,b2)∈(A,B).  

 

Definition 3.2:  A binary topological spaces (R,S,ℳ) is referred to as a binary rβ -T1 space (briefly brβ -T1) if for any pair 

of unique points (a1,b1), (a2,b2)∈R×S, it contains brβ - open sets  (A,B) and (C,D) with (a1,b1)∈(A,B) and (a2,b2)∈(C,D) 

such that (a2,b2)∈(R −A,S −B), (a1,b1)∈          (R −C,S −D).  

 

Definition 3.3:  If there are disjoint brβ - open sets (A,B) and (C,D) such that (a1,b1)∈(A,B) and (a2,b2)∈(C,D) for any pair 

of unique points (a1,b1), (a2,b2)∈R×S  then a binary topological spaces (R,S,ℳ) is said to be a binary rβ -T2 space (briefly 

brβ -T2)  

 

Theorem 3.4: Every brβ -T0 space is binary -T0 space, in  a binary topological space (R,S,ℳ) 

Proof:    Consider (R,S) be a brβ -T0 space and consider (a1,b1) and (a2,b2) be a pair of unique points in (R,S). There is a 
brβ - open set (A,B) such that (a1,b1)∈(A,B) and (a2,b2)∈  (R −A,S−B) since (R,S) is a binary-T0 space. Due to the fact that 

any brβ -open set is binary open, (A,B) is also a binary open set such that (a1,b1)∈(A,B) and (a2,b2)∈( R −A,S −B). (R,S) is  a 

binary -T0 space as a result. 

 

Remark 3.5:  The following example demonstrates that the converse of the aforementioned theorem is false. 

Example 3.6:     Consider R ={a,b} and S ={1,2,3}. Clearly ℳ = {(∅,∅), ({∅,{1}), (∅,{3}), (∅, {1,2}), ({∅,{1, 3}), ({∅,S),  

({a},{1}), ({a},{1,2}) ,({a},{1,3}), ({a},S) , ({b},∅), ({b},{1}), ({b},{3}), ({b},{1,2}), ({b}, {1, 3}), ({b}, S), (R,{1}) , (R,{1,2}), (R,{1,3}), 

(R,S)} is a binary topology from R to S. Here brβ - open sets in (R,S) are {(∅,∅), (∅,{1}), (∅, {3}), ({a},{1,2}) ,({a},S), ({b},∅), 

({b},{1}), ({b},{3}), ({b},{1,3}), (R,{1,2}), (R,{1,3}), (R,S)}. Let (a1,b1) = ({a},{1}) and (a2,b2) = ({b},{3}), where (a1,b1), 
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(a2,b2)∈(R,S) and (a1,b1)  (a2,b2) there is  a binary  open set   (A,B) = ({a},{1}) which is not a brβ -open set such that 

(a1,b1)∈(A,B) and  (a2,b2) ∈(R−A,S −B). (R,S) is binary -T0 space but not a brβ -T0 space as a result. 

 

Theorem 3.7: Every brβ -T1 space is binary -T1 space in a binary topological space (R,S,ℳ). 

Proof:     Let (R,S) be a brβ -T1 space and let (a1,b1) and (a2,b2) be a pair of unique points in (R,S) with a1  a2, b1  b2. 

Then distinct brβ - open sets (A,B) and (C,D) exist such that (a1,b1) ∈ (A, B), (a2,b2)∈(R−A,S −B) and (a2,b2) ∈ (C,D), (a1,b1) 

∈ (R−C, S −D). Due to the fact that every brβ - open set is binary open, (A,B) and (C,D) are two different binary open sets 

with (a1,b1) and (a2,b2) corresponding to(A,B) and (C,D) respectively such that  (a2,b2) ∈ (R−A,S −B), (a1,b1)∈(R−C, S 

−D). (R,S) is hence a binary -T1 space. 

 

Remark 3.8: The following example demonstrates that the converse of the aforementioned theorem is false. 

Example 3.9:        From the Example 3.6, Let (A,B) = ({b}, {1, 2}) and (C,D) = ({a},{1,3}).   Let (a1,b1) = ({a},{1}) and (a2,b2) 

= ({b},{1,2}) where (a1,b1), (a2,b2)∈(R,S) and (a1,b1)  (a2,b2) then it is clear that (a1,b1) ∈ (A,B), (a2,b2)∈(R−A,S −B) and 

(a2,b2)∈(C, D) and (a1,b1)∈(R−C,S −D). Then it is binary -T1 space but not a brβ –T1 space.  

 

Theorem 3.10: Every brβ –T2 space is a binary –T2 space in a binary topological space (R,S,ℳ). 

Proof:     Assume a1  a2, b1 b2 in the brβ -T2 space (R,S). If so there are disjoint brβ -open sets (A,B) and (C,D)  that are 

such that (a1,b1) ∈ (A,B) and (a2,b2) ∈ (C,D). The fact that (A, B) and (C,D) are disjoint binary open sets means that (a1,b1) 

∈ (A,B) and (a2,b2) ∈ (C,D). This is because every brβ -open set is binary open. (R,S) is a binary -T2 space as a result. 

 

Example 3.11:         From the Example 3.6, Let (a1,b1) = ({b}, {3}) and (a2,b2) = ({a},{2}). Let (A,B) = ({a},{1,2}) and (C,D) = 

({b},{3}) where (a1,b1), (a2,b2) ∈ (R,S) and (a1,b1)  (a2,b2) then it is clear that (a2,b2)∈(A,B), and (a1,b1)∈(C,D). Then we 

can say that it is brβ -T2 space. As every brβ- open set is binary open, (R,S) is a binary-T2 space.  

 

Theorem 3.12:  Every brβ -T1 space is a brβ -T0 space in a binary topological space (R,S,ℳ). 

Proof:       Let (a1,b1) and (a2,b2) be two unique points of a brβ -T1 space (R,S). Given that  (R,S) is brβ -T1 space there are 
brβ open sets (A,B) and (C,D) with  (a1,b1)∈(A,B) and (a2,b2)∈(C,D) such that (a2,b2)∈( R−A,S −B), (a1,b1)∈( R−C,S −D). As 

(a1,b1)∈(A,B) and (a2,b2)∈ (R−A,S −B),  brβ -T1 space is a   brβ –T0 space. 

 

Theorem 3.13: Every brβ -T2 space is a brβ -T0 space in a binary topological space (R,S,ℳ).  

Proof: Let (R,S) be a brβ -T2 space and let (a1,b1) and (a2,b2) be two unique points of (R,S). Since (R,S) is brβ -T2 space 

there exist brβ- open sets (A,B) and (C,D) such that (a1,b1)∈(A,B) and (a2,b2) ∈(C,D). Due to the disjoint nature of (A,B) 

and (C,D) such that (a1,b1)∈(A,B) and (a2,b2) ∈  (R−A, S −B), (R,S) is a brβ -T0 space as a result. 

 

Theorem 3.14: Every brβ –T2 space is a brβ –T1 space in a binary topological space (R,S,ℳ). 

Proof:  Suppose that (R,S,ℳ) is a brβ -T2 space with (a1,a2)∈R and (b1,b2)∈S with a1  a2, b1  b2. Then there are 

disjoint brβ - open sets (U1,V1), (U2,V2) with (a1,b1) ∈ (U1,V1), (a2,b2) ∈ (U2,V2). We have (a1,b1)∈(R −U2, S −V2) and (a2,b2) ∈ 

(R −U1, S −V1), since (U1,V1) and (U2,V2) are disjoint. As can be seen (R,S,ℳ) is a brβ -T1 space.  

 

Theorem 3.15: A binary topological space (R,S,ℳ) is a brβ -T0 space if and only if binary rβ closure of unique points is 

distinct. 

 

Proof: Let (a1,b1) and (a2,b2) be two unique points of (R,S). There exists a brβ - open set (U,V), since (R,S) is a brβ -T0 

space such that (a1,b1)∈(U1,V1) and (a2,b2)∈(R −U2, S −V2). In light of this, ((R,S) - (U, V)) is a brβ - closed set that includes 

(a2,b2) but excludes (a1,b1). But all brβ - closed set containing (a2,b2) are intersected by brβ-cl({a2,b2}). Consequently 

(a2,b2)∈ brβ-cl({a2,b2}). On the other hand (a1,b1)  brβ-cl({a2,b2}) as (a1,b1) (( R,S)−(U,V)). Therefore brβ-cl({a1,b1})             

 brβ-cl({a2,b2}) and hence binary rβ closure of unique points are distinct. 
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Conversely, let brβ-cl({a1,b1})  brβ-cl({a2,b2}) for (a1,b1)  (a2,b2). Then at least one point (a3,b3)∈(R,S) exists such that 

(a3,b3)∈ brβ-cl({a1,b1}) but (a3,b3)  brβ-cl({a2,b2}). We assert that (a1,b1)  brβ-cl({a2,b2}) because this would implies that 

brβ-cl({a1,b1})⊆ brβ-cl({a2,b2}) and so (a3,b3)∈ brβ-cl({a2,b2}), which is a contradiction. Because of this (a1,b1) brβcl({a2,b2}), 

which implies that (a1,b1)∈(R,S) − brβ-cl({a2,b2}), which is a brβ - open set includes (a1,b1) but excludes (a2,b2). Therefore 

(R,S)  is a brβ -T0 space.  

 

Theorem 3.16: A binary topological space (R,S,ℳ) is a brβ -T1 space if and only if every binary point is brβ - closed.  

Proof:          Consider (R,S,ℳ) to be a brβ -T1 space. Let (r,s)∈R×S and  let({r},{s})∈℘(R)×℘(S). We must demonstrate that 

({r},{s}) is brβ - closed. For that, it is sufficient to demonstrate that  (R −,r},S −,s}) is brβ - open. Let (a, b)∈(R−,r}, S−,s}). 

This suggests that a∈R−,r} and b∈R−,s}. Thus a  r and b  s. That is (a,b) and (r,s) are distinct binary points of R×S. 

Given that (R,S,ℳ) is brβ -T1, there are brβ - open sets (A,B) and  (C,D), (a, b)∈(A,B) and (r,s)∈(C,D) such that (a,b)∈         

( R−C,S −D) and (r,s) ∈ (R−A,S −B). Consequently (A,B)⊆(R−,r},S−,s}). Therefore the binary neighbourhood of (a,b) is 

(R−,r},S−,s}). This suggests that (,r},,s}) is brβ closed.  

 

Conversely, assume that ({r},{s}) is always brβ - closed for (r, s)∈R×S. With a1 a2,b1 b2, let (a1,b1) and (a2,b2)∈R×S .As 

a result (a2,b2)∈(R−,a1},S−,b1}) and (R−a1},S−,b1}) is brβ - open. Also (a1,b1)∈(R−,a2}, S−,b2}) and  (R−,a2}, S−,b2}) are brβ - 

open. As can be seen (R,S,ℳ) is a brβ -T1 space.  

 

Theorem 3.17:   If a binary topological space (R,S,ℳ) is a  brβ -T0 space then (R,ℳR) and (S,ℳS) are  rβ-T0 spaces.  

Proof: We have ℳR ={A⊆R :(A,B)∈ℳ for some B⊆S} is a topology on R and ℳS ={B ⊆S : (A,B)∈ℳ for some A⊆R} is a 

topology on S, because ℳ is a binary topology from R to S. With a1 a2, b1 b2, let (a1,a2)∈R and (b1,b2)∈S. There 

exists rβ - open set (A,B) such that either (a1,b1) ∈ (A,B), (a2,b2)∈(R−A,S−B) or (a1,b1)∈ (R−A,S−B), (a2,b2) ∈ (A,B), because 

(R,S,ℳ) is a  brβ - T0 space. This suggests that either a1∈A, a2∈R−A, b1∈B, b2∈S−B or a1∈R−A, a2∈A, b1∈S−B, b2∈B. 

Therefore (R,ℳR) and (S,ℳS) are rβ-T0 spaces.  

 

Theorem 3.18:   If a binary topological space (R,S, τ ℳ(R)×σ ℳ(S) ) is a brβ -T0 space, then the topological spaces (R, τ) 

and (S, σ) are rβ -T0 spaces. 

Proof: Assume that (R,S, τ ℳ(R)×σ ℳ(S)) is a brβ -T0 space. With a1 a2, b1 b2, let (a1,a2)∈R and (b1 b2)∈S .Since (R,S,τ 

ℳ(R)×σ ℳ(S)) is a brβ -T0 space, There exists (A,B) ∈τ ℳ(R)×σ ℳ(S) such that either (a1,b1)∈(A,B), (a2,b2)∈( R−A,S−B) 

or (a1,b1) ∈ (R−A,S−B), (a2,b2)∈(A,B), because (R,S, τ ℳ(R)×σ ℳ(S)) is a brβ -T0 space. This suggests that either a1∈A, 

a2∈R−A, b1∈B, b2∈ S−B or A, a∈ R−A, a2∈A, b1∈S−B, b2∈B. and this suggests that either a1∈A, a2∈R−A or a1∈R−A, a2∈A 

and b1∈B, b2∈S−B or b1∈S−B, b2∈B. Since (A,B)∈τ ℳ(R)×σ ℳ(S), we have A∈τ and B∈σ. Hence (R,τ) and (S,σ) are rβ-

T0 spaces. 

 

Theorem 3.19:    If a binary topological space (R,S,ℳ) is a brβ -T1 space then  (R,ℳR) and (S,ℳS) are rβ-T1 spaces. 

Proof:   Since ℳ is a binary topology from R to S, we have ℳR ={A⊆R :(A,B)∈ℳ for some B⊆Y} is a topology on R 

and ℳS ={B⊆S: (A,B)∈ℳ for some A⊆R} is a topology on S. Let us say (a1,a2)∈R and (b1,b2)∈S where a1  a2, b1  b2. 

There are brβ - open sets (U1,V1), (U2,V2) with (a1,b1)∈(U1,V1), (a2,b2)∈(U2,V2), such that (a1,b1)∈( R−U2, S−V2), (a2,b2)∈ 

(R−U1, S−V1), because (R,S,ℳ) is a brβ -T1 space. The implication is that a1∈U1, a2∈U2 and b∈V1, b2∈V2 are such that 

a1∈R−U2, a2∈R−U1 and b1∈S−V2, b2∈S−V1. As a result, (R,ℳR) and (S,ℳS) are rβ-T1 spaces. 

 

BINARY rβ – NORMAL SPACE 

 

Using brβ - open sets we introduce binary rβ - normal space in this section and examine some of its characteristics. 

 

Definition 4.1:  A binary topological spaces (R,S,ℳ) is called a binary rβ - normal space  (briefly brβ – normal) if (R,S,ℳ) 

is brβ -T1 and for every pair of mutually disjoint  brβ - closed sets (A1,B1), (A2,B2) there exists mutually disjoint brβ - open 

sets (U1,V1), (U2,V2) such that (A1,B1) ⊆ (U1,V1) and (A2,B2) ⊆ (U2,V2)  
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Example 4.2:    From the Example 3.6, Let (A1,B1) = ({a},{1}) and (A2,B2)= ({b},{3}) are mutually disjoint brβ - closed sets . 

Let (U1,V1) = ({a},{1,2}) and (U2,V2) = ({b},{1,3}) Here (a1,b1) = ({a}, {1, 2}), (a2,b2) = ({b},{1,3})∈(R,S) and (a1,b1) (a2,b2) are 

mutually disjoint brβ – open sets. then this shows that (A1,B1)⊆(U1,V1)∈(A,B) and (A2,B2)⊆(U2,V2)∈(C,D) as (R,S,ℳ) is 
brβ -T1 and so (R,S,ℳ) is a brβ – normal space. 

 

Theorem 4.3: A brβ - closed subspace of brβ - normal space is a brβ – normal space.  

 

Proof: Let (M,N) be a brβ - closed subspace of a brβ normal space. Let (A1,B1) and (A2,B2) be disjoint brβ - closed subset of 

(M,N). Because (M,N) is brβ - closed in (R,S), the closed subsets (A1,B1) and (A2,B2) are also brβ - closed in (R,S). The fact 

rhat (R,S) is brβ- normal, means that there are disjoint brβ - open sets (U1,V1) and (U2,V2) in (R,S), such that 

(A1,B1)⊆(U1,V1) and  (A2, B2)⊆(U2,V2). Since both (A1,B1) and (A2,B2) contained in (M,N), we obtain (A1,B1)⊆(M, 

N)∩(U1,V1), (A2,B2)⊆(M, N)∩(U2,V2) and ((M,N)∩ (U1,V1))∩(M, N)∩(U2,V2) = (∅,∅). Due to the fact that (U1,V1) and (U2,V2) 

are brβ - open in (R,S), (M,N)∩(U1,V1) and (M,N)∩(U2,V2) are brβ - open in (M,N). Thus in the subspace (M,N), we have 

disjoint brβ - open sets ((M,N)∩(U1,V1)) containing (A1,B1) and ((M,N)∩(U2,V2)) containing (A2,B2). Consequently the 

subspace (M,N) is brβ - normal.  

 

Theorem 4.4:     The topological spaces (R,τ) and (S,σ) are rβ-normal spaces if and only if the binary topological space 

(R,S, τ ℳ(R)×σ ℳ(S)) is a brβ –normal space. 

 

Proof:   Assume (R,τ) and (S,σ) are rβ - normal spaces and (A1,B1) and (A2,B2) be disjoint pair of brβ - closed sets in 

(R,S,ℳ). Then A1,A2 are disjoint rβ- closed sets in (R,τ) and  B1,B2 are disjoint rβ - closed sets in (S,σ). Since (R,τ) is rβ -

normal, there exists disjoint  rβ- open sets in U1,U2∈τ, A1⊆U1 and A2⊆U2. Also, since (S,σ) is rβ-normal, there exists 

disjoint rβ- open sets V1,V2∈σ, B1⊆V1 and B2 ⊆V2. This implies that (A1,B1)⊆(U1,V1) and   (A2,B2)⊆(U2,V2). Because U1 

and U2 are disjoint rβ- open sets, we have U1∩U2 = ∅. Also since V1 and V2 are disjoint rβ- open sets, we have V1∩V2 = ∅. 

Thus (U1∩U2,V1∩V2) = (∅, ∅). Therefore (U1,V1) and (U2,V2) are disjoint brβ -open sets. This suggests that (R,S, τ ℳ(R)×σ 

ℳ(S)) is a brβ –normal space.  

 

Conversely, assume that (R,S, τ ℳ(R)×σ ℳ(S))  is brβ -normal. Let A1,A2 be disjoint rβ-closed sets in (R,τ) and B1,B2 be 

disjoint rβ-closed sets in (S,σ). Then (A1,B1), (A2,B2) are brβ -closed in (R,S, τ ℳ(R)×σ ℳ(S)). Because of (R,S, τ ℳ(R)×σ 

ℳ(S)) is brβ –normal space, there are disjoint brβ -open sets (U1,V1) and (U2,V2) such that (A1, B1)⊆ (U1,V1) and (A2, 

B2)⊆(U2,V2). That is, A1⊆U1, A2⊆U2 and B1⊆V1, B2⊆V2. Therefore (R,τ) and (S,σ) are rβ-normal spaces.  
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In this paper, we introduce the concept ‚2-antidomatic number of a graph‛. A set 𝑆 ⊆ 𝑉(𝐺) is said to be a 

2- non dominating set if at least two vertices in 𝑉 − 𝑆 are not adjacent to any vertex in 𝑆. A partition of the 

vertices of 𝐺 into 2- non dominating sets is called 2-antidomatic partition of 𝐺. The minimum order of a 

2-antidomatic partition is called 2-antidomatic number of 𝐺 and is denoted by 𝑑2
   (𝐺). Here we discuss 

many results along with some standard type of graphs of this new parameter. 

 

Keywords: Non dominating set, 2- non dominating set, Antidomatic number, 2- antidomatic number. 

 

INTRODUCTION 

 
Here we have to consider the finite, simple and undirected graph 𝐺 with maximum degree ∆ 𝐺 < 𝑛 − 2. Let 𝑥 be 

any vertex of 𝐺. Then the open neighborhood of 𝑥 is denoted by 𝑁(𝑥), defined by 𝑁 𝑥 = {𝑢 ∈ 𝑉 𝐺 :𝑥𝑢 ∈ 𝐸 𝐺 }. The 

closed neighborhood of 𝑥 is denoted by 𝑁[𝑥], defined by 𝑁 𝑥 = {𝑥} ∪ 𝑁(𝑥).  Let 𝑆 ⊆ 𝑉(𝐺). Then the open 

neighborhood of 𝑆 is denoted as 𝑁(𝑆), defined as 𝑁 𝑆 = ⋃ 𝑁 𝑥 𝑥∈𝑆 . The closed neighborhood of 𝑆 is denoted as 

𝑁[𝑆], defned as 𝑁 𝑆 = ⋃ 𝑁[𝑥]𝑥∈𝑆  [1]. A set 𝑆 ⊆ 𝑉(𝐺) is said to be a dominating set if every vertex in 𝑉 − 𝑆 are 

adjacent to some vertex in 𝑆 [3]. A partition of the vertices of 𝐺 into dominating sets is called a domatic partition of 𝐺.  

In 4, Zelinka B, introduced the concept of ‚antidomatic number of a graph‛. An antidomatic partition of 𝐺 is a 

partition of 𝑉(𝐺), none of whose classes is a dominating set in G. The minimum number of classes of an antidomatic 

partition of 𝐺 is the number 𝑑 (𝐺) of 𝐺.  Motivated this concept, the authors introduce ‚2- antidomatic number of a 

graph‛. A set 𝑆 ⊆ 𝑉(𝐺) is said to be a 2- non dominating set if at least two vertices in 𝑉 − 𝑆 are not adjacent to any 

vertex in 𝑆. A partition of the vertices of 𝐺 into 2- non dominating sets is called 2-antidomatic partition of 𝐺. The 
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minimum order of a 2-antidomatic partition is called 2-antidomatic number of 𝐺 and is denoted by 𝑑2
   (𝐺).  In this 

paper, we initiate a study of this parameter. 

 

2- Antidomatic Number 

Definition: 2.1 

A set 𝑆(⊆ 𝑉 𝐺 ) is said to be a 2-non dominating set if at least two vertices in 𝑉 − 𝑆 are not adjacent to any vertex in 

𝑆. A partition of the vertices of 𝐺 into 2-non dominating sets is called 2- antidomatic partition of 𝐺. The minimum 

order of a 2- antidomatic partition is called 2- antidomatic number of 𝐺 and is denoted by 𝑑2
   (𝐺). 

 

Example: 2.2 

Consider the graph 𝐺, 

 
Here 𝑆1 = {𝑣1 ,𝑣3,𝑣4,𝑣5} and 𝑆2 = {𝑣2,𝑣6 ,𝑣7} are 2-non dominating sets of 𝐺 with 𝑆1 ∪ 𝑆2 = 𝑉(𝐺) and 𝑆1 ∩ 𝑆2 = ∅. 

Hence  𝑑2
   (𝐺) = 2. 

 

Remark: 2.3 

If 𝐺 is a graph with ∆ 𝐺 < 𝑛 − 2 and 𝑛 ≥ 5,  then 𝑑2
   (𝐺) exists. 

Theorem: 2.4 

For any graph 𝐺, 2 ≤ 𝑑2
   (𝐺) ≤ 𝑛. 

Proof: 

Since the vertex set 𝑉(𝐺) is a 2-non dominating set of 𝐺, 𝑑2
   (𝐺) ≠ 1 hence 𝑑2

   (𝐺) ≥ 2 and since  𝑉(𝐺) = 𝑛, 𝑑2
   (𝐺) ≤ 𝑛. 

Theorem: 2.5 

For a path 𝑃𝑛 ,𝑛 ≥ 6, 𝑑2
    𝑃𝑛 = 2. 

Proof: 

Let 𝑃𝑛 =  𝑣1,𝑣2, .  .  .  , 𝑣𝑛 ,𝑛 ≥ 6 and let 𝑆1 =  𝑣1,𝑣2, .  .  .  , 𝑣𝑛−3 , 𝑆2 = {𝑣𝑛−2, 𝑣𝑛−1 , 𝑣𝑛 }. It is clear that 𝑆1  and 𝑆2 are 2-

non dominating sets of 𝑃𝑛 . Also 𝑆1 ∪ 𝑆2 = 𝑉(𝑃𝑛) and 𝑆1 ∩ 𝑆2 = ∅. Hence (𝑆1 ,𝑆2) is a 2-antidomatic partition of 𝑃𝑛 . 

Thus 𝑑2
    𝑃𝑛 = 2. 

Remark: 2.6 

𝑑2
    𝑃5 = 3. 

Theorem: 2.7 

For a cycle 𝐶𝑛 ,𝑛 ≥ 8, 𝑑2
    𝐶𝑛 = 2. 

Proof: 

Let 𝐶𝑛 =  𝑣1,𝑣2, .  .  .  , 𝑣𝑛 ,𝑣1 ,𝑛 ≥ 8 and let 𝑆1 =  𝑣1,𝑣2, .  .  .  , 𝑣𝑛−4 , 𝑆2 = {𝑣𝑛−3 ,𝑣𝑛−2 , 𝑣𝑛−1, 𝑣𝑛}. It is clear that 𝑆1  and 

𝑆2 are 2-non dominating sets of 𝐶𝑛 . Also 𝑆1 ∪ 𝑆2 = 𝑉(𝐶𝑛) and 𝑆1 ∩ 𝑆2 = ∅. Hence (𝑆1 ,𝑆2) is a 2-antidomatic partition of 

𝐶𝑛 . Thus 𝑑2
    𝐶𝑛 = 2. 

Remark: 2.8 

𝑑2
    𝐶5 = 5, 𝑑2

    𝐶6 = 𝑑2
    𝐶7 = 3. 

Theorem: 2.9 

If 𝑟𝑎𝑑 𝐺 = 1, then 𝑑2
   (𝐺) does not exist 
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Proof: 

Given 𝑟𝑎𝑑 𝐺 = 1. Then there is a vertex 𝑢 in 𝐺, which is adjacent to every vertex in 𝐺. That is ∆ 𝐺 = 𝑛 − 1. By the 

remark 2.3, 𝑑2
   (𝐺) does not exist. 

 

Theorem: 2.10 

For any graph 𝐺 ≇ 𝐾𝑟,𝑠 ;𝑟 ≠ 3, 𝑠 ≠ 3 , 𝑑2
    𝐺 = 𝑛 if and only if 𝑟𝑎𝑑 𝐺 = 𝑑𝑖𝑎𝑚 𝐺 = 2. 

Proof: 

Let 𝐺 ≇ 𝐾𝑟,𝑠 ;𝑟 ≠ 3, 𝑠 ≠ 3  be a graph of order 𝑛 ≥ 5. Assume that 𝑑2
    𝐺 = 𝑛. It is clear that 𝑟𝑎𝑑 𝐺 ≥ 2. Suppose 

𝑟𝑎𝑑 𝐺 > 2, then every vertex in 𝐺 has at least eccentricity 3. Let 𝑢 and 𝑣 be two distinct vertices of 𝐺 and let 

𝑃: 𝑢 = 𝑣1,𝑣2, .  .  .  , 𝑣𝑟 = 𝑣(𝑟 ≥ 4) be a 𝑢 − 𝑣 path in 𝐺. If 𝑟 ≥ 5, then  𝑣1,𝑣2  is a 2-non dominating set of 𝐺 and hence 

any minimum 2-antidomatic partition contains at most 𝑛 − 1 classes. Hence 𝑟 ≤ 4. If 𝑟 = 4, since 𝑛≥ 5, there exist a 

vertex  𝑥1 is adjacent to either 𝑣2 or 𝑣3. Without loss of generality we assume 𝑣2𝑥1 ∈ 𝐸(𝐺). If 𝑥1𝑣3 ∉ 𝐸(𝐺), then {𝑣1 ,𝑥1} is a 2- non 

dominating set of 𝐺. If 𝑥1𝑣3 ∈ 𝐸(𝐺), then there exists a vertex 𝑥2 is non adjacent to any one of the vertices of 𝑥1 ,𝑣2 and 𝑣3, then 

either {𝑣1,𝑥1} or {𝑣1,𝑣2} is a 2- non dominating set and hence any minimum 2-antidomatic partition contains at most 

𝑛 − 1 classes. Thus 𝑑2
    𝐺 ≤ 𝑛 − 1. This is a contradiction. Hence 𝑟𝑎𝑑 𝐺 = 2. Suppose 𝑑𝑖𝑎𝑚 𝐺 > 2. Let 𝑃: 𝑢1 ,𝑢2 ,

.  .  .  , 𝑢𝑠 = 𝑣1(𝑠 ≥ 4) be a 𝑢1 − 𝑣1 path in 𝐺 where 𝑑 𝑢1,𝑣1 = 𝑑𝑖𝑎𝑚(𝐺). If 𝑠 ≥ 5, then  𝑢1 ,𝑢2  is a 2-non dominating set 

of 𝐺 and hence any minimum 2-antidomatic partition contains at most 𝑛 − 1 classes. Hence 𝑠 ≤ 4. If 𝑠 = 4, since 

𝑛 ≥ 5, there exist a vertex  𝑥1 is adjacent to either 𝑢2 or 𝑢3. Without loss of generality we assume 𝑢2𝑥1 ∈ 𝐸(𝐺). If 

𝑥1𝑢3 ∉ 𝐸(𝐺), then {𝑢1,𝑥1} is a 2- non dominating set of 𝐺. If 𝑥1𝑢3 ∈ 𝐸(𝐺), then there exists a vertex 𝑥2 is non adjacent 

to any one of the vertices of 𝑥1 ,𝑢2  and 𝑢3, then either {𝑢1 ,𝑥1} or {𝑢1,𝑢2} is a 2- non dominating set and hence any 

minimum 2-antidomatic partition contains at most 𝑛 − 1 classes. Thus 𝑑2
    𝐺 ≤ 𝑛 − 1. This is a contradiction. Hence 

𝑑𝑖𝑎𝑚 𝐺 = 2. Thus 𝑟𝑎𝑑 𝐺 = 𝑑𝑖𝑎𝑚 𝐺 = 2. 

Conversely let as assume that 𝑟𝑎𝑑 𝐺 = 𝑑𝑖𝑎𝑚 𝐺 = 2. 

Suppose there is a set 𝑆 with  𝑆 ≥ 2 is a 2-non dominating set in 𝐺. Let 𝑢, 𝑣 ∈ 𝑆. Then there exists two vertices 

𝑥, 𝑦(𝑥 ≠ 𝑦) in 𝑉 − 𝑆 are non-adjacent to any vertex in 𝑆. If 𝑢𝑣 ∈ 𝐸(𝐺), then 𝑑 𝑢, 𝑥 ≥ 2 and 𝑑 𝑣, 𝑥 ≥ 2. Suppose 

𝑥𝑦 ∈ 𝐸(𝐺), then either 𝑑 𝑢, 𝑦 > 2 or 𝑑 𝑣, 𝑦 > 2. Hence 𝑑𝑖𝑎𝑚 𝐺 > 2. Suppose 𝑥𝑦 ∉ 𝐸(𝐺), then either 𝑑 𝑢, 𝑦 > 2 or 

𝑑 𝑣, 𝑦 > 2. Hence 𝑑𝑖𝑎𝑚 𝐺 > 2. If 𝑢𝑣 ∉ 𝐸(𝐺), then any pair of vertices {𝑢, 𝑣, 𝑥,𝑦} have the distance at least 3. Hence 

𝑑𝑖𝑎𝑚 𝐺 > 2. Thus any set 𝑆 with  𝑆 ≥ 2 is not a 2-non dominating set. Hence every singleton set is a 2-non 

dominating set in 𝐺, 𝑑2
    𝐺 = 𝑛. 

 

Theorem: 2.11 

For a complete bipartite graph 𝐾𝑟 ,𝑠 ,𝑟 ≥ 4 𝑎𝑛𝑑 𝑠 ≥ 4, 𝑑2
    𝐾𝑟,𝑠 = 4. 

Proof: 

Let 𝐾𝑟 ,𝑠 be a complete bipartite graph with bipartition {𝑉1 ,𝑉2} where 𝑉1 = {𝑢1 ,𝑢2, .  .  .  , 𝑢𝑟} and 𝑉2 =  𝑣1,𝑣2,

  .  .  .  , 𝑣𝑠, 𝑟≥4,𝑠≥4 and let 𝑆1=𝑢1,𝑢2,  .  .  .  ,𝑢𝑟−2,  𝑆2=𝑢𝑟−1,𝑢𝑟,  𝑆3=𝑣1,𝑣2,  .  .  .  , 𝑣𝑠−2,  𝑆4={𝑣𝑠−1, 𝑣𝑠}. It is clear that 

𝑆1 , 𝑆2 ,𝑆3 ,𝑆4  are 2-non dominating set of 𝐾𝑟,𝑠. Also 𝑆1 ∪ 𝑆2 ∪ 𝑆3 ∪ 𝑆4 = 𝑉(𝐾𝑟,𝑠)and 𝑆𝑖 ∩ 𝑆𝑗 = ∅, 𝑖, 𝑗 = 1,2,3,4 𝑎𝑛𝑑 𝑖 ≠ 𝑗. 

Hence (𝑆1 ,𝑆2 ,𝑆3 , 𝑆4) is a 2-antidomatic partition of 𝐾𝑟 ,𝑠. Thus 𝑑2
    𝐾𝑟,𝑠 ≤ 4. Suppose 𝑑2

    𝐾𝑟,𝑠 < 4.  

Case:1 If 𝑑2
    𝐾𝑟,𝑠 = 3, then there exists three disjoint set of vertices 𝑋1 ,𝑋2  and 𝑋3 are 2- non dominating sets in 𝐾𝑟 ,𝑠. 

Then either any one of 𝑋𝑖 = 𝑉𝑗 , 𝑖 = 1,2,3; 𝑗 = 1,2 or there exists one  𝑋𝑖  contains some vertices in 𝑉1 and some vertices 

in 𝑉2. Hence any one 𝑋𝑖  is a dominating set. This is a contradiction.  

Case: 2 If 𝑑2
    𝐾𝑟,𝑠 = 2, then there exists two disjoint set of vertices 𝑋1 and 𝑋2 are 2- non dominating sets in 𝐾𝑟,𝑠.  Then 

either any one of 𝑋𝑖 = 𝑉𝑗 , 𝑖 = 1,2; 𝑗 = 1,2 or there exists one  𝑋𝑖  contains some vertices in 𝑉1 and some vertices in 𝑉2. 

Hence any one 𝑋𝑖  is a dominating set. This is a contradiction. Thus 𝑑2
    𝐾𝑟,𝑠 ≥ 4.Hence 𝑑2

    𝐾𝑟,𝑠 = 4.  

 

Theorem: 2.12 

For a graph 𝐺, if 𝑑2
    𝐺 = 2, then 𝑑𝑖𝑎𝑚 𝐺 ≥ 3. 

Proof: 

Assume that 𝑑2
    𝐺 = 2. Let (𝐵1 ,𝐵2) be a 2-antidomatic partition of 𝐺. Since 𝐵1 is a 2- non dominating set, there exists 

two vertices in 𝐵2 has no neighbor in 𝐵1. Let 𝑢1 ,𝑢2 ∈ 𝐵2 such that 𝑁 𝑢𝑖 ∩ 𝐵1 = ∅, 𝑖 = 1,2. Also since 𝐵2 is a 2- non 
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dominating set, there exists two vertices in 𝐵1 has no neighbor in 𝐵2. Let 𝑣1,𝑣2 ∈ 𝐵1 such that 𝑁 𝑣𝑖 ∩ 𝐵2 = ∅, 𝑖 = 1,2. 

It is clear that 𝑢1 is not adjacent to 𝑣1, 𝑑(𝑢1,𝑣1) ≠ 1. Suppose 𝑑 𝑢1,𝑣1 = 2. Then (𝑢1 ,𝑢, 𝑣1) is a 𝑢1 − 𝑣1 path. Since 𝑢1 

has no neighbor in 𝐵1 , 𝑢 ∈ 𝐵2. Also since 𝑣1 has no neighbor in 𝐵2 ,𝑢 ∈ 𝐵1. Then 𝑢 ∈ 𝐵1 ∩ 𝐵2, which is a contradiction. 

Hence 𝑑 𝑢1,𝑣1 ≥ 3. Thus 𝑑𝑖𝑎𝑚 𝐺 ≥ 3. 

 

Theorem: 2.13 

For a graph 𝐺, if 𝑑𝑖𝑎𝑚 𝐺 ≥ 5, then 𝑑2
    𝐺 = 2.   

Proof:  

Assume that 𝑑𝑖𝑎𝑚 𝐺 ≥ 5. Let (𝑢 = 𝑢1 ,𝑢2 ,𝑢3, .  .  .  ,𝑢𝑡 = 𝑣); 𝑡 ≥ 6 be a 𝑢 − 𝑣 path in 𝐺 with 𝑑 𝑢, 𝑣 = 𝑑𝑖𝑎𝑚(𝐺). Let 

𝐴 = {𝑢𝑡−1 ,𝑢𝑡}, let 𝑋 = 𝑁[𝐴] and let 𝑌 = 𝑉 − 𝑁[𝐴]. Then (𝑋, 𝑌) is a 2- antidomatic partition of 𝐺 with minimum order. 

Hence 𝑑2
    𝐺 = 2.   

 

Theorem: 2.14 

Let 𝐺(≠ 𝐶5) be a graph on 𝑛 vertices. Then  
𝑛

𝑛−1−𝛿(𝐺)
 ≤ 𝑑2

    𝐺 ≤ ∆ 𝐺 + 3.  

Proof: 

Let 𝐴 be a 2-non dominating set of G. Then there exists two vertices 𝑥(≠)𝑦 in 𝑉 − 𝐴 are not adjacent to any vertex in 

𝐴. Thus 𝑑 𝑥 ≤ 𝑛 − 1 −  𝐴 . Also 𝑛 − 1 −  𝐴 ≥ 𝛿(𝐺). Thus  𝐴 ≤ 𝑛 − 1 − 𝛿(𝐺). Let (𝑉1 ,𝑉2 ,𝑉3 , .  .  .  , 𝑉𝑘) be a 2- 

antidomatic partition of order 𝑘 with 𝑑2
    𝐺 = 𝑘. Then 𝑛 =  𝑉1 +  𝑉2 + .  .  .  + 𝑉𝑘  ≤ 𝑘 𝑛 − 1 − 𝛿 . Thus 

𝑛

𝑛−1−𝛿
≤ 𝑘 =

𝑑2
   (𝐺) and hence 𝑑2

   (𝐺) ≥  
𝑛

𝑛−1−𝛿
 . By the remark 2.3, ∆ 𝐺 < 𝑛 − 2. Let 𝑢 be the vertex of 𝐺 such that 𝑑 𝑢 = ∆(𝐺), let 

𝑁 𝑢 = {𝑢, 𝑢1 ,𝑢2,𝑢3 , .  .  .  , 𝑢∆}. Let 𝐵 = 𝑉 𝐺 − 𝑁[𝑢]. Since ∆< 𝑛 − 2, we have 𝐵 ≠ ∅ and  𝐵 ≥ 2.Then at least two 

vertices of 𝐵 are non-adjacent to 𝑢, {𝑢} is a 2-non dominating set. Suppose 𝑢𝑖 is adjacent to remaining 𝑢𝑗  and some 

vertices in 𝐵, then 𝑑 𝑢𝑖 ≥ ∆ + 1. This is a contradiction. Hence 𝑢𝑖 is non-adjacent to some vertices in 𝑢𝑗  or all the 

vertices in 𝐴. Suppose 𝑢𝑖 is non-adjacent to 𝑢𝑟  and 𝑢𝑖 is adjacent to 𝑢𝑘 , 1 ≤ 𝑘 ≤ ∆and 𝑘 ≠ 𝑖, 𝑟. Then 𝑢𝑖 is adjacent to at 

most one vertex in 𝐵, {𝑢𝑖} is a 2- non dominating set. If 𝑢𝑖 is not adjacent to 𝐵, then {𝑢𝑖} is a 2- non dominating set. 

Hence  𝑢𝑖 , 1 ≤ 𝑖 ≤ ∆ is a 2-non dominating set. Suppose 𝐵 ≥ 3. If there is a vertex 𝑥 ∈ 𝐵 is adjacent to all 𝑢𝑗
′  𝑠, then 

𝑑 𝑥 = ∆. Thus 𝑥 is non adjacent to every vertex in 𝐵. Then ( 𝑢, 𝑥 , {𝑢1}, {𝑢2},   .  .  .  , {𝑢∆},𝐵 − {𝑥}) is a 2- antidomatic 

partition of 𝐺. Suppose  𝐵 = 2. Let 𝐵 = {𝑥, 𝑦}. If  𝑁(𝐵) ∩ 𝑁(𝑢) ≤ ∆ − 1, then 𝐵 is a 2- non dominating set. Hence the 

partition  ( 𝑢 , {𝑢1}, {𝑢2},   .  .  .  , {𝑢∆},𝐵) is a 2-antidomatic partition of 𝐺. If   𝑁(𝐵) ∩ 𝑁(𝑢) = ∆.  

Case: i 

If 𝑥 is adjacent to every 𝑢𝑗 ′𝑠 and 𝑦, then 𝑑 𝑥 > ∆, which is impossible. 

Case: ii 

If 𝑥 is adjacent to every 𝑢𝑗 ′𝑠 and non-adjacent to 𝑦, then ( 𝑢 , {𝑢1}, {𝑢2},   .  .  .  , {𝑢∆}, {𝑥}, {𝑦}) is a 2-antidomatic 

partition of 𝐺.  

Case: iii 

If 𝑥 and 𝑦 are non-adjacent to some 𝑢𝑗 ′𝑠, then ( 𝑢 , {𝑢1}, {𝑢2},   .  .  .  , {𝑢∆}, {𝑥}, {𝑦}) is a 2-antidomatic partition of 𝐺.  

Thus 𝑑 
2 𝐺 ≤ ∆(𝐺) + 3. 

 

Theorem: 2.15 

For any connected graph 𝐺 on 𝑛 vertices, 𝑑2
    𝐺 = 𝑛 if and only if ∆ 𝐺 = 𝑛 − 3. 

Proof: 

Given 𝐺 is a connected graph on 𝑛 vertices. Assume that 𝑑2
    𝐺 = 𝑛, then every singleton set is a 2- non dominating 

set in 𝐺. 

Claim: ∆ = 𝑛 − 3. 

We know that for any graph 𝐺 with ∆ < 𝑛 − 2, then 𝑑2
   (𝐺) exists. Hence ∆ 𝐺 ≤ 𝑛 − 3. 

Suppose assume that ∆ 𝐺 < 𝑛 − 3. Let 𝑢 be any vertex of 𝐺 such that 𝑑 𝑢 = ∆. Then 𝑁 𝑢 = {𝑢, 𝑢1 ,𝑢2 ,   .  .  .  , 𝑢∆}. 

Since every singleton set is a 2- non dominating set,  𝑢  is a 2- non dominating set. Let 𝑣1 and 𝑣2 be any two vertices 

are not adjacent to 𝑢. Let 𝐴 = 𝑁 𝑣1 ∩  𝑉 − 𝑁 𝑢   and 𝐵 = 𝑁 𝑣2 ∩  𝑉 − 𝑁 𝑢  . Since 𝑣1 ∈ 𝐴 and 𝑣2 ∈ 𝐵. Without loss 

of generality we may assume that 𝐴 ∩ 𝐵 = ∅. 
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Claim: 𝐴 is a 2- non dominating set. 

Suppose 𝐴 is not a 2- non dominating set. Then either 𝐴 is a dominating set or 𝐴 is a non dominating set. 

Case:  1  𝐴 is a dominating set. 

By the definition of domination, 𝑢 is adjacent to some vertex in 𝐴. This is a contradiction. (since 𝑢 is adjacent to 𝑢𝑖 

only).  

Case:  2   𝐴 is non dominating set. 

By the definition non domination, there exists a vertex 𝑠 in 𝑉 − 𝐴 is not adjacent to any vertex in 𝐴.  

Case: a     𝑠 ≠ 𝑢. In this case 𝑢 is adjacent some vertex in 𝐴. This is a contradiction to the case:1. 

Case: b    𝑠 = 𝑢.   

Then the vertex 𝑣2 is adjacent to some vertices in 𝐴. This implies that 𝐴 ∩ 𝐵 ≠ ∅. This is the contradiction to our 

assumption.  Suppose there is a vertex 𝑙 ≠ 𝑢 in 𝑉 − 𝐴 is not adjacent to any vertex in 𝐴, then 𝐴 is a 2- non dominating 

set which is a contradiction. Thus 𝐴 is a 2- non dominating set. Similarly 𝐵 is a 2- non dominating set.  Therefore the 

partition 𝑆 = ( 𝑢 ,  𝑢1 ,  𝑢2 , .  .  .  .  ,  𝑢∆ ,𝐴, 𝐵) is a 2-antidomatic partition of 𝐺. Since 𝑑 𝑢 = ∆ gives that 𝑢 is not 

adjacent to at least 3 vertices. This implies that either  𝐴 ≥ 2 or  𝐵 ≥ 2. 

Hence  𝑆 ≤ 𝑛 − 1. Thus 𝑑2
    𝐺 ≤ 𝑛 − 1, which is a contradiction to our assumption 

Hence ∆= 𝑛 − 3. 

Conversely let us assume that ∆ = 𝑛 − 3. 

Claim: 𝑑2
    𝐺 = 𝑛 

Suppose 𝑑2
    𝐺 < 𝑛.  Then any 2 −antidomatic partition contains at most 𝑛 − 1 classes. Let 𝑣 be a vertex of 𝐺 such 

that 𝑑 𝑣 = ∆ and let 𝑁 𝑣 = {𝑣1 ,𝑣2,𝑣3, .  .  .  , 𝑣𝑛−3}. Also 𝑉 − 𝑁 𝑣 = {𝑣, 𝑣𝑛−2,𝑣𝑛−1}. This implies that 𝑆 =

( 𝑣 , {𝑣1},  𝑣2 ,  𝑣3 , .  .  .  , {𝑣𝑛−1}) is a 2- antidomatic partition of 𝐺 and it contains 𝑛 classes. This is a contradiction to 

our assumption. Hence 𝑑2
    𝐺 ≥ 𝑛. Also for any connected graph 𝐺, 𝑑2

    𝐺 ≤ 𝑛. Thus 𝑑2
    𝐺 = 𝑛. 

Corollary: 2.16 

For any connected graph 𝐺,  𝑑2
    𝐺 = ∆ + 3 if and only if 𝑟𝑎𝑑 𝐺 = 𝑑𝑖𝑎𝑚 𝐺 = 2. 
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The Ranked set sampling is one of the conventional testing techniques utilized for cost decrease and getting more 

delegated test determination in overviews. At the point when the issue of heterogeneity happens in the population, 

utilization of delineation is suggested in writing to expand the effectiveness of assessors. Within the sight of 

heterogeneity and anomalies (outrageous qualities), Stratified Ranked Set Sampling (StRSS) has been proposed. This 

article proposes another ranked set sampling strategy to appraise the Operating Characteristic Curve, Average 

Outgoing Quality Curve, and Average Total Inspection using the Stratified Ranked Set Sampling techniques. 

Reading up the sample portion for corresponding and ideal is two notable strategies in separated examining. It 

additionally shows the fixed benefit of testing costs in strata. The outcomes for small and medium sample sizes show 

that StRSS beats its rival methods for both wonderful and defective rankings. A genuine informational index is 

likewise considered to concentrate on the exact meaning of the recently proposed inspecting system. 

 

Keywords - Ranked Set Sampling, Stratified Ranked Set Sampling (StRSS), Proportional allocation, Optimum 

allocation, Acceptance Sampling Plans, Logistic Distribution. 

  

 

 

 

ABSTRACT 

 

 RESEARCH ARTICLE 

 

mailto:santanubotanist@gmail.com
mailto:santanubotanist@gmail.com
mailto:santanubotanist@gmail.com


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

64127 

 

   

 

 

INTRODUCTION 

 
In ongoing many years, sampling with ranked sets (RSS) has drawn in a lot of examination interest. McIntyre 

proposed the idea of RSS in 1952 for assessing the typical rummage and field yields. McIntyre noticed that RSS is 

considerably more compelling than SRS when it is simpler to rank perceptions.  As of late, RSS has been utilized 

related to other sampling plans, as the last phase of testing in multi-stage plans, or in stratified sampling designs. 

The accuracy of a simple random sampling gauge relies on the size of the sample and the changeability of the 

population. The size of the sample can't be unduly expanded: subsequently, the best way to build the accuracy of the 

gauge is to devise a strategy that will really decrease the sample size. One such strategy is known as the technique of 

Stratified Random Sampling (StRS). It follows that it will upgrade the accuracy of the gauge since every stratum 

inside itself will be more homogeneous than the whole population. Samawi (1996) presented the idea of Delineated 

Positioned Set Examining (StRSS) and Nematollahi et al. (2008) utilized Ranked Set Sampling in the second phase of 

a two-stage group testing plan to work on the accuracy of the population mean gauge. While separated testing plans 

are to be utilized, one key inquiry that must be promptly tended to is the number of perceptions that ought to be 

taken in every stratum. The response to this question is vital in light of the fact that the sample size is a significant 

component for surmising the population in view of test information. 

 

SAMPLE SIZE ALLOCATIONS 

In Stratified Sampling, the distribution of the sample to various strata is the assurance of the size of the sample to be 

chosen from every stratum, is finished by the thought of these elements viz, i) Stratum size or the total number of 

units in the Stratum, ii) The variability within the Stratum and iii) The cost of taking observation per sampling unit in 

the Stratum. A decent portion is where the greatest accuracy is gotten with most extreme assets, That standard of 

designation is to limit the complete expense for a given difference or limit the fluctuation for a proper expense, In 

this manner utilizing accessible assets, two strategies for distribution of test size to various Layers are i) Proportional 

Allocation and ii) Optimum Allocation. 

 

While planning a sample overview of a stratified population, one of the significant contemplations is the manner by 

which to designate the all-out sample size 'n' among the 'L' recognized strata. On the off chance that unit changes or 

expenses of inspecting vary among the strata, testing effectiveness can be expanded by over-sampling the variable. 

Thus, the sample fashioner may choose to limit the fluctuation of assessment for a predetermined expense of taking 

the sample or to limit the expense for a predefined worth of the difference of the assessment. This allocation 

technique is depicted as "Optimum allocation". On the off chance that the sampling division is similar in all strata, 

the delineation is depicted as a definition with relative designation. This portion is utilized to guarantee that the 

dispersion of the sample in subpopulations (strata) is a "proportional allocation" to their size. With this foundation, 

corresponding and ideal portions in StRSS for Logistic distribution are described. 

 

Proportional Allocation: 

According to the description of proportional sample allocation in StRSS, the number of sample units in the hth 

stratum (h = 1, 2...., L) is proportional to the stratum size, that is  
𝑁

𝑁
⇒nh = 

𝑛

𝑁
𝑁                                                                                                                           (1) 

Where Nh is the number of sampling units in the hth stratum (h= 1,2, 3,...L), nh is the number of sampling units 

selected from the hth stratum, 

 

Optimum Allocation: 

Let ch, h = 1, 2..., L be the cost of sampling for a unit in stratum h. The costs can differ substantially between strata. 

Assume n0h = mhnh be the sample size from hth stratum in StRSS with mh cycles in hth stratum. The total cost of the 

survey can be taken as C = c0+  𝑐𝐿
=1 hmhnh (C0 is the fixed cost, Ch is the cost per unit in the hth stratum). This relation 

is a linear cost function and c0 is a fixed cost of sampling. Suppose to minimize the variance of the mean estimator for 
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a specified cost C and minimize the cost for a specified variance of the mean estimator, let us consider the two cases, 

whether an odd or even number of sample units were selected from each stratum in each cycle. 

Therefore, 𝑛= 
𝑁  𝑆

 𝑁𝑆
𝐿
=1

 * n                                                                                                   (2) 

Where Nh is the number of sampling units in the hth stratum (h= 1,2, 3,<. L), nh is the number of sampling units 

selected from the hth stratum, Si is the population mean of the hth stratum.  

 

STRATIFIED RANKED SET SAMPLING (StRSS) 

In the stratified sampling method, the population of N units is divided into L non-overlapping subpopulations each 

of N1, N2,<. NL units, respectively, and N1 N2....+NL=  N . These subpopulations are called strata. For full benefit 

from stratification, the size of the hth subpopulation, denoted by Nh for 1, 2,...,L , must be known. Then the samples 

are drawn independently from each stratum, producing sample sizes denoted by n1, n2,....nL , such that the total 

sample size is n  nh
𝐿
ℎ=1  𝑟𝑚ℎ

𝐿
ℎ=1 . Where ‘r’ is the number of cycles, mh is the number of selected units in each 

stratum and cycle, and m is the number of selected units in each cycle. If the ranked set sample is taken from each 

stratum, the whole process is described as StRSS. 

 

The following notations were used for the stratified ranked set sample when the ranking is on the variable X. For the 

hth cycle and the hth stratum, the StRSS is denoted by (Yh[1]i, Xh(1)i),(Yh[2]i, Xh(2)i), . . . ,(Yh[rh]i, Xh(rh)i) : i= 1, 2, . . . , m; h = 1, 2, 

. . . , L} , where Yh[i]k is the ith Judgment ordering in the ith set for the study variable and Xh(i)k is the ith order statistic in 

the ith set for the auxiliary variable. The element of the favoured RSS pattern will be inside the shape:  

{X [m+1/2, m]ih ; i= 1,2,...m, h=1,2,....,L} m is odd  

{X[m/2;m]ih, X[m+2/2;m]kh; i=1,2,...,m/2; k=m+2/2,....m, h= 1,2,...L} m is even 

Where 𝑋[ 𝑚+1/2,𝑚]𝑖h is the ( 𝑚+1) 𝑡ℎ judgment order statistics of the 𝑖𝑡ℎ random sample of size m in the h 𝑡ℎ cycle. It 

should be noted that all of 𝑋[ 𝑚+1/2,𝑚]𝑖h 's are mutually independent and identically distributed. Now, based on the 

RSS scheme the distribution function, in general, will be:  

 
 

The ith order statistic is given by, 

f𝑋(𝑖) (𝑥) = 
𝒏!

 𝒊−𝟏 !(𝒏−𝒊)
 (𝐹(𝑥)) 𝑖−1 (1 − 𝐹(𝑥)) 𝑛−𝑖, −∞ <𝑥< ∞ 

 

therefore,  

FX(i)=  (F(x))i-1(1-F(x))n-i   ,-∞<x<∞                                                                                      (3) 

Therefore, Stratified Ranked Set Sampling is given by 

FStRSS(x)=   (F(x))m(1-F(x))m                                                                                                                                             (4) 

Most investigations of positioned insights have been ranked data by assessing the population mean.  In any case, 

none of the past research thought about any of the StRSS idea in the acceptance sampling context, this article could 

be considered as a new contribution in this practical research area. 
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CHARACTERIZATION OF THE LOGISTIC DISTRIBUTIONS UNDER StRSS 

In this portion, the appropriations could be fundamentally dependent on the StRSS.  The effect of the shape 

parameter on the distribution structure under StRSS using Logistic distribution is obtained as  

fStRSS x =  
𝒆−(𝒙−µ/𝒔)

[𝟏+𝒆−(𝒙−𝝁)/𝒔]𝟐
 
𝒎

 𝟏 −
𝒆− 𝒙−µ/𝒔 

[𝟏+𝒆−(𝒙−𝝁)/𝒔]𝟐
 
𝒎

                                                                    (5) 

 

OPERATING CHARACTERISTIC (OC) CURVE  

Connected with each sampling plan there is an OC curve that portrays the show of the testing plan against perfect 

and bad quality. The probability that a ton will be recognized under a given sampling plan which is shown by Pa(p) 

and a plot of Pa(p) against a given worth of part or interaction quality p will yield the OC curve. For one-of-a-kind 

explanation plans the OC curve, is a curve showing the probability of continuing to permit the communication to 

happen without change as a component of the interaction quality. 

The curve plots the probability of accepting the lot (Pa) versus the lot fraction defective (p) 

 

Pa = P {d≤c} =  𝒑𝒊𝟏 − 𝒑𝒏−𝒊𝒄

𝒊=𝟎
                                                                                        (6) 

 

Logistic distribution for StRSS will be 

Pa=  
𝒆−(𝒙−µ/𝒔)

𝒔[𝟏+𝒆−(𝒙−𝝁)/𝒔]𝟐
 
𝒊

 𝟏 −
𝒆− 𝒙−µ/𝒔 

𝒔[𝟏+𝒆−(𝒙−𝝁)/𝒔]𝟐
 

(𝒏−𝒊)
𝒄

𝒊=𝟎

                                                            (7) 

 

Table 1: The OC Curve Values for Logistic Distribution using StRSS 

The given table shows the OC curve values for StRSS using Logistic distribution for N1=1200, N2= 1800, N3 = 1600, N4 

= 1400, m = 20, s= 4.44, r= 1, 2, 3, 4, 5, 6, n= 50, 100, 150, 200, 250,300 and nh= 12, 18, 16, 14. The following figure-1and 

figure-2 shows the OC Curve for Logistic distribution using StRSS (Proportional and Optimum) for the acceptance 

number c=0, N1=1200, N2= 1800, N3 = 1600, N4 = 1400, m = 20, s= 4.44, r= 1, 2, 3, 4, 5, 6, n= 50, 100, 150, 200, 250,300 and 

nh= 12, 18, 16, 14. 

 

It shows the impact of expanded sample size on the OC curve. We note that each plan utilizes the equivalent percent 

deficient which can be considered an acknowledgment parcel, the OC curve becomes more extreme and lies nearer 

to the beginning as the sample size increments. 

 

AVERAGE OUTGOING QUALITY (AOQ) - An ordinary technique, while inspecting and testing is non-

unfortunate, is to 100 percent survey excused lots and replaces all defectives with extraordinary units. For this 

present circumstance, all excused parts are made wonderful and the principal distortions left are those in lots that 

were acknowledged. AOQs insinuate the excessively long blemish level for this united LASP (Lot Acceptance 

Sampling Plan) and 100 percent assessment of the excused parts process. In the event that all parts come in with a 

deformity level of precisely p, and the OC curve for the picked (n, c) LASP demonstrates a probability Pa of 

tolerating such a lot, for a really long time the AOQ can undoubtedly be demonstrated to be: 

 

AOQ=
𝑷𝒂 𝒑 (𝑵−𝒏)

𝑵
                                                                                                                    (8)            AOQ = 

𝑃𝑎 𝑝 (𝑁−𝑛)

𝑁
(8)                                  

Where N is the lot size have given expressions for AOQ to different policies adopted for Stratified Ranked Set 

Sampling (StRSS).  In this research, AOQ is approximated as p * Pa(p).  

 

Table 2:  The AOQ Values for Logistic Distribution using StRSS 

The given table shows the AOQ values for StRSS using Logistic distribution for N1=1200, N2= 1800, N3 = 1600, N4 = 

1400, m = 20, s= 4.44, r= 1, 2, 3, 4, 5, 6, n= 50, 100, 150, 200, 250,300 and nh= 12, 18, 16, 14. 

 

The following figure-4 and figure-5 shows the AOQ Curve for Logistic distribution using StRSS (Proportional and 

Optimum) for the acceptance number c=0, N1=1200, N2= 1800, N3 = 1600, N4 = 1400, m = 20, s= 4.44, r= 1, 2, 3, 4, 5, 6, n= 
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50, 100, 150, 200, 250,300 and nh= 12, 18, 16, 14. For the acceptance sampling plan i in which correction isn't finished, 

the AOQ is equivalent to the approaching quality. Thus, when the lot is either acknowledged or dismissed, the AOQ 

is equivalent to the nature of the submitted part. 

 

AVERAGE TOTAL INSPECTION (ATI) 

Right when excused lots are 100% explored, it is easy to work out the ATI if parts come dependably with a 

disfigurement level of ' p'. For a Lot Acceptance Sampling Plan (n, c) with a probability Pa of enduring a lot with 

disfigurement level p, one can have 

ATI=n+(1-Pa)(N-n)                                                                                                                 (9)                         

Where N is the lot size, n is the sample size. 

 

Table 3: The ATI Values for Logistic Distribution using StRSS 

Table 3 shows the ATI values for StRSS using Logistic distribution for N1=1200, N2= 1800, N3 = 1600, N4 = 1400, m = 

20, s= 4.44, r= 1, 2, 3, 4, 5, 6, n= 50, 100, 150, 200, 250,300 and nh= 12, 18, 16, 14. 

 

The following figure-6 and figure-7 shows the ATI Curve for Logistic distribution using StRSS (Proportional and 

Optimum) for the acceptance number c=0, s=4.44, m=20, r= 1, 2, 3, 4, 5, 6 and sample size n=50, 100, 150, 200, 250 and 

300.  The curve drawn between ATI and the lot quality (p) is known as ATI curve.  A typical ATI curve for a single 

sample plan is shown for n= 50,100, 150, 200, 250 and 300.   

 

PRACTICAL APPLICATION 

The plastic chair manufacturing company is working on 4 shift bases, every shift has 6 hours, the first shift has 

produced 1200 chairs, the second shift produced 1800 chairs, the third shift produced 1600 chairs and the fourth shift 

produced 1400 chairs per day. End of the day, the manufacturing company produces chairs in lots (N) of 5000 by 

using Stratified Ranked Set Sampling (StRSS) method, distributed by Logistic distribution.  Then, the scale parameter 

(s) is 4.44, sample set size (m) is 50 and the cycle size (r) is 3.  The quality of incoming lot is 0.020 and acceptance 

numbers are 0 and 1.  Find out the sample allocation for Proportional and Optimum. 

 

EXPLANATION 

It is given that the plastic chair manufacturing company has produced 1200 Plastic chairs in shift 1 (N1), 1800 in shift 

2 (N2), 1600 in shift 3 (N3) and 1400 in shift 4 (N4).  The lot size of the plastic chair company is 5000 (i.e., N = 

N1+N2+N3+N4).  The sample size of plastic chairs m =50 and sample cycle size r = 3 (specified by the producer).  

Hence, n= m*r (150 = 50*3).   Using StRSS, the lots (N) is divided by 4 strata. The first stratum (N1) contains 1200 

chairs, the second stratum (N2) contains 1800 chairs, the third stratum (N3) contains 1600 chairs and the fourth 

stratum (N4) contains 1400 chairs.  For a fixed lot quality p = 0.020, the value of the parameter (s) is 4.44. Then [𝑚,r]𝑖𝑗 

is the (m,r)𝑡 order statistics of the 𝑖𝑡 random sample of size m in the 𝑗𝑡 cycle.  In a sample of n=150 specimens 

selected from a lot of plastic chairs manufacturing company, using StRSS the allocation of the sample sizes for 

different strata is done in the following ways: a) Proportional allocation and b) Optimum allocation.  If X≤c, the lot is 

accepted, otherwise reject the lot and inform the management for further action.   

 

In Proportional allocation, If X represents the number of defective plastic chairs in the sample, Then if X=0 the 

probability of accepting the lot Pa(p) is 0.77, AOQ is 0.76, ATI is 1198. If X=1 the probability of accepting the lot Pa(p) 

is 0.77, AOQ is 0.77, ATI is 1169.   In Optimum allocation, If X represents the number of defective chairs in the 

sample, Then if X=0 the probability of accepting the lot Pa(p) is 0.67, AOQ is 0.66, ATI is 1684. If X=1 the probability 

of accepting the lot Pa(p) is 0.68, AOQ is 0.67, ATI is 1660. 
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CONCLUSION 
 

In this study, an efficient and easily applicable Stratified Ranked Set Sampling (StRSS) procedure has been proposed 

for estimating OC Curve, AOQ, and ATI.  Real life data set has also been presented to illustrate the relative efficiency 

of StRSS over its competitor procedures.  It concludes that the proposed Stratified Ranked Set Sampling has 

performed better toward small and persistent shifts detection at small values of smoothing parameters. The StRSS 

performance by Logistic distributions is far better. It is recommended for future research to propose some ratio, 

product, regression and exponential type generalized estimators under StRSS for estimating population parameters 

under heterogeneous environment. This procedure will also be recommended to use in monitoring of location and 

scale parameters with control chart schemes such as Shewhart, EWMA, CUSUM and also, this study can be extended 

further for the various parameters such as AQL, LQL, IQL, AOQL, MAPD and MAAOQL.  Further it can be 

extended to Double Sampling Plan, Multi-stage Sampling Plan, other Special Purpose Plans as Chain Sampling, Skip 

Plot Sampling Plans as well. 
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Table 1: The OC Curve Values for Logistic Distribution using StRSS 

  n 1m 2m 3m 4m 5m 6m 

  p C=0 

 Prop Opt Prop Opt Prop Opt Prop Opt Prop Opt Prop Opt 

0.010 0.97 0.95 0.93 0.9 0.9 0.86 0.87 0.82 0.84 0.78 0.82 0.74 

0.015 0.95 0.92 0.9 0.85 0.85 0.78 0.8 0.72 0.76 0.66 0.72 0.61 

0.020 0.91 0.88 0.84 0.77 0.77 0.67 0.7 0.59 0.64 0.51 0.59 0.45 

0.025 0.87 0.81 0.75 0.65 0.65 0.53 0.57 0.43 0.49 0.35 0.43 0.28 

0.030 0.8 0.72 0.65 0.52 0.52 0.37 0.42 0.27 0.33 0.19 0.27 0.14 

0.035 0.72 0.61 0.52 0.37 0.37 0.23 0.27 0.14 0.19 0.09 0.14 0.05 

0.040 0.63 0.5 0.39 0.25 0.25 0.12 0.16 0.06 0.1 0.03 0.06 0.02 

0.045 0.54 0.4 0.29 0.16 0.16 0.06 0.09 0.03 0.05 0.01 0.03 0.01 

0.050 0.48 0.34 0.23 0.11 0.11 0.04 0.05 0.01 0.03 0.01 0.01 0.01 

0.055 0.46 0.32 0.22 0.1 0.1 0.03 0.05 0.01 0.02 0.01 0.01 0.01 

  p C=1 

 
Prop Opt Prop Opt Prop Opt Prop Opt Prop Opt Prop Opt 

0.010 0.97 0.95 0.94 0.91 0.91 0.86 0.88 0.82 0.85 0.78 0.82 0.74 

0.015 0.95 0.92 0.9 0.85 0.85 0.78 0.81 0.72 0.76 0.66 0.72 0.61 

0.020 0.92 0.88 0.84 0.77 0.77 0.68 0.71 0.59 0.65 0.52 0.59 0.45 

0.025 0.88 0.82 0.76 0.66 0.66 0.54 0.58 0.43 0.5 0.35 0.43 0.28 

0.030 0.82 0.73 0.66 0.53 0.53 0.38 0.42 0.27 0.34 0.2 0.27 0.14 

0.035 0.74 0.63 0.53 0.38 0.38 0.23 0.28 0.14 0.2 0.09 0.14 0.05 

0.040 0.65 0.52 0.41 0.26 0.26 0.13 0.16 0.06 0.1 0.03 0.06 0.02 

0.045 0.57 0.42 0.31 0.17 0.17 0.07 0.09 0.03 0.05 0.01 0.03 0.02 

0.050 0.51 0.36 0.25 0.12 0.12 0.04 0.06 0.01 0.03 0.01 0.01 0.01 

0.055 0.5 0.34 0.23 0.11 0.11 0.03 0.05 0.01 0.02 0.01 0.01 0.01 

 
Table 2:  The AOQ Values for Logistic Distribution using StRSS 

  n 1m 2m 3m 4m 5m 6m 

  p C=0 

 Prop Opt Prop Opt Prop Opt Prop Opt Prop Opt Prop Opt 

0.010 0.96 0.95 0.93 0.9 0.9 0.85 0.86 0.8 0.83 0.76 0.8 0.72 

0.015 0.94 0.92 0.89 0.84 0.84 0.77 0.79 0.71 0.75 0.65 0.71 0.6 

0.020 0.91 0.87 0.83 0.76 0.76 0.66 0.69 0.58 0.63 0.5 0.58 0.44 

0.025 0.87 0.81 0.75 0.65 0.65 0.52 0.56 0.42 0.49 0.34 0.42 0.27 

0.030 0.8 0.72 0.64 0.51 0.51 0.37 0.41 0.26 0.33 0.19 0.26 0.14 

0.035 0.72 0.61 0.52 0.37 0.37 0.23 0.27 0.14 0.19 0.08 0.14 0.05 

0.040 0.63 0.5 0.39 0.25 0.25 0.12 0.15 0.06 0.1 0.03 0.06 0.01 

0.045 0.54 0.4 0.29 0.16 0.16 0.06 0.09 0.02 0.05 0.01 0.02 0.01 

0.050 0.48 0.33 0.23 0.11 0.11 0.04 0.05 0.01 0.03 0.01 0.01 0.01 

0.055 0.46 0.32 0.22 0.1 0.1 0.03 0.05 0.01 0.02 0.01 0.01 0.01 

 p C=1 

 Prop Opt Prop Opt Prop Opt Prop Opt Prop Opt Prop Opt 

0.010 0.97 0.95 0.93 0.9 0.9 0.85 0.87 0.81 0.84 0.76 0.81 0.72 

0.015 0.95 0.92 0.9 0.85 0.85 0.78 0.8 0.71 0.75 0.65 0.71 0.6 

0.020 0.92 0.88 0.84 0.77 0.77 0.67 0.7 0.58 0.64 0.51 0.58 0.44 
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0.025 0.88 0.82 0.76 0.66 0.66 0.53 0.57 0.43 0.49 0.34 0.43 0.28 

0.030 0.82 0.73 0.65 0.52 0.52 0.38 0.42 0.27 0.34 0.19 0.27 0.14 

0.035 0.74 0.63 0.53 0.38 0.38 0.23 0.27 0.14 0.2 0.09 0.14 0.05 

0.040 0.65 0.51 0.41 0.26 0.26 0.13 0.16 0.06 0.1 0.03 0.06 0.02 

0.045 0.57 0.42 0.31 0.17 0.17 0.07 0.09 0.03 0.05 0.01 0.03 0.02 

0.050 0.51 0.36 0.25 0.12 0.12 0.04 0.06 0.01 0.03 0.01 0.01 0.01 

0.055 0.49 0.34 0.23 0.11 0.11 0.03 0.05 0.01 0.02 0.01 0.01 0.01 

 
Table 3: The ATI Values for Logistic Distribution using StRSS 

n 1m 2m 3m 4m 5m 6m 

p C=0 

 Prop Opt Prop Opt Prop Opt Prop Opt Prop Opt Prop Opt 

0.010 178 265 350 516 516 754 676 980 831 1193 980 1395 

0.015 280 414 544 793 793 1141 1028 1460 1251 1753 1460 2022 

0.020 436 640 834 1198 1198 1684 1529 2109 1832 2479 2109 2801 

0.025 669 969 1248 1750 1750 2379 2184 2887 2561 3297 2887 3627 

0.030 993 1414 1790 2427 2427 3155 2939 3677 3348 4051 3677 4319 

0.035 1408 1955 2419 3146 3146 3871 3668 4312 4043 4581 4312 4745 

0.040 1870 2523 3040 3773 3773 4392 4232 4699 4519 4851 4699 4926 

0.045 2297 3012 3539 4210 4210 4686 4573 4875 4769 4950 4875 4980 

0.050 2591 3328 3839 4441 4441 4813 4731 4937 4870 4979 4937 4993 

0.055 2681 3421 3925 4501 4501 4843 4769 4950 4893 4984 4950 4995 

  p C=1 

 Prop Opt Prop Opt Prop Opt Prop Opt Prop Opt Prop Opt 

0.010 165 252 337 504 504 742 664 968 819 1182 968 1385 

0.015 258 392 523 774 774 1123 1010 1444 1233 1738 1444 2008 

0.020 402 607 803 1169 1169 1660 1504 2087 1809 2460 2087 2785 

0.025 617 921 1203 1711 1711 2348 2151 2862 2532 3276 2862 3610 

0.030 920 1347 1730 2380 2380 3121 2901 3652 3318 4033 3652 4307 

0.035 1308 1871 2347 3094 3094 3839 3631 4293 4016 4570 4293 4738 

0.040 1746 2425 2963 3725 3725 4368 4202 4687 4500 4845 4687 4923 

0.045 2155 2908 3462 4168 4168 4669 4550 4869 4757 4948 4869 4979 

0.050 2440 3223 3767 4406 4406 4801 4714 4934 4862 4978 4934 4993 

0.055 2529 3317 3854 4469 4469 4832 4754 4947 4886 4983 4947 4995 
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Figure 1:  OC Curve for Logistic Distribution using 

StRSS (Proportional) 

Figure 2:  OC Curve for Logistic Distribution using 

StRSS (Optimum) 

 

 

Figure 3:  AOQ Curve for Logistic Distribution using 

StRSS (Proportional) 

Figure 5:  AOQ Curve for Logistic Distribution using 

StRSS (Optimum) 

  
Figure 6:  ATI Curve for Logistic Distribution using 

StRSS (Proportional) 

Figure 7:  ATI Curve for Logistic Distribution using 

StRSS (Optimum) 
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In that paper, the notions of Intuitionistic Multi L–fuzzy subset and Intuitionistic Multi L–fuzzy 

subgroups are defined and discussed. Intuitionistic Multi L-fuzzy subgroups homeomorphic behavior 

and inverse homeomorphic images have been discovered. It has been demonstrated some related 

theorems. 
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INTRODUCTION 

 
The concept of a fuzzy subset A of a set X as a function from X into [0,1] was first developed by L.A. Zadeh [27]. 

Several studies on the generalization of the idea of fuzzy set were undertaken after L.A. Zadeh introduced the 

concept of fuzzy set. The terms fuzzy subgroupoid, fuzzy subgroup, fuzzy ideal, and fuzzy homomorphism were 

initially introduced by Rosenfeld [16]. In addition, he introduced the fuzzy subgroup and fuzzy ideal lattices. As a 

generalization of the concept of a fuzzy set, Krassimir.T. Attanassov originally proposed the concept of intuitionistic 

fuzzy sets. Sourier Sebastian and S. Babu Sundar proposed the idea of multi L- fuzzy subgroups [23].  The degree of 

membership (belongingness) and the degree of non-membership (non-belongingness) of elements of the universe to 

the intuitionistic fuzzy set are expressed by two functions that make up a fuzzy set. In this article, we define and 

explain relevant theorems connected to intuitionistic multi-L-fuzzy subgroup under homomorphism and inverse 

homomorphism.   

ABSTRACT 

 

 RESEARCH ARTICLE 

 

mailto:santanubotanist@gmail.com


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

64136 

 

   

 

 

PRELIMINARIES 

The basic definitions that will be used in the sequel are listed in this section.   

 

Definition 

Let X be any non-empty set. A fuzzy set 𝜇 of X is  𝜇: 𝑋 →  0,1 . 

 

Definition 

Let (𝐺, . ) be a group. A fuzzy subset μ of G is said to be L-fuzzy subgroup (LFSG) of G, if the following conditions 

are satisfied: 

(i) μ(𝑥𝑦) ≥ 𝑚𝑖𝑛{μ 𝑥 , μ 𝑦 }, 

(ii) μ 𝑥−1 = μ(𝑥), for all 𝑥, 𝑦 ∈ 𝐺. 

 

Definition 

Let X be a non-empty set. A Multi L-fuzzy subset (MLFS) μ in X is defined as a set of ordered sequences.   μ =

{(𝑥, 𝜇1 𝑥 ,𝜇2 𝑥 , . . . , 𝜇𝑖 𝑥 ,… . ): 𝑥𝜖𝑋}, where 𝜇𝑖 :𝑋 →  0,1 , for all 𝑖. Also note that, for all 𝑖, 𝜇𝑖 𝑥  is a decreasingly 

ordered sequence of elements.  

ie.,𝜇1 𝑥 ≥ 𝜇2 𝑥 ≥. … . .≥ 𝜇𝑖 𝑥 ≥. … ..  , for all 𝑥𝜖𝑋. 

 

Definition 

A Multi L-fuzzy subset 𝜇 of a group G is called a Multi L-fuzzy subgroup of G (MLFSG), if 

(i) 𝜇 𝑥𝑦 ≥ 𝑚𝑖𝑛 𝜇 𝑥 ,𝜇 𝑦  , 
(ii) 𝜇 𝑥−1 = 𝜇 𝑥 , for all 𝑥,𝑦𝜖𝐺. 

 

Definition 

Let X be a non-empty set. An Intuitionistic L-fuzzy subset (ILFS) 𝜇 of X is an object of the form 

  𝜇 = {(𝑥, 𝜇𝐴 𝑥 ,𝛾𝐴 𝑥 ):𝑥𝜖𝑋}, where 𝜇𝐴:𝑋 → [0,1] and 𝛾𝐴: 𝑋 → [0,1]. 

Define the degree of membership and degree of non-membership of the element 𝑥𝜖𝑋 respectively with 

0 ≤ 𝜇𝐴 𝑥 + 𝛾𝐴 𝑥 ≤ 1, for all 𝑥𝜖𝑋. 

 

Remark 

(a) When 𝜇𝐴 𝑥 + 𝛾𝐴 𝑥 = 1,  ie.,when 𝛾𝐴 𝑥 = 1 − 𝜇𝐴 𝑥 = 𝜇𝐴
𝑐  𝑥 . Then 𝜇 is called L-fuzzy set. 

  (b)  We use the notation 𝜇 = (𝜇𝐴 ,𝛾𝐴) to denote the Intuitionistic L-fuzzy subset (ILFS) 𝜇 of X. 

 

Definition 

Let X be a non-empty set. Let 𝜇 = {(𝑥, 𝜇𝐴 𝑥 ,𝛾𝐴 𝑥 ): 𝑥𝜖𝑋}  in X is defined as a set of ordered sequences. 

ie., 𝜇 =   𝑥,  𝜇𝐴1
 𝑥 ,𝜇𝐴2

 𝑥 , . … , 𝜇𝐴𝑖
 𝑥 , .… ,  𝛾𝐴1

 𝑥 ,𝛾𝐴2
 𝑥 , . … , 𝛾𝐴𝑖

 𝑥 ,…  : 𝑥𝜖𝑋 . 

Where 𝜇𝐴𝑖
: 𝑋 →  0,1 ,𝛾𝐴𝑖

: 𝑋 →  0,1  and  0 ≤ 𝜇𝐴𝑖
 𝑥 + 𝛾𝐴𝑖

 𝑥 ≤ 1 for all 𝑖. 

Here, 𝜇1 𝑥 ≥ 𝜇2 𝑥 ≥. … . ≥ 𝜇𝑖 𝑥 ≥. ….  , for all 𝑥𝜖𝑋 are decreasingly ordered sequence. Then the set  𝜇 is said to be an 

Intuitionistic Multi L-fuzzy subset (IMLFS) of X. 

 

Remark 

Since we arrange the membership sequence in decreasing order, the corresponding non-membership sequence may 

not be in decreasing or increasing order. 

 

Definition 

An Intuitionistic Multi L-fuzzy subset is of the form 

𝜇 =  (𝑥,  𝜇𝐴 𝑥1 ,𝜇𝐴 𝑥2 ,… . , 𝜇𝐴 𝑥𝑖 ,… .  ,  𝛾𝐴 𝑥1 ,𝛾𝐴 𝑥2 ,… . , 𝛾𝐴 𝑥𝑖 ,… .  ):𝑥𝜖𝑋  of a group G is said to be Intuitionistic 

Multi L-fuzzy subgroup of G (IMLFSG) if it satisfies the following: For all 𝑥, 𝑦𝜖𝐺, 
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(i) 𝜇𝐴 𝑥1𝑥2𝑥3 … . . 𝑥𝑖 … .  ≥ 𝑚𝑖𝑛{𝜇𝐴 𝑥1 ,𝜇𝐴 𝑥2 ,𝜇𝐴 𝑥3 ,… . . , 𝜇𝐴 𝑥𝑖 ,… . . } and  𝛾𝐴 𝑥1𝑥2𝑥3 … . . 𝑥𝑖 … .  ≤

𝑚𝑎𝑥{𝛾𝐴 𝑥1 ,𝛾𝐴 𝑥2 ,𝛾𝐴 𝑥3 ,…… . , 𝛾𝐴 𝑥𝑖 ,…… }, 

(ii) 𝜇𝐴 𝑥𝑖
−1 = 𝜇𝐴 𝑥𝑖  and  𝛾𝐴 𝑥𝑖

−1 = 𝛾𝐴 𝑥𝑖  , 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑖. 

 

Homomorphism of an Intuitionistic Multi L-Fuzzy Subgroups (HIMLFSG) 

In this section we study about Intuitionistic multi L-fuzzy subgroup under homomorphism. 

 

Definition 

The function 𝑓: 𝐺1 → 𝐺2 is said to be a homomorphism if 𝑓 𝑥𝑦 = 𝑓 𝑥 𝑓 𝑦 , for all 𝑥, 𝑦 ∈ 𝐺. 

 

Definition 

The function 𝑓: 𝐺1 → 𝐺2 (𝐺1  𝑎𝑛𝑑 𝐺2  𝑎𝑟𝑒 𝑛𝑜𝑡 𝑛𝑒𝑐𝑒𝑠𝑠𝑎𝑟𝑖𝑙𝑦 𝑐𝑜𝑚𝑚𝑢𝑡𝑎𝑡𝑖𝑣𝑒) is said to be an anti-homomorphism if 

𝑓 𝑥𝑦 = 𝑓 𝑦 𝑓 𝑥 , for all 𝑥, 𝑦 ∈ 𝐺. 

 

Definition 

Let 𝐺1  𝑎𝑛𝑑 𝐺2 be any two groups. The function 𝑓: 𝐺1 → 𝐺2 is said to be an multi homomorphism if 

𝑓( 𝑥1𝑥2𝑥3 … . . 𝑥𝑖  𝑦1𝑦2𝑦3 … . . 𝑦𝑖 ) = 𝑓 𝑥1𝑥2𝑥3 … . . 𝑥𝑖 𝑓 𝑦1𝑦2𝑦3 … . . 𝑦𝑖 , for all 𝑥𝑖 ,𝑦𝑖 ∈ 𝐺1 . 

 

Definition 

Let 𝐺1  𝑎𝑛𝑑 𝐺2 be any two groups. Let 𝑓: 𝐺1 → 𝐺2 be a multi homomorphism and onto. Let 𝜇: 𝐺1 → 𝐿 and 𝛾: 𝐺1 → 𝐿 be 

an Intuitionistic Multi L-fuzzy subgroups of 𝐺1. 

(i) Then 𝑓 𝜇  is an Intuitionistic Multi L-fuzzy subgroup of a group 𝐺2, if 𝜇 has a sup property and  𝜇 is 
𝑓 − 𝑖𝑛𝑣𝑎𝑟𝑖𝑎𝑛𝑡.  

(ii) Then 𝑓 𝛾  is an Intuitionistic Multi L-fuzzy subgroup of a group 𝐺2, if 𝛾 has a inf property and  𝛾 is 
𝑓 − 𝑖𝑛𝑣𝑎𝑟𝑖𝑎𝑛𝑡.  

Theorem 

Let 𝐺1  𝑎𝑛𝑑 𝐺2 be any two groups. Let 𝑓: 𝐺1 → 𝐺2 be a multi homomorphism and onto. Let 𝜇: 𝐺1 → 𝐿 and 𝛾: 𝐺1 → 𝐿 be 

an Intuitionistic Multi L-fuzzy subgroups of 𝐺1. Then prove that 𝑓 𝜇  and 𝑓 𝛾  are the Intuitionistic Multi L-fuzzy 

subgroups of a group 𝐺2, for 

(i) if 𝜇 has a sup property and  𝜇 is 𝑓 − 𝑖𝑛𝑣𝑎𝑟𝑖𝑎𝑛𝑡, 

(ii) if 𝛾 has a inf property and  𝛾 is 𝑓 − 𝑖𝑛𝑣𝑎𝑟𝑖𝑎𝑛𝑡. 

Proof    

Let 𝜇: 𝐺1 → 𝐿 and 𝛾: 𝐺1 → 𝐿 be an IMLFSG’s of 𝐺1. 

(a). To prove that 𝑓 𝜇  be an IMLFSG of  𝐺2 . 

(i) Let,  𝑓 𝜇   𝑥1𝑥2𝑥3 … . . 𝑥𝑖  𝑦1𝑦2𝑦3 … . . 𝑦𝑖  = max{𝜇  𝑥1𝑥2𝑥3 … . . 𝑥𝑖  𝑦1𝑦2𝑦3 … . . 𝑦𝑖  /∀𝑥𝑖𝑦𝑖 ∈ 𝐺1 ,   
                                                                                             𝑓( 𝑥1𝑥2𝑥3 … . . 𝑥𝑖  𝑦1𝑦2𝑦3 … . . 𝑦𝑖 ) = 𝑥0𝑦0} 

                                                                                             =  𝜇 𝑥0𝑦0  
                                                                                             ≥ min{𝜇 𝑥0 ,𝜇 𝑦0 } 
 ≥  𝑚𝑖𝑛  𝑚𝑎𝑥 𝜇 𝑥1𝑥2𝑥3 … . . 𝑥𝑖 /∀ 𝑥𝑖 ∈ 𝐺1 ,𝑓 𝑥1𝑥2𝑥3 … . . 𝑥𝑖 = 𝑥0  ,  𝑚𝑎𝑥 𝜇 𝑦1𝑦2𝑦3 … . . 𝑦𝑖 /∀ 𝑦𝑖                                            

∈ 𝐺1 ,𝑓 𝑦1𝑦2𝑦3 … . . 𝑦𝑖 = 𝑦0    
                                                                        ≥ 𝑚𝑖𝑛  𝑓(𝜇) 𝑥1𝑥2𝑥3 … . . 𝑥𝑖  ,  𝑓(𝜇) 𝑦1𝑦2𝑦3 … . . 𝑦𝑖     

 i.e.,  𝑓 𝜇   𝑥1𝑥2𝑥3 … . . 𝑥𝑖  𝑦1𝑦2𝑦3 … . . 𝑦𝑖   ≥ 𝑚𝑖𝑛  𝑓(𝜇) 𝑥1𝑥2𝑥3 … . . 𝑥𝑖  ,  𝑓(𝜇) 𝑦1𝑦2𝑦3 … . . 𝑦𝑖    

(ii) Let,  𝑓 𝜇   𝑥1𝑥2𝑥3 … . 𝑥𝑖 
−1 = 𝑚𝑎𝑥{𝜇  𝑥1𝑥2𝑥3 … . . 𝑥𝑖 

−1 /∀𝑥𝑖
−1 ∈ 𝐺1 ,𝑓  𝑥1𝑥2𝑥3 … . 𝑥𝑖 

−1 = 𝑥0} 

                           = 𝑚𝑎𝑥{𝜇 𝑥1𝑥2𝑥3 … . . 𝑥𝑖 /∀𝑥𝑖 ∈ 𝐺1 ,𝑓 𝑥1𝑥2𝑥3 … . . 𝑥𝑖 = 𝑥0}    [∵ By definition 2.7] 
                                                =  𝜇 𝑥0  
                                                = 𝑚𝑎𝑥{𝜇 𝑥1𝑥2𝑥3 … . . 𝑥𝑖 /∀𝑥𝑖 ∈ 𝐺1 , 𝑓 𝑥1𝑥2𝑥3 … . . 𝑥𝑖 = 𝑥0}  
 i.e.,  𝑓 𝜇   𝑥1𝑥2𝑥3 … . . 𝑥𝑖 

−1    = 𝑓 𝜇  𝑥1𝑥2𝑥3 … . . 𝑥𝑖  

(b). To prove that 𝑓 𝛾  be an IMLFSG of  𝐺2 . 

(i) Let,  𝑓 𝛾   𝑥1𝑥2𝑥3 … . . 𝑥𝑖  𝑦1𝑦2𝑦3 … . . 𝑦𝑖  = 𝑚𝑖𝑛{𝛾  𝑥1𝑥2𝑥3 … . . 𝑥𝑖  𝑦1𝑦2𝑦3 … . . 𝑦𝑖  /∀𝑥𝑖𝑦𝑖 ∈ 𝐺1 ,

𝑓( 𝑥1𝑥2𝑥3 … . . 𝑥𝑖  𝑦1𝑦2𝑦3 … . . 𝑦𝑖 ) = 𝑥0𝑦0} 
                                               =  𝛾 𝑥0𝑦0  
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                                               ≤ max{𝛾 𝑥0 ,𝛾 𝑦0 } 
≤ 𝑚𝑎𝑥  𝑚𝑖𝑛 𝛾 𝑥1𝑥2𝑥3 … . . 𝑥𝑖 / ∀𝑥𝑖 ∈ 𝐺1 ,𝑓 𝑥1𝑥2𝑥3 … . . 𝑥𝑖 = 𝑥0  ,  𝑚𝑖𝑛 𝛾 𝑦1𝑦2𝑦3 … . . 𝑦𝑖 / ∀𝑦𝑖

∈ 𝐺1 ,𝑓 𝑦1𝑦2𝑦3 … . . 𝑦𝑖 = 𝑦0     
                                               ≤ 𝑚𝑎𝑥  𝑓(𝛾) 𝑥1𝑥2𝑥3 … . .𝑥𝑖  ,  𝑓(𝛾) 𝑦1𝑦2𝑦3 … . . 𝑦𝑖     

   i.e.,  𝑓 𝛾   𝑥1𝑥2𝑥3 … . . 𝑥𝑖  𝑦1𝑦2𝑦3 … . . 𝑦𝑖   ≤ 𝑚𝑎𝑥  𝑓(𝛾) 𝑥1𝑥2𝑥3 … . . 𝑥𝑖  ,  𝑓(𝛾) 𝑦1𝑦2𝑦3 … . .𝑦𝑖    

(ii) Let,  𝑓 𝛾   𝑥1𝑥2𝑥3 … . . 𝑥𝑖 
−1 = 𝑚𝑖𝑛{𝛾  𝑥1𝑥2𝑥3 … . . 𝑥𝑖 

−1 /∀𝑥𝑖
−1 ∈ 𝐺1 ,𝑓  𝑥1𝑥2𝑥3 … . . 𝑥𝑖 

−1 = 𝑥0} 

                         = 𝑚𝑖𝑛{𝛾 𝑥1𝑥2𝑥3 … . . 𝑥𝑖 /∀𝑥𝑖 ∈ 𝐺1 , 𝑓 𝑥1𝑥2𝑥3 … . . 𝑥𝑖 = 𝑥0}        [∵ By definition 2.7] 
                                                =  𝛾 𝑥0  
                                                = 𝑚𝑖𝑛{𝛾 𝑥1𝑥2𝑥3 … . . 𝑥𝑖 /∀𝑥𝑖 ∈ 𝐺1 , 𝑓 𝑥1𝑥2𝑥3 … . . 𝑥𝑖 = 𝑥0}  
 i.e.,  𝑓 𝛾   𝑥1𝑥2𝑥3 … . . 𝑥𝑖 

−1    = 𝑓 𝛾  𝑥1𝑥2𝑥3 … . . 𝑥𝑖  

Hence, from (a) & (b) we conclude that 𝑓 𝜇  and 𝑓 𝛾  are the IMLFSG’s of a group 𝐺2.             

 

Theorem 

Let 𝐺1  𝑎𝑛𝑑 𝐺2 be any two groups. Let 𝑓: 𝐺1 → 𝐺2 be a multi homomorphism and onto. Let 𝜇: 𝐺2 → 𝐿 and 𝛾: 𝐺2 → 𝐿 be 

an Intuitionistic Multi L-fuzzy subgroups of a group 𝐺2. Then prove that 𝑓−1 𝜇  and 𝑓−1 𝛾  are the Intuitionistic 

Multi L-fuzzy subgroups of a group 𝐺1 . 

 

Proof    

Given 𝐺1  𝑎𝑛𝑑 𝐺2 be any two groups. Let 𝑓: 𝐺1 → 𝐺2 be a multi homomorphism and onto. 

Let 𝜇: 𝐺2 → 𝐿 and 𝛾: 𝐺2 → 𝐿 be an Intuitionistic Multi L-fuzzy subgroups of 𝐺2. 

(a). To prove that 𝑓−1 𝜇  be an IMLFSG of  𝐺1 . 

(i) Let,  𝑓−1 𝜇   𝑥1𝑥2𝑥3 … . . 𝑥𝑖  𝑦1𝑦2𝑦3 … . . 𝑦𝑖  = 𝜇  𝑓  𝑥1𝑥2𝑥3 … . . 𝑥𝑖  𝑦1𝑦2𝑦3 … . . 𝑦𝑖    

                                                  =  𝜇 𝑓 𝑥1𝑥2𝑥3 … . . 𝑥𝑖 𝑓 𝑦1𝑦2𝑦3 … . . 𝑦𝑖                               [∵ By definition 3.1] 

                                                  ≥ min{𝜇 𝑓 𝑥1𝑥2𝑥3 … . .𝑥𝑖  ,𝜇 𝑓 𝑦1𝑦2𝑦3 … . . 𝑦𝑖  }             [∵ By definition 2.7]                                                                                                                        
                                                  ≥ 𝑚𝑖𝑛 𝑓−1(𝜇) 𝑥1𝑥2𝑥3 … . .𝑥𝑖 , 𝑓−1(𝜇) 𝑦1𝑦2𝑦3 … . . 𝑦𝑖    

 i.e., 𝑓−1 𝜇   𝑥1𝑥2𝑥3 … . . 𝑥𝑖  𝑦1𝑦2𝑦3 … . . 𝑦𝑖     ≥ 𝑚𝑖𝑛 𝑓−1(𝜇) 𝑥1𝑥2𝑥3 … . . 𝑥𝑖 ,𝑓−1(𝜇) 𝑦1𝑦2𝑦3 … . . 𝑦𝑖   

(ii) Let, 𝑓−1 𝜇   𝑥1𝑥2𝑥3 … . . 𝑥𝑖 
−1 = 𝜇( 𝑓  𝑥1𝑥2𝑥3 … . . 𝑥𝑖 

−1 ) 

                                     = 𝜇(𝑓 𝑥1𝑥2𝑥3 … . . 𝑥𝑖 )                                       [∵ By definition 2.7] 
                                                           =  𝑓−1 𝜇  𝑥1𝑥2𝑥3 … . . 𝑥𝑖  

 i.e.,   𝑓−1 𝜇   𝑥1𝑥2𝑥3 … . . 𝑥𝑖 
−1    =  𝑓−1 𝜇  𝑥1𝑥2𝑥3 … . . 𝑥𝑖  

(b). To prove that  𝑓−1 𝛾  be an IMLFSG of  𝐺1 . 

(i) Let,  𝑓−1 𝛾   𝑥1𝑥2𝑥3 … . .𝑥𝑖  𝑦1𝑦2𝑦3 … . . 𝑦𝑖  = 𝛾  𝑓  𝑥1𝑥2𝑥3 … . . 𝑥𝑖  𝑦1𝑦2𝑦3 … . . 𝑦𝑖    

                                                  =  𝛾 𝑓 𝑥1𝑥2𝑥3 … . .𝑥𝑖 𝑓 𝑦1𝑦2𝑦3 … . . 𝑦𝑖                     [∵ f is a multi homomorphism]                                

                                                  ≤ max{𝛾 𝑓 𝑥1𝑥2𝑥3 … . . 𝑥𝑖  ,𝛾 𝑓 𝑦1𝑦2𝑦3 … . . 𝑦𝑖  } 
                                                  ≤ max 𝑓−1(𝛾) 𝑥1𝑥2𝑥3 … . . 𝑥𝑖 ,𝑓−1(𝛾) 𝑦1𝑦2𝑦3 … . . 𝑦𝑖    

    i.e., 𝑓−1 𝛾   𝑥1𝑥2𝑥3 … . . 𝑥𝑖  𝑦1𝑦2𝑦3 … . . 𝑦𝑖   ≤ max 𝑓−1(𝛾) 𝑥1𝑥2𝑥3 … . .𝑥𝑖 , 𝑓−1(𝛾) 𝑦1𝑦2𝑦3 … . . 𝑦𝑖   

(ii) Let, 𝑓−1 𝛾   𝑥1𝑥2𝑥3 … . . 𝑥𝑖 
−1 = 𝛾( 𝑓  𝑥1𝑥2𝑥3 … . . 𝑥𝑖 

−1 ) 

                            = 𝛾(𝑓 𝑥1𝑥2𝑥3 … . . 𝑥𝑖 )                                                        [∵ By definition 2.7] 
                                                 =  𝑓−1 𝛾  𝑥1𝑥2𝑥3 … . . 𝑥𝑖  

               i.e.,   𝑓−1 𝛾   𝑥1𝑥2𝑥3 … . . 𝑥𝑖 
−1    =  𝑓−1 𝛾  𝑥1𝑥2𝑥3 … . . 𝑥𝑖  

Hence, from (a) & (b) we conclude that 𝑓−1 𝜇  and 𝑓−1 𝛾  are the IMLFSG’s of a group 𝐺1 .             

 

Theorem 

Let 𝐺1  𝑎𝑛𝑑 𝐺2 be any two groups. Let 𝑓: 𝐺1 → 𝐺2 be an multi anti-homomorphism and onto. Let 𝜇: 𝐺1 → 𝐿 and 

𝛾: 𝐺1 → 𝐿 be an Intuitionistic Multi L-fuzzy subgroups of 𝐺1. Then prove that  

(a) 𝑓 𝜇  be an Intuitionistic Multi L-fuzzy subgroups of a group 𝐺2, if 𝜇 has a sup property and  𝜇 is 𝑓 −
𝑖𝑛𝑣𝑎𝑟𝑖𝑎𝑛𝑡, 

(b) 𝑓 𝛾  be an Intuitionistic Multi L-fuzzy subgroups of a group 𝐺2 , if 𝛾 has a inf property and  𝛾 is 𝑓 −
𝑖𝑛𝑣𝑎𝑟𝑖𝑎𝑛𝑡. 
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Proof    

Let 𝜇: 𝐺1 → 𝐿 and 𝛾: 𝐺1 → 𝐿 be an Intuitionistic Multi L-fuzzy subgroups of 𝐺1 . Also 𝑓: 𝐺1 → 𝐺2 be an multi anti-

homomorphism and onto. 

(a). To prove that 𝑓 𝜇  be an IMLFSG of  𝐺2 . 

(i) Let,  𝑓 𝜇   𝑥1𝑥2𝑥3 … . . 𝑥𝑖  𝑦1𝑦2𝑦3 … . . 𝑦𝑖  = 𝑚𝑖𝑛{𝜇  𝑥1𝑥2𝑥3 … . . 𝑥𝑖  𝑦1𝑦2𝑦3 … . . 𝑦𝑖  /∀𝑥𝑖𝑦𝑖 ∈ 𝐺1 ,
𝑓( 𝑥1𝑥2𝑥3 … . . 𝑥𝑖  𝑦1𝑦2𝑦3 … . . 𝑦𝑖 ) = 𝑥0𝑦0} 

                                               =  𝜇 𝑥0𝑦0  
                                               ≤ max{𝜇 𝑥0 ,𝜇 𝑦0 } 

               
   ≤   max  𝑚𝑖𝑛 𝜇 𝑥1𝑥2𝑥3 … . . 𝑥𝑖 / ∀𝑥𝑖 ∈ 𝐺1 ,𝑓 𝑥1𝑥2𝑥3 … . . 𝑥𝑖 = 𝑥0  ,  𝑚𝑖𝑛 𝜇 𝑦1𝑦2𝑦3 … . . 𝑦𝑖 / ∀𝑦𝑖 ∈ 𝐺1 ,𝑓 𝑦1𝑦2𝑦3 … . . 𝑦𝑖 =
𝑦0  
                                                ≤ max  𝑓(𝜇) 𝑥1𝑥2𝑥3 … . . 𝑥𝑖  ,  𝑓(𝜇) 𝑦1𝑦2𝑦3 … . . 𝑦𝑖     

     i.e.,  𝑓 𝜇   𝑥1𝑥2𝑥3 … . . 𝑥𝑖  𝑦1𝑦2𝑦3 … . . 𝑦𝑖   ≤ max  𝑓(𝜇) 𝑥1𝑥2𝑥3 … . . 𝑥𝑖  ,  𝑓(𝜇) 𝑦1𝑦2𝑦3 … . . 𝑦𝑖    

(ii) Let,  𝑓 𝜇   𝑥1𝑥2𝑥3 … . . 𝑥𝑖 
−1 = min 𝜇  𝑥1𝑥2𝑥3 … . . 𝑥𝑖 

−1 /∀ 𝑥𝑖
−1 ∈ 𝐺1 ,𝑓  𝑥1𝑥2𝑥3 … . . 𝑥𝑖 

−1 = 𝑥0
−1  

                           = 𝜇 𝑥0
−1                                         

                                                =  𝜇 𝑥0                                                                             [∵ By definition 2.7] 
                                                = 𝑚𝑖𝑛 𝜇 𝑥0 /𝑥0 ∈ 𝐺2 ,𝑓 𝑥0 =  𝑥1𝑥2𝑥3 … . . 𝑥𝑖   
                                                = 𝑓 𝜇  𝑥1𝑥2𝑥3 … . . 𝑥𝑖  

 i.e.,  𝑓 𝜇   𝑥1𝑥2𝑥3 … . . 𝑥𝑖 
−1 = 𝑓 𝜇  𝑥1𝑥2𝑥3 … . .𝑥𝑖  

Hence,  𝑓 𝜇  be an Intuitionistic Multi L-fuzzy subgroups of a group 𝐺2 .   

(b). To prove that 𝑓 𝛾  be an IMLFSG of  𝐺2 . 

(i) Let,  𝑓 𝛾   𝑥1𝑥2𝑥3 … . . 𝑥𝑖  𝑦1𝑦2𝑦3 … . . 𝑦𝑖  = 𝑚𝑎𝑥{𝛾  𝑥1𝑥2𝑥3 … . . 𝑥𝑖  𝑦1𝑦2𝑦3 … . . 𝑦𝑖  /∀𝑥𝑖𝑦𝑖 ∈ 𝐺1 ,
𝑓( 𝑥1𝑥2𝑥3 … . . 𝑥𝑖  𝑦1𝑦2𝑦3 … . . 𝑦𝑖 ) = 𝑥0𝑦0} 

                                               =  𝛾 𝑥0𝑦0  
                                               ≥ min{𝛾 𝑥0 ,𝛾 𝑦0 } 
                                                ≥ min  𝑚𝑎𝑥 𝛾 𝑥1𝑥2𝑥3 … . . 𝑥𝑖 / ∀𝑥𝑖 ∈ 𝐺1 ,𝑓 𝑥1𝑥2𝑥3 … . .𝑥𝑖 = 𝑥0  ,  𝑚𝑎𝑥 𝛾 𝑦1𝑦2𝑦3 … . . 𝑦𝑖 /
 ∀𝑦𝑖∈𝐺1, 𝑓𝑦1𝑦2𝑦3…..𝑦𝑖=𝑦0  
                                                ≥ min  𝑓(𝛾) 𝑥1𝑥2𝑥3 … . . 𝑥𝑖  ,  𝑓(𝛾) 𝑦1𝑦2𝑦3 … . . 𝑦𝑖     

 i.e.,  𝑓 𝛾   𝑥1𝑥2𝑥3 … . . 𝑥𝑖  𝑦1𝑦2𝑦3 … . . 𝑦𝑖   ≥ min  𝑓(𝛾) 𝑥1𝑥2𝑥3 … . . 𝑥𝑖  ,  𝑓(𝛾) 𝑦1𝑦2𝑦3 … . . 𝑦𝑖    

(ii) Let,  𝑓 𝛾   𝑥1𝑥2𝑥3 … . . 𝑥𝑖 
−1 = max 𝛾  𝑥1𝑥2𝑥3 … . . 𝑥𝑖 

−1 /∀ 𝑥𝑖
−1 ∈ 𝐺1,𝑓  𝑥1𝑥2𝑥3 … . . 𝑥𝑖 

−1 = 𝑥0
−1  

                           = 𝛾 𝑥0
−1                                         

                                                =  𝛾 𝑥0                                                                             [∵ By definition 2.7] 
                                                = 𝑚𝑎𝑥 𝛾 𝑥0 /𝑥0 ∈ 𝐺2 ,𝑓 𝑥0 =  𝑥1𝑥2𝑥3 … . . 𝑥𝑖   
                                                = 𝑓 𝛾  𝑥1𝑥2𝑥3 … . . 𝑥𝑖   

                    i.e.,  𝑓 𝛾   𝑥1𝑥2𝑥3 … . . 𝑥𝑖 
−1 = 𝑓 𝛾  𝑥1𝑥2𝑥3 … . . 𝑥𝑖  

Hence,  𝑓 𝛾  be an Intuitionistic Multi L-fuzzy subgroups of a group 𝐺2 . 

 

Theorem 

Let 𝐺1  𝑎𝑛𝑑 𝐺2 be any two groups. Let 𝑓: 𝐺1 → 𝐺2 be an multi anti-homomorphism and onto. Let 𝜇: 𝐺2 → 𝐿 and 

𝛾: 𝐺2 → 𝐿 be an Intuitionistic Multi L-fuzzy subgroups of 𝐺2. Then prove that  

(a) 𝑓−1 𝜇   is an Intuitionistic Multi L-fuzzy subgroups of a group 𝐺1 . 

(b) 𝑓−1 𝛾  is an Intuitionistic Multi L-fuzzy subgroups of a group 𝐺1 . 

 

Proof    

Given 𝐺1  𝑎𝑛𝑑 𝐺2 be any two groups and let 𝑓: 𝐺1 → 𝐺2 be an multi anti-homomorphism and onto. 

Let 𝜇: 𝐺2 → 𝐿 and 𝛾: 𝐺2 → 𝐿 be an Intuitionistic Multi L-fuzzy subgroups of 𝐺2. 

(a). To prove that 𝑓−1 𝜇  be an IMLFSG of  𝐺1 . 

(i) Let,  𝑓−1 𝜇   𝑥1𝑥2𝑥3 … . . 𝑥𝑖  𝑦1𝑦2𝑦3 … . . 𝑦𝑖  = 𝜇(𝑓  𝑥1𝑥2𝑥3 … . . 𝑥𝑖  𝑦1𝑦2𝑦3 … . . 𝑦𝑖  ) 

                                           =  𝜇 𝑓 𝑥1𝑥2𝑥3 … . . 𝑥𝑖 𝑓 𝑦1𝑦2𝑦3 … . . 𝑦𝑖                                     [∵ By definition 3.1] 

                                           ≤ max{𝜇 𝑓 𝑥1𝑥2𝑥3 … . . 𝑥𝑖  ,𝜇 𝑓 𝑦1𝑦2𝑦3 … . .𝑦𝑖  }                   [∵ By definition 2.7]                                                                                                                        
                                           ≤ 𝑚𝑎𝑥 𝑓−1(𝜇) 𝑥1𝑥2𝑥3 … . . 𝑥𝑖 ,𝑓−1(𝜇) 𝑦1𝑦2𝑦3 … . . 𝑦𝑖    

Gowrishankar and  Akilesh 
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 i.e.,  𝑓−1 𝜇   𝑥1𝑥2𝑥3 … . . 𝑥𝑖  𝑦1𝑦2𝑦3 … . . 𝑦𝑖   ≤ 𝑚𝑎𝑥 𝑓−1(𝜇) 𝑥1𝑥2𝑥3 … . . 𝑥𝑖 ,𝑓−1(𝜇) 𝑦1𝑦2𝑦3 … . . 𝑦𝑖   

(ii)    Let, 𝑓−1 𝜇   𝑥1𝑥2𝑥3 … . . 𝑥𝑖 
−1 = 𝜇( 𝑓  𝑥1𝑥2𝑥3 … . . 𝑥𝑖 

−1 ) 

                        = 𝜇(𝑓 𝑥1𝑥2𝑥3 … . . 𝑥𝑖 )                                                                  [∵ By definition 2.7] 
                                              =  𝑓−1 𝜇  𝑥1𝑥2𝑥3 … . . 𝑥𝑖  

 i.e.,   𝑓−1 𝜇   𝑥1𝑥2𝑥3 … . . 𝑥𝑖 
−1    =  𝑓−1 𝜇  𝑥1𝑥2𝑥3 … . . 𝑥𝑖  

Hence,  𝑓−1 𝜇  is an Intuitionistic Multi L-fuzzy subgroups of a group 𝐺1 . 

(b). To prove that  𝑓−1 𝛾  be an IMLFSG of  𝐺1 . 

(i) Let,  𝑓−1 𝛾   𝑥1𝑥2𝑥3 … . .𝑥𝑖  𝑦1𝑦2𝑦3 … . . 𝑦𝑖  = 𝛾  𝑓  𝑥1𝑥2𝑥3 … . . 𝑥𝑖  𝑦1𝑦2𝑦3 … . . 𝑦𝑖    

                                                  =  𝛾 𝑓 𝑥1𝑥2𝑥3 … . .𝑥𝑖 𝑓 𝑦1𝑦2𝑦3 … . . 𝑦𝑖                   [∵ f is a multi homomorphism]                                

                                                  ≥ min{𝛾 𝑓 𝑥1𝑥2𝑥3 … . . 𝑥𝑖  ,𝛾 𝑓 𝑦1𝑦2𝑦3 … . . 𝑦𝑖  } 
                                                  ≥ 𝑚𝑖𝑛 𝑓−1(𝛾) 𝑥1𝑥2𝑥3 … . . 𝑥𝑖 ,𝑓−1(𝛾) 𝑦1𝑦2𝑦3 … . . 𝑦𝑖    

 i.e.,𝑓−1 𝛾   𝑥1𝑥2𝑥3 … . . 𝑥𝑖  𝑦1𝑦2𝑦3 … . . 𝑦𝑖   ≥ 𝑚𝑖𝑛 𝑓−1(𝛾) 𝑥1𝑥2𝑥3 … . . 𝑥𝑖 ,𝑓−1(𝛾) 𝑦1𝑦2𝑦3 … . . 𝑦𝑖   

(ii) Let, 𝑓−1 𝛾   𝑥1𝑥2𝑥3 … . . 𝑥𝑖 
−1 = 𝛾( 𝑓  𝑥1𝑥2𝑥3 … . . 𝑥𝑖 

−1 ) 

                                    = 𝛾(𝑓 𝑥1𝑥2𝑥3 … . . 𝑥𝑖 )                                     [∵ By definition 2.7] 
                                                          =  𝑓−1 𝛾  𝑥1𝑥2𝑥3 … . . 𝑥𝑖  

i.e.,   𝑓−1 𝛾   𝑥1𝑥2𝑥3 … . . 𝑥𝑖 
−1    =  𝑓−1 𝛾  𝑥1𝑥2𝑥3 … . . 𝑥𝑖  

Hence,  𝑓−1 𝛾  is an Intuitionistic Multi L-fuzzy subgroups of a group 𝐺1 .             

Hence the theorem. 

 

Theorem 

Let (𝐺1 , . ) 𝑎𝑛𝑑 (𝐺2 , . ) be any two groups. The multi homomorphic image(pre-image) of an Intuitionistic Multi L-

fuzzy subgroup of 𝐺1is an Intuitionistic Multi L-fuzzy subgroup of a group 𝐺2. 

Proof    

Given (𝐺1, . ) 𝑎𝑛𝑑 (𝐺2, . ) be any two groups and  let 𝑓: 𝐺1 → 𝐺2 be a multi homomorphism map. 

       i.e.,  𝑓  𝑥1𝑥2𝑥3 … . . 𝑥𝑖  𝑦1𝑦2𝑦3 … . . 𝑦𝑖  = 𝑓 𝑥1𝑥2𝑥3 … . . 𝑥𝑖 𝑓 𝑦1𝑦2𝑦3 … . . 𝑦𝑖 , for all 𝑥𝑖 ,𝑦𝑖 ∈ 𝐺1 . 

Let A be an IMLFSG of a group 𝐺1.  

To prove that 𝑓 𝐴  is an IMLFSG of  a group 𝐺2 .  

Now, for  𝑓 𝑥  and 𝑓 𝑦  in 𝐺2 , we have 

(a).  Let 𝜇𝐴 be a degree of membership function, then 

(i) Let,  𝜇𝐴(𝑓 𝑥1𝑥2𝑥3 … . . 𝑥𝑖 𝑓 𝑦1𝑦2𝑦3 … . . 𝑦𝑖 ) =  𝜇𝐴(𝑓( 𝑥1𝑥2𝑥3 … . . 𝑥𝑖  𝑦1𝑦2𝑦3 … . . 𝑦𝑖 ))                                                                                                                                                                                                      

                                                                                                              [∵ 𝑓 is a multi homomorphism] 
                                                                          ≥ min{𝜇𝐴(𝑓 𝑥1𝑥2𝑥3 … . . 𝑥𝑖 ),𝜇𝐴(𝑓 𝑦1𝑦2𝑦3 … . . 𝑦𝑖 )}                                     
i.e.,   𝜇𝐴(𝑓 𝑥1𝑥2𝑥3 … . . 𝑥𝑖 𝑓 𝑦1𝑦2𝑦3 … . . 𝑦𝑖 )  ≥ min{𝜇𝐴(𝑓 𝑥1𝑥2𝑥3 … . . 𝑥𝑖 ),𝜇𝐴(𝑓 𝑦1𝑦2𝑦3 … . . 𝑦𝑖 )} 

(ii) Let,  𝜇𝐴 𝑓 𝑥1𝑥2𝑥3 … . . 𝑥𝑖  
−1 =  𝜇𝐴 𝑓  𝑥1𝑥2𝑥3 … . . 𝑥𝑖 

−1   

                            =  𝜇𝐴 𝑓 𝑥1𝑥2𝑥3 … . . 𝑥𝑖                                                      [∵ A is an IMLFSG]                          

 i.e.,  𝜇𝐴 𝑓 𝑥1𝑥2𝑥3 … . . 𝑥𝑖  
−1  =  𝜇𝐴 𝑓 𝑥1𝑥2𝑥3 … . . 𝑥𝑖   

(b) . Let 𝛾𝐴 be a degree of non-membership function, then 

(i) Let,  𝛾𝐴(𝑓 𝑥1𝑥2𝑥3 … . . 𝑥𝑖 𝑓 𝑦1𝑦2𝑦3 … . . 𝑦𝑖 ) =  𝛾𝐴(𝑓( 𝑥1𝑥2𝑥3 … . . 𝑥𝑖  𝑦1𝑦2𝑦3 … . . 𝑦𝑖 ))                                                            

                                                                                                          [∵ 𝑓 is a multi homomorphism] 
                                                                            ≤ max{𝛾𝐴(𝑓 𝑥1𝑥2𝑥3 … . . 𝑥𝑖 ),𝛾𝐴(𝑓 𝑦1𝑦2𝑦3 … . . 𝑦𝑖 )}                                     
  i.e.,   𝛾𝐴(𝑓 𝑥1𝑥2𝑥3 … . . 𝑥𝑖 𝑓 𝑦1𝑦2𝑦3 … . . 𝑦𝑖 )  ≤ max{𝛾𝐴(𝑓 𝑥1𝑥2𝑥3 … . . 𝑥𝑖 ),𝛾𝐴(𝑓 𝑦1𝑦2𝑦3 … . . 𝑦𝑖 )} 

(ii) Let,  𝛾𝐴 𝑓 𝑥1𝑥2𝑥3 … . . 𝑥𝑖  
−1 =  𝛾𝐴 𝑓  𝑥1𝑥2𝑥3 … . . 𝑥𝑖 

−1   

                            =  𝛾𝐴 𝑓 𝑥1𝑥2𝑥3 … . . 𝑥𝑖                                                          [∵ A is an IMLFSG]                          

 i.e.,  𝛾𝐴 𝑓 𝑥1𝑥2𝑥3 … . . 𝑥𝑖  
−1  =  𝛾𝐴 𝑓 𝑥1𝑥2𝑥3 … . . 𝑥𝑖   

Hence, f(A) is an IMLFSG of  a group 𝐺2. 

Hence the proof. 

 

Theorem 

Let 𝑓: 𝐺1 → 𝐺2 be surjective  multi homomorphism and A be an Intuitionistic Multi L-fuzzy subgroups of 𝐺1. Then 

prove that  𝑓(𝐴) is an Intuitionistic Multi L-fuzzy subgroups of a group 𝐺2 . 

Gowrishankar and  Akilesh 
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Proof 

Since A is an IMLFSG of a group 𝐺1 .  

Let 𝑦1 and 𝑦2 be any elements of 𝐺2 . 

Then there exists some 𝑥1,𝑥2 ,𝑥3,… . . , 𝑥𝑖 ∈ 𝐺1 s.t. 𝑓(𝑥1) = 𝑦1,𝑓 𝑥2 = 𝑦2, 𝑓 𝑥3 = 𝑦3 ,…… . , 𝑓 𝑥𝑖 = 𝑦𝑖 . 

[Note that  𝑥1 , 𝑥2,𝑥3 ,… . . , 𝑥𝑖   need not be unique] 

 Let,    𝑓 𝐴  𝑦1𝑦2𝑦3 … . . 𝑦𝑖 = {𝜇𝑓 𝐴  𝑦1𝑦2𝑦3 … . . 𝑦𝑖 ,𝛾𝑓 𝐴  𝑦1𝑦2𝑦3 … . . 𝑦𝑖 }                          <<<<<<< (1) 

  and    𝑓 𝐴  𝑦1𝑦2𝑦3 … . . 𝑦𝑖)
−1 = {𝜇𝑓 𝐴  𝑦1𝑦2𝑦3 … . . 𝑦𝑖)

−1 ,𝛾𝑓 𝐴  𝑦1𝑦2𝑦3 … . . 𝑦𝑖)
−1 }       <<<<<<<. (2) 

 To prove that 𝑓 𝐴  is an IMLFSG of 𝐺2. 

(a).  Let 𝜇𝑓(𝐴) be a degree of membership function in 𝐺2, then 

(i) Let, 𝜇𝑓(𝐴) 𝑦1𝑦2𝑦3 … . . 𝑦𝑖 =  min{𝜇𝑓 𝐴  𝑓 𝑥1 𝑓(𝑥2 𝑓 𝑥3 … . . 𝑓 𝑥𝑖 )/𝑦1 = 𝑓(𝑥1), 𝑦2 = 𝑓 𝑥2 ,𝑦3 =

𝑓 𝑥3 ,…… ,𝑦𝑖 = 𝑓 𝑥𝑖 } 
                              =  min{𝜇𝑓 𝐴  𝑓 𝑥1𝑥2𝑥3 … . . 𝑥𝑖  /𝑥1,𝑥2 ,𝑥3 ,… . . , 𝑥𝑖 ∈ 𝐺1}       [∵ 𝑓 𝑖𝑠  𝑚𝑢𝑙𝑡𝑖 𝑜𝑚𝑜𝑚𝑜𝑟𝑝𝑖𝑠𝑚] 

                              =  min{𝜇𝐴 𝑥1𝑥2𝑥3 … . . 𝑥𝑖 /𝑥1 , 𝑥2 ,𝑥3 ,… . . , 𝑥𝑖 ∈ 𝐺1}                        [∵ 𝑓 𝑖𝑠 𝑠𝑢𝑟𝑗𝑒𝑐𝑡𝑖𝑣𝑒] 

               
≥ min 𝜇𝐴 𝑥1 ,𝜇𝐴 𝑥2 ,𝜇𝐴 𝑥3 ,…… . , 𝜇𝐴 𝑥𝑖 /𝑥1 , 𝑥2,𝑥3 ,… . . ,𝑥𝑖 ∈ 𝐺1𝑎𝑛𝑑 𝑓(𝑥1 =

                                                                                                                     𝑦1,  𝑓 𝑥2 = 𝑦2 , , 𝑓 𝑥3 =  𝑦3 ,…… . , 𝑓 𝑥𝑖 = 𝑦𝑖} 

                                                       
                        = min max[𝜇𝐴 𝑥1 / 𝑓(𝑥1 = 𝑦1], max[𝜇𝐴 𝑥2 /𝑓 𝑥2 = 𝑦2], max[𝜇𝐴 𝑥3 /𝑓 𝑥3 = 𝑦3],…… , max[𝜇𝐴 𝑥𝑖 /
                                                                                                                                                                                   𝑓 𝑥𝑖 = 𝑦𝑖]} 

                          = min{𝜇𝑓 𝐴  𝑦1 ,𝜇𝑓 𝐴  𝑦2 ,𝜇𝑓 𝐴  𝑦3 ,……… . . , 𝜇𝑓 𝐴  𝑦𝑖 } 

    i.e., 𝜇𝑓(𝐴) 𝑦1𝑦2𝑦3 … . . 𝑦𝑖 ≥ min{𝜇𝑓 𝐴  𝑦1 ,𝜇𝑓 𝐴  𝑦2 ,𝜇𝑓 𝐴  𝑦3 ,……… . . , 𝜇𝑓 𝐴  𝑦𝑖 } 

        (ii)     Also,    
                𝜇𝑓 𝐴   𝑦1𝑦2𝑦3 … . . 𝑦𝑖 

−1 = max{𝜇𝐴  𝑥1𝑥2𝑥3 … . . 𝑥𝑖 
−1 /𝑓  𝑥1𝑥2𝑥3 … . . 𝑥𝑖 

−1 = (𝑦1𝑦2𝑦3 … . . 𝑦𝑖)
−1}  

                        =  max{𝜇𝐴 𝑥1𝑥2𝑥3 … . . 𝑥𝑖 /𝑓(𝑥1𝑥2𝑥3 … . . 𝑥𝑖) = 𝑦1𝑦2𝑦3 … . . 𝑦𝑖}         [∵ 𝑓 𝑖𝑠 𝐼𝑀𝐿𝐹𝑆𝐺] 
                              = 𝜇𝑓 𝐴  𝑦1𝑦2𝑦3 … . . 𝑦𝑖  

i.e.,     𝜇𝑓 𝐴   𝑦1𝑦2𝑦3 … . . 𝑦𝑖 
−1  = 𝜇𝑓(𝐴) 𝑦1𝑦2𝑦3 … . . 𝑦𝑖  

(b).  Let 𝛾𝑓(𝐴) be a degree of non-membership function in 𝐺2, then 

(i) Let,   𝛾𝑓(𝐴) 𝑦1𝑦2𝑦3 … . . 𝑦𝑖 =  max{𝛾𝑓 𝐴  𝑓 𝑥1 𝑓(𝑥2  𝑓 𝑥3 …… .𝑓(𝑥𝑖 )/𝑦1 = 𝑓(𝑥1), 𝑦2 = 𝑓 𝑥2 ,𝑦3 =

                                                                                                                                         𝑓 𝑥3 ,…… , 𝑦𝑖 = 𝑓 𝑥𝑖 } 
                                      =  max{𝛾𝑓 𝐴  𝑓 𝑥1𝑥2𝑥3 … . . 𝑥𝑖  /𝑥1, 𝑥2 ,𝑥3 ,… . . , 𝑥𝑖 ∈ 𝐺1}   [∵ 𝑓 𝑖𝑠  𝑚𝑢𝑙𝑡𝑖 𝑜𝑚𝑜𝑚𝑜𝑟𝑝𝑖𝑠𝑚] 

                                      =  max{𝛾𝐴 𝑥1𝑥2𝑥3 … . .𝑥𝑖 /𝑥1, 𝑥2 ,𝑥3 ,… . . ,𝑥𝑖 ∈ 𝐺1}                           [∵ 𝑓 𝑖𝑠 𝑠𝑢𝑟𝑗𝑒𝑐𝑡𝑖𝑣𝑒] 

                                      ≤ max 𝛾𝐴 𝑥1 ,𝛾𝐴 𝑥2 ,𝛾𝐴 𝑥3 ,…… . , 𝛾𝐴 𝑥𝑖 /𝑥1,𝑥2 ,𝑥3,… . . , 𝑥𝑖 ∈ 𝐺1𝑎𝑛𝑑 𝑓(𝑥1 = 𝑦1,  𝑓 𝑥2 =
                                                                                                                                            𝑦2 ,𝑓 𝑥3 =  𝑦3 ,…… . , 𝑓 𝑥𝑖 = 𝑦𝑖} 

                                      
= max min[𝛾𝐴 𝑥1 / 𝑓(𝑥1 =
𝑦1], m𝑖𝑛  𝛾𝐴 𝑥2 /𝑓 𝑥2 = 𝑦2 , m𝑖𝑛  𝛾𝐴 𝑥3 /𝑓 𝑥3 =

                                                                                                                                          𝑦3 ,………,m𝑖𝑛 𝛾𝐴𝑥𝑖/𝑓𝑥𝑖=𝑦𝑖} 

                                      = max{𝛾𝑓 𝐴  𝑦1 ,𝛾𝑓 𝐴  𝑦2 ,𝛾𝑓 𝐴  𝑦3 ,……… . . , 𝛾𝑓 𝐴  𝑦𝑖 } 

 i.e., 𝛾𝑓(𝐴) 𝑦1𝑦2𝑦3 … . . 𝑦𝑖 ≤ max 𝛾𝑓 𝐴  𝑦1 ,𝛾𝑓 𝐴  𝑦2 ,𝛾𝑓 𝐴  𝑦3 ,……… . , 𝛾𝑓 𝐴  𝑦𝑖  , 

        (ii) Also, 𝛾𝑓 𝐴   𝑦1𝑦2𝑦3 … . . 𝑦𝑖 
−1 = min{𝛾𝐴  𝑥1𝑥2𝑥3 … . . 𝑥𝑖 

−1 /𝑓  𝑥1𝑥2𝑥3 … . . 𝑥𝑖 
−1 =  𝑦1𝑦2𝑦3 … . . 𝑦𝑖 

−1}  
                  =  min{𝛾𝐴 𝑥1𝑥2𝑥3 … . . 𝑥𝑖 /𝑓(𝑥1𝑥2𝑥3 … . . 𝑥𝑖) = 𝑦1𝑦2𝑦3 … . . 𝑦𝑖}             [∵ 𝑓 𝑖𝑠 𝐼𝑀𝐿𝐹𝑆𝐺] 
                      = 𝛾𝑓 𝐴  𝑦1𝑦2𝑦3 … . . 𝑦𝑖  

 i.e.  𝛾𝑓 𝐴   𝑦1𝑦2𝑦3 … . . 𝑦𝑖 
−1 = 𝛾𝑓(𝐴) 𝑦1𝑦2𝑦3 … . . 𝑦𝑖  

Hence 𝑓 𝐴  is an IMLFSG of 𝐺2. 

Hence the proof. 
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CONCLUSION 
 

In this paper, we have seen some fundamental definitions related on Intuitionistic  Multi L-fuzzy subgroups 

(IMLFSG). In the studies, we have also studied the concept of homomorphism and anti homomorphism in 

Intuitionistic Multi L-fuzzy subgroups are discussed. Additionally, we have looked into a few theorems and 

characteristics based on the homomorphism of an IMLFSG. Further work is in progress in order to develop the 

Homomorphism of an Intuitionistic  Multi L-fuzzy subgroup (HIMLFSG) in to Non-Homomorphism of an 

Intuitionistic  Multi L-fuzzy subgroup (NHIMLFSG).  
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In this paper, we have introduced and compared three ranking techniques of Fuzzy Multi Numbers. 

Here, we have considered the Triangular, Trapezoidal, Pentagonal, Hexagonal and Octagonal Fuzzy 

Multi Numbers with its membership function. The Fuzzy Multi Numbers are transformed to crisp data 

by the introduced ranking techniques. Also, the efficiency of the Ranking Techniques is analyzed and 

compared with the numerical examples. 
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INTRODUCTION 

 
The Fuzzy Set (FS) was introduced by Zadeh [17],  it is a class of objects with a  of membership between 0 and 1. 

Zimmermann [18] proposed the basic definitions of fuzzy sets and algebraic operations. And for further 

considerations, the Fuzzy Number [6], [8] and [10] was defined, which is a fuzzy subset of the real line whose highest 

membership values are clustered around the membership function which is monotonic on both sides of a given real 

number known as the mean value.Yager [16] first discussed fuzzy multisets, he uses the term of fuzzy bag; an 

element of X may occur more than once with possibly of the same or different membership values. Ranking the 

fuzzy numbers is an important aspect of decision making in a fuzzy environment for practical applications. Buckley 
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[4] use fuzzy numbers to express their preferences and Li & Lee [11] proposed the order of fuzzy numbers based on 

the concept of probability measure of fuzzy events. 

 

In ranking of fuzzy number, Triangular, Trapezoidal, Pentagonal, Hexagonal and Octagonal Fuzzy numbers with its 

membership function plays an important role to find the efficiency. Chen [6] suggested the concept of maximizing 

set and minimizing set to decide the ordering value of each fuzzy number and uses these values to determine the 

order of the n fuzzy numbers.Nagoor Gani & Mohamed Assarudeen [13] introduced a new method to find the fuzzy 

optimal solution of fully fuzzy linear programming problems with triangular fuzzy numbers and Amit Kumar, 

et.all[2], BongJu Lee and Yong Sik Yun[3] proposed the method to generalize the results of four operations for two 

generalized trapezoidal fuzzy sets. Helen & Uma [9], defined some operations and ranking function of a Pentagonal 

Fuzzy Number. The pentagonal fuzzy set was defined and the results of addition, subtraction, multiplication, and division 

based are generalized on the Zadeh's extension principle for two pentagonal fuzzy sets by Lee & Yun [12].  A fuzzy 

transportation problem with hexagonal fuzzy numbers was introduced by Thamaraiselvi & Santhi [15].  Arora  et.all 

[1] introduced a fuzzy linear programming problem with hexagonal fuzzy numbers. Chandrasekaran. et.all [5] 

proposed a ranking procedure based on Octagonal Fuzzy numbers was applied to a Multi-objective Linear 

Programming Problem (MOLPP) with fuzzy coefficients. 

 

PRELIMINARIES 

The basis notions, concepts and definitions are reviewed in this section. 

 

Definition: 2.1 

Let 𝑋 be a nonempty set. A fuzzy setA of X is defined as A= { <  x, 𝜇𝐴 𝑥 > / x∈ 𝑋 },  where 𝜇𝐴 𝑥  is called membership 

function and it maps each element of  X to a value between 0 and 1. 

 

Definition: 2.2 

A Multi Set(MS)is an unordered collection of objects in which, unlike an ordinary set, objects are allowed to repeat. 

Each individual occurrence of an object is a multi-set which is called its element.  

 

Definition: 2.3 

Let X be a nonempty set. The count membership function of a Fuzzy Multi Set (FMS) A in X has the form  Mc : X → 

Q where Q is the set of all crisp multi sets in [0,1]. Hence, for any 𝑥 ∈ 𝑋 , Mc(x) is the crisp multi set from [0, 1]. The 

membership sequence is defined as ( 𝜇𝐴
1  𝑥 ,𝜇𝐴

2 𝑥  ,………𝜇𝐴
𝑝 𝑥 ) where𝜇𝐴

1  𝑥  ≥  𝜇𝐴
2 𝑥  ≥ ⋯  ≥ 𝜇𝐴

𝑝 𝑥  .  

Therefore, FMS Ais given by 𝐴 =     𝑥, ( 𝜇𝐴
1  𝑥 ,𝜇𝐴

2 𝑥 ,………𝜇𝐴
𝑝 𝑥  )   / 𝑥 ∈ 𝑋   

 

Definition: 2.4 

A regular real number is a generalization of a fuzzy number. It does not refer to a single value but rather to a 

connected set of possible values, where each possible value has its weight between 0 and 1. The weight is called the 

membership function. A fuzzy number Ais a convex normalized fuzzy set on the real line R such that there exist at 

least one x ∈ R with 𝜇𝐴 𝑥 = 1 and 𝜇𝐴 𝑥 is piecewise continuous.  

 

Definition: 2.5 

A Triangular fuzzy numberA is denoted by 3 – tuples  𝑎, 𝑏, 𝑐  , where 𝑎, 𝑏 𝑎𝑛𝑑   𝑐 are real numbers and 𝑎 ≤  𝑏 ≤

 𝑐with membership function defined as 

 

𝜇𝐴 𝑥 =  

 
 
 

 
 

0                𝑓𝑜𝑟     𝑥 ≤ 𝑎
𝑥 − 𝑎

𝑏 − 𝑎
           𝑓𝑜𝑟 𝑎 ≤ 𝑥 ≤ 𝑏

𝑐 − 𝑥

𝑐 − 𝑏
           𝑓𝑜𝑟  𝑏 ≤ 𝑥 ≤ 𝑐

    0                 𝑓𝑜𝑟    𝑥 ≥   𝑐  
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Definition: 2.6 

A Trapezoidal fuzzy number A  is denoted by 4 – tuples  𝑎, 𝑏, 𝑐, 𝑑  where 𝑎, 𝑏, 𝑐, 𝑎𝑛𝑑 𝑑 are real numbers and 

𝑎 ≤ 𝑏 ≤ 𝑐 ≤ 𝑑 with membership function defined as 

 

𝜇𝐴 𝑥 =  

 
  
 

  
 

0                       𝑓𝑜𝑟     𝑥 ≤ 𝑎
𝑥 − 𝑎

𝑏 − 𝑎
           𝑓𝑜𝑟 𝑎 ≤ 𝑥 ≤ 𝑏

1                      𝑓𝑜𝑟  𝑏 ≤ 𝑥 ≤ 𝑐
𝑑 − 𝑥

𝑑 − 𝑐
           𝑓𝑜𝑟  𝑐 ≤ 𝑥 ≤ 𝑑

0                     𝑓𝑜𝑟    𝑥 ≥   𝑑  
  
 

  
 

 

 

Definition: 2.7 

A Pentagonal fuzzy numberA is denoted by 5 – tuples  𝑎, 𝑏, 𝑐, 𝑑 ,𝑒 , where 𝑎, 𝑏, 𝑐, 𝑑  𝑎𝑛𝑑 𝑒 are real numbers and 

𝑎 ≤ 𝑏 ≤ 𝑐 ≤ 𝑑 ≤ 𝑒with membership function defined a 

𝜇𝐴 𝑥 =  

 
 
 
 
 
 

 
 
 
 
 

0                      𝑓𝑜𝑟     𝑥 ≤ 𝑎
𝑥 − 𝑎

𝑏 − 𝑎
           𝑓𝑜𝑟 𝑎 ≤ 𝑥 ≤ 𝑏

𝑥 − 𝑏

𝑐 − 𝑏
           𝑓𝑜𝑟 𝑏 ≤ 𝑥 ≤ 𝑐

1                                𝑓𝑜𝑟  𝑥 = 𝑐
𝑑 − 𝑥

𝑑 − 𝑐
           𝑓𝑜𝑟  𝑐 ≤ 𝑥 ≤ 𝑑

𝑒 − 𝑥

𝑒 − 𝑑
           𝑓𝑜𝑟  𝑑 ≤ 𝑥 ≤ 𝑒

0                    𝑓𝑜𝑟    𝑥 ≥   𝑒  
 
 
 
 
 

 
 
 
 
 

 

Definition : 2.8 

A hexagonal fuzzy numberAH is specified by 6 tuples AH = (𝑎, 𝑏, 𝑐, 𝑑 , 𝑒, 𝑓) where, 

𝑎, 𝑏, 𝑐, 𝑑 , 𝑒 𝑎𝑛𝑑 𝑓 are real number and a ≤ b ≤ 𝑐 ≤ d ≤ e ≤ f  with membership function are given below 

μ
𝐴

(x)  =

 
 
 
 
 
 
 

 
 
 
 
 
 

0                                     for   x ≤ 𝑎
1

2
 

x − 𝑎

𝑏 − 𝑎
                for  𝑎 ≤ x ≤ b 

1

2
+

1

2
(
x − b

𝑐 − 𝑏
)          for  𝑏 ≤ x ≤ 𝑐

1                              for  𝑐 ≤ x ≤ 𝑑

1 −
1

2
(
x − 𝑑

𝑒 − 𝑑
)           for  𝑑 ≤ x ≤ 𝑒

1

2
(
𝑓 − x

𝑓 − 𝑒
)                    for 𝑒 ≤ x ≤ 𝑓

0                                for   x  ≥  𝑓
 
 
 
 
 
 
 

 
 
 
 
 
 

 

Definition: 2.9 

A Fuzzy number Aoct is a normal octagonal fuzzy number denoted by  Aoct = (𝑎, 𝑏, 𝑐, 𝑑 , 𝑒, 𝑓, 𝑔, ) where 𝑎, 𝑏, 𝑐,

𝑑 , 𝑒,𝑓, 𝑔 𝑎𝑛𝑑  are real number and a ≤ b ≤ 𝑐 ≤ d ≤ e ≤ f ≤ g ≤ h  with  its membership function is given below. 
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μ
 A 

(x) =

 
 
 
 
 
 

 
 
 
 
 

0                                        for  x < 𝑎
1

2
(

x−𝑎

𝑏−𝑎
)                             for 𝑎 ≤ x ≤ 𝑏

0.5                                      for 𝑏 ≤ x ≤ 𝑐
1

2
 + 

1

2
 

x−c

𝑑−𝑐
                   for c ≤ x ≤ 𝑑

1                                            for  𝑑 ≤ x ≤ 𝑒
1

2
 +  

1

2
 

f−x

𝑓−e
                 for  e ≤ x ≤ f

0.5                                       for  f ≤ x ≤ g
1

2
 
−x

h−g
                              for  𝑔 ≤ x ≤ h

0                                       for  x ≥  h  
 
 
 
 
 

 
 
 
 
 

 

Definition: 2.10 

A fuzzy multi number is a generalization of a regular real number. It does not refer to a single value but rather to a 

connected set of possible values, where each possible value has its weight between 0 and 1. The weight is called the 

membership function. The membership sequence is in the form (𝜇𝐴
1  𝑥 , 𝜇𝐴

2 𝑥  ,………𝜇𝐴
𝑝 𝑥  ) where  𝜇𝐴

1  𝑥  ≥  𝜇𝐴
2 𝑥  ≥

⋯  ≥ 𝜇𝐴
𝑝 𝑥  

 

Definition: 2.11 

The Cardinality of the membership function Mc(x) is the length of an element x in the Fuzzy Multi Set A denoted as 

𝜂, defined as η = Mc(x). If A, B, C are the FMS defined on X, then their cardinality η = Max , η(A), η(B), η(C) }. 

 

Definition: 2.12 

A Triangular fuzzy multi number𝐴𝑖  is denoted by 3 – tuples  𝑎𝑖 ,𝑏𝑖 , 𝑐𝑖 , where 𝑎𝑖 ,  𝑏𝑖  𝑎𝑛𝑑  𝑐𝑖are real numbers and 

𝑎𝑖  ≤   𝑏𝑖  ≤   𝑐𝑖with membership function defined as 

 

𝜇𝐴𝑖
 𝑥 =  

 
 
 

 
 

0                𝑓𝑜𝑟     𝑥 ≤ 𝑎𝑖
𝑥 − 𝑎𝑖

𝑏𝑖 − 𝑎𝑖
           𝑓𝑜𝑟 𝑎𝑖  ≤ 𝑥 ≤ 𝑏𝑖

𝑐𝑖 − 𝑥

𝑐𝑖 − 𝑏𝑖
           𝑓𝑜𝑟  𝑏𝑖 ≤ 𝑥 ≤ 𝑐𝑖

    0                 𝑓𝑜𝑟    𝑥 ≥    𝑐𝑖  
 
 

 
 

 

Definition: 2.13 

A Trapezoidal fuzzy multi number𝐴𝑖  is denoted by 4 – tuples  𝑎𝑖 , 𝑏𝑖 , 𝑐𝑖 , 𝑑𝑖 , where 𝑎𝑖 , 𝑏𝑖 , 𝑐𝑖  𝑎𝑛𝑑  𝑑𝑖are real numbers 

and 𝑎𝑖 ≤ 𝑏𝑖  ≤  𝑐𝑖 ≤ 𝑑𝑖with membership function defined as 

 

𝜇𝐴𝑖
 𝑥 =  

 
 
 
 

 
 
 

0                       𝑓𝑜𝑟     𝑥 ≤ 𝑎𝑖
𝑥 − 𝑎𝑖

𝑏𝑖 − 𝑎𝑖
           𝑓𝑜𝑟 𝑎𝑖 ≤ 𝑥 ≤ 𝑏𝑖

1                      𝑓𝑜𝑟  𝑏𝑖 ≤ 𝑥 ≤ 𝑐𝑖

𝑑𝑖 − 𝑥

𝑑𝑖 − 𝑐𝑖
           𝑓𝑜𝑟  𝑐𝑖 ≤ 𝑥 ≤ 𝑑𝑖

0                      𝑓𝑜𝑟    𝑥 ≥   𝑑𝑖  
 
 
 

 
 
 

 

Definition: 2.14 

A Pentagonal fuzzy multi  number𝐴𝑖  is denoted by 5 – tuples  𝑎𝑖 , 𝑏𝑖 , 𝑐𝑖 , 𝑑𝑖 , 𝑒𝑖 , where 𝑎𝑖 , 𝑏𝑖 , 𝑐𝑖 , 𝑑𝑖  𝑎𝑛𝑑  𝑒𝑖are real 

numbers and 𝑎𝑖 ≤   𝑏𝑖 ≤   𝑐𝑖 ≤   𝑑𝑖 ≤  𝑒𝑖with membership function defined as 
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𝜇𝐴𝑖
 𝑥 =  

 
 
 
 
 

 
 
 
 

0                      𝑓𝑜𝑟     𝑥 ≤ 𝑎𝑖
𝑥−𝑎𝑖

𝑏𝑖−𝑎𝑖
           𝑓𝑜𝑟 𝑎𝑖 ≤ 𝑥 ≤ 𝑏𝑖

𝑥−𝑏𝑖

𝑐𝑖−𝑏𝑖
           𝑓𝑜𝑟 𝑏𝑖 ≤ 𝑥 ≤ 𝑐𝑖

1                                𝑓𝑜𝑟  𝑥 = 𝑐𝑖
𝑑𝑖−𝑥

𝑑𝑖−𝑐𝑖
           𝑓𝑜𝑟  𝑐𝑖 ≤ 𝑥 ≤ 𝑑𝑖

𝑒𝑖−𝑥

𝑒𝑖−𝑑𝑖
           𝑓𝑜𝑟  𝑑𝑖 ≤ 𝑥 ≤ 𝑒𝑖

0                      𝑓𝑜𝑟    𝑥 ≥   𝑒𝑖  
 
 
 
 

 
 
 
 

 

Definition : 2.15 

A hexagonal fuzzy multi number𝐴𝑖 is specified by 6 tuples AH = (𝑎𝑖 , 𝑏𝑖 , 𝑐𝑖 ,𝑑𝑖 , 𝑒𝑖 ,   𝑓𝑖) 

where𝑎𝑖 , 𝑏𝑖 , 𝑐𝑖 , 𝑑𝑖 , 𝑒𝑖 ,𝑎𝑛𝑑   𝑓𝑖   are real number and 𝑎𝑖 ≤ 𝑏𝑖 ≤ 𝑐𝑖 ≤ 𝑑𝑖 ≤ 𝑒𝑖 ≤   𝑓𝑖  withmembership function are given 

below        

𝜇𝐴𝑖
(x)  =

 
 
 
 
 
 
 

 
 
 
 
 
 

0                                for   x ≤  𝑎𝑖

1

2
 

x − 𝑎𝑖

𝑏𝑖 − 𝑎𝑖
                for  𝑎𝑖 ≤ x ≤  𝑏𝑖

1

2
+

1

2
(

x − 𝑏𝑖

𝑐𝑖 − 𝑏𝑖
)          for  𝑏𝑖 ≤ x ≤ 𝑐𝑖

1                              for  𝑐𝑖 ≤ x ≤ 𝑑𝑖

1 −
1

2
(

x − 𝑑𝑖

𝑒𝑖 − 𝑑𝑖
)           for  𝑑𝑖 ≤ x ≤ 𝑒𝑖

1

2
(
𝑓𝑖 − x

𝑓𝑖 − 𝑒𝑖
)                    for 𝑒𝑖 ≤ x ≤ 𝑓𝑖

0                              for   x  ≥  𝑓𝑖
 
 
 
 
 
 
 

 
 
 
 
 
 

 

 

 

Definition: 2.16 

A Fuzzy number 𝐴𝑖 is a normal octagonal fuzzy multi number denoted by𝐴𝑖=(𝑎𝑖 , 𝑏𝑖 ,  𝑐𝑖 ,  𝑑𝑖 , 𝑒𝑖 ,   𝑓𝑖 , 𝑔𝑖 ,   𝑖) where𝑎𝑖 ,

𝑏𝑖 ,  𝑐𝑖 ,  𝑑𝑖 , 𝑒𝑖 ,   𝑓𝑖 , 𝑔𝑖  𝑎𝑛𝑑    𝑖  are real number and 𝑎𝑖 ≤ 𝑏𝑖 ≤ 𝑐𝑖 ≤ 𝑑𝑖 ≤ 𝑒𝑖 ≤ 𝑓𝑖 ≤ 𝑔𝑖 ≤ 𝑖  with  its membership function 

is given below. 

𝜇𝐴𝑖
(x) =

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

0                                                    for  x < 𝑎𝑖

1

2
(

x − 𝑎𝑖

𝑏𝑖 − 𝑎𝑖
)                             for 𝑎𝑖 ≤ x ≤ 𝑏𝑖

0.5                                      for 𝑏𝑖 ≤ x ≤ 𝑐𝑖

1

2
 + 

1

2
 

x − 𝑐𝑖

𝑑𝑖 − 𝑐𝑖
                   for 𝑐𝑖 ≤ x ≤ 𝑑𝑖

1                                            for 𝑑𝑖 ≤ x ≤
1

2
 + 

1

2
 
𝑓𝑖 − x

𝑓𝑖 − 𝑒𝑖
                 for  𝑒𝑖 ≤ x ≤ 𝑓𝑖

0.5                                       for  𝑓𝑖 ≤ x ≤ 𝑔𝑖

1

2
 
𝑖 − x

𝑖 − 𝑔𝑖
                              for 𝑔𝑖 ≤ x ≤ 𝑖

0                                                  for  x ≥  𝑖

𝑒𝑖

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

 

Definition: 2.17 

The ranking function is an effective method of arranging fuzzy numbers. The ranking function is denoted by F (ℝ ),  

where ℝ: F(ℝ  ) →ℝ , and F (ℝ  ) is the collection of fuzzily specified numbers on a real line with a natural order. 

Let𝑎, 𝑏 ∈ ℝ, then ranking function for real numbers 𝑎, 𝑏 is defined as  
(i)  𝐷 𝑎, 𝑏 > 0 ⟺ 𝐷 𝑎, 0 > 𝐷 𝑏, 0 ⟺ 𝑎 > 𝑏 
(ii) 𝐷 𝑎, 𝑏 < 0 ⟺ 𝐷 𝑎, 0 < 𝐷 𝑏, 0 ⟺ 𝑏 < 𝑎 

(iii) 𝐷 𝑎, 𝑏 = 0 ⟺ 𝐷 𝑎, 0 = 𝐷 𝑏, 0 ⟺ 𝑏 = 𝑎 
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RANKING MEASURES OF FUZZY NUMBERS 

In general, a fuzzy number A is described as any fuzzy subset of real line R, whose membership function  𝜇𝐴 satisfies 

the condition that𝜇𝐴is a continuous mapping from R to the closed interval [0,1]. Then the Ranking Measure of 

Graded Mean Integration Representation proposed by Chen and Hsieh [7] is as follows for the  

 Triangular fuzzy number (a, b, c) is 
( a + 4b + c)

 6
 

 Trapezoidal fuzzy number (a, b, c, d) is  
( a + 2b + 2c+d)

 6
 

 Pentagonal fuzzy number (a, b, c, d, e) is  
( a + b + 4c + d + e)

 8
 

 Hexagonal fuzzy number (a, b, c, d, e, f) is  
( a + b + 4c + 4d + e+f)

 12
 

 Octagonal fuzzy number (a, b, c, d, e, f, g, h) is 
  a + b + c + 4d +4 e+ f+ g+ h 

 14
 

 

Later Helipern [10] proposed the Ranking Measure for the fuzzy number based on the expected value as  

 Triangular fuzzy number (a, b, c) is  
( a + 2b + c)

 4
 

 Trapezoidal Fuzzy Set  (a, b, c, d) is  
( a + b + c + d)

 4
 

 Pentagonal Fuzzy Set (a, b, c, d, e) is  
( a + b + 2c + d + e)

 6
 

 Hexagonal Fuzzy Set (a, b, c, d, e, f) is  
( a + b + 2c +2d + e+f)

 8
 

 Octagonal Fuzzy Set (a, b, c, d, e,  f ,g, h) is 
( a + b + c + 2d + 2e+ f  + g +h )

 10
 

Recently, using the Sub Interval Average Method, the Ranking Measure of linear fuzzy numbers was defined by 

Stephen Dinagaret.all [ 14 ] as   

 
( a + b + c)

 3
  for the Triangular fuzzy number (a, b, c ) 

 
( a + b + c + d)

 4
   for the Trapezoidal fuzzy number (a, b, c, d )   

 
( a + b + c + d + e)

 5
  for the Pentagonal fuzzy number (a, b, c, d, e ) 

 
  a + b + c + d + e+f 

 6
for Hexagonal fuzzy number (a, b, c, d, e, f ) 

 
( a + b + c + d + e  + f+ g  +h)

 8
for Octagonal fuzzy number (a, b, c, d, e, f, g, h) 

Analytical Evaluation of the Fuzzy Ranking Measures  

 

Example 1 :  The Ranking Measure of  the given triangular fuzzy numbers of  A  = { (3,4,5)}, B =  { (8,10, 12)}, C = 

{(2,3,5)}, D = {(4,5,6)}, E = {(1,1,3)},  F = { (4,8,9)} is represented in the following tabular form for the three defined 

methods of Graded Mean Integration Representation Method by Chen & Hsieh, Expected Value Method by Helipern 

and Sub Interval Average Method by Stephen Dinagarshows that, these measures are well suited to use for any 

linguistic variables. 

 

Example 2 :  The determination of the Ranking Measure of the trapezoidal fuzzy numbers of  A = {(3,5,6,8)},  B = 

{(4,5,7,10)}, C = {(3,4,5,7)} and D = {(2,4,8,10)}  is in the following table using the three defined methods of Graded 

Mean Integration Representation Method, Expected Value Method and Sub Interval Average Method shows that, 

these measures are well suited for any decision making real time applications. 

 

Example 3 :  The pentagonal fuzzy numbers Ranking Measure of A = {(2,4,5,7,8)},                     B = {(7,8,9,10,12)}, C = 

{(3,4,5,6,8)} and D = {(8,9,10,12,13) is illustrated in the following tabular column for the three defined methods by 

Graded Mean Integration Representation Method of Chen & Hsieh, Expected Value Method of Helipern and Sub 

Interval Average Method of Stephen Dinagarshows that these measures are well suited for any real tie applications. 

 

Example 4 :  The Ranking Measure of  the given hexagonal fuzzy numbers of  

A = {( 1,2,3,4,4,5)},  B = {(8,7,9,10,12,13)}, C = {(3, 5,7,8,9,10)} and  
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D = {(14,15,17,19,20,24) } is defined in the following tabular column for the methods of  Graded Mean Integration 

Representation Method, Expected Value Method and Sub Interval Average Method which shows that the these 

measures are efficient. 

 

Example 5 :  The three defined methods of Graded Mean Integration Representation Method by Chen & Hsieh, 

Expected Value Method by Helipern and Sub Interval Average Method by Stephen Dinagarofthe octagonal fuzzy 

numbers,  A = {(8,9,10,12,15,16,18,20) },    

B  = {(2, 5,9,12,15,18,20,24) }, C = {(3,4,6,8,10,13,15,19) }, D = {(3,4,5,7,8,9,11,12) } isrepresented in the following 

tableshows that the these measures are well suited for any decision making applications  

 

RANKING MEASURES OF FUZZY MULTI NUMBERS 

 

The membership sequence is in the form (𝜇𝐴
1  𝑥 , 𝜇𝐴

2 𝑥  ,………𝜇𝐴
𝑝 𝑥  ) where  𝜇𝐴

1  𝑥  ≥  𝜇𝐴
2 𝑥  ≥ ⋯  ≥ 𝜇𝐴

𝑝 𝑥 with the 

Cardinality, the length of an element x in the Fuzzy Multi Set A denoted as 𝜂.   Here, we have introduced the ranking 

measure for the Triangular, Trapezoidal, Pentagonal, Hexagonal and Octagonal of Graded Mean Representation 

Method,Helipern’s Expected Value Method and Sub Interval Average Method 

 

Method I  

We have defined the Ranking Measure by the Graded Mean Integration Representation of fuzzy multi number𝐴𝑖 .  

 Triangular fuzzy multi numbers (ai, bi, ci)  is
1

η 
 

( a𝑖+ 4b 𝑖  +c𝑖)

 6

η

𝑖=1
 

 Trapezoidal fuzzymulti numbers (ai, bi, ci, di) is  
1

η 
 

( a𝑖+ 2b 𝑖 +2c𝑖 + 𝑑𝑖)

 6

η

𝑖=1
 

 Pentagonal fuzzy multi numbers (ai, bi, ci, di, ei)  is  
1

η 
 

( a𝑖+ b 𝑖  +4c𝑖 + 𝑑𝑖  + 𝑒𝑖  )

 8

η

𝑖=1
 

 Hexagonal fuzzy multi numbers (ai, bi, ci, di, ei, fi)   is 
1

η 
 

( a𝑖+ b 𝑖  + 4c 𝑖 + 4𝑑𝑖  + 𝑒𝑖+ 𝑓𝑖)

 12

η

𝑖=1
 

 Octagonal fuzzy multi numbers( 𝑎𝑖𝑏𝑖𝑐𝑖    𝑑𝑖𝑒𝑖  𝑓𝑖   𝑔𝑖  𝑖) is  

1

η 
 

( a𝑖 + b𝑖  + c𝑖 + 4𝑑𝑖 +  4𝑒𝑖  +  𝑓𝑖  + 𝑔𝑖  + 𝑖)

 14

η

𝑖=1

 

Method II  

We have presented a new techniquethat make use ofHelipern’s Expected Value. Here, the notions of the expected 

value are based on the lower and upper expected values of 𝐴𝑖 ,fuzzy multi number.  

 Triangular fuzzy multi numbers (ai, bi, ci)  is 
1

η 
 

( a𝑖+ 2b 𝑖  +c 𝑖)

 4

η

𝑖=1
 

 Trapezoidal fuzzy multi numbers (ai, bi, ci, di) is  
1

η 
 

( a𝑖+ b 𝑖  + c𝑖 + 𝑑𝑖)

 4

η

𝑖=1
 

 Pentagonal fuzzy multi numbers (ai, bi, ci, di, ei)  is  
1

η 
 

( a𝑖+ b 𝑖  +2c𝑖 + 𝑑𝑖  + 𝑒𝑖  )

 6

η

𝑖=1
 

 Hexagonal fuzzy multi numbers (ai, bi, ci, di, ei, fi)  is 
1

η 
 

( a𝑖+ b 𝑖  + 2c𝑖 + 2𝑑𝑖  + 𝑒𝑖+ 𝑓𝑖)

 8

η

𝑖=1
 

 Octagonal fuzzy multi numbers( 𝑎𝑖𝑏𝑖𝑐𝑖    𝑑𝑖𝑒𝑖  𝑓𝑖   𝑔𝑖  𝑖)is  

1

η 
 

( a𝑖 + b𝑖  + c𝑖 + 2𝑑𝑖 +  2𝑒𝑖  +  𝑓𝑖  + 𝑔𝑖  + 𝑖)

 10

η

𝑖=1

 

Method III 

Another Ranking Measure based onSub Interval Average for Ranking of Linear Fuzzy Multi Number𝐴𝑖 is also 

proposedas follows: 

 
1

η 
 

( a𝑖+ b 𝑖  +c𝑖)

 3

η

𝑖=1
  for the Triangular fuzzy multi numbers (ai, bi, ci,) 

 
1

η 
 

( a𝑖+ b 𝑖  + c𝑖 + 𝑑𝑖)

 4

η

𝑖=1
 for the Trapezoidal fuzzy multi numbers (ai, bi, ci, di) 

 
1

η 
 

( a𝑖+ b 𝑖  + c𝑖 + 𝑑𝑖  + 𝑒𝑖  )

 5

η

𝑖=1
for the Pentagonal fuzzy multi numbers (ai, bi, ci, di, ei) 

 
1

η 
 

( a𝑖+ b 𝑖  + c𝑖 +  𝑑𝑖  + 𝑒𝑖+ 𝑓𝑖 )

 6

η

𝑖=1
for Hexagonal fuzzy multi numbers (ai, bi, ci, di, ei, fi) 
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1

η 
 

( a𝑖+ b 𝑖  +c𝑖 +  𝑑𝑖 +  𝑒𝑖  + 𝑓𝑖  + 𝑔𝑖  +  𝑖)

 8

η

𝑖=1
for Octagonal fuzzy multi numbers 

( 𝑎𝑖𝑏𝑖𝑐𝑖   𝑑𝑖𝑒𝑖  𝑓𝑖   𝑔𝑖  𝑖) 

 

Analytical Evaluation of the Fuzzy Multi Ranking Measures  

Example 1 :  The Ranking Measure of  the triangular fuzzy  multi numbers of cardinality η = 4 

A = { (3,4,5) (4,5,6) (3,4,4) (2,3,6)}, B =  { (8,10, 12) (7,9,11) ( 6,8,9) (11,12,13)},  

C = {(2,3,5) (4,7,7) (3,5,6) (1,2,3)}, D  = {(4,5,6) (3,4,7) (2,5,8) (7,8,9)},  

E = {(1,1,3) (2,4,5) (3,7,9) (5,7,8)},F = { (4,8,9) (5,5,5 ) (6,7,8) (7,10,12)}  

is represented in the following tabular column for the three defined methods of Graded Mean Integration 

Representation Method by Chen & Hsieh, Expected Value Method by Helipern and Sub Interval Average Method by 

Stephen Dinagar which shows that these measures are well suited to use for any multi linguistic variables. 

 

Example 2 :  The determination of the Ranking Measure of the trapezoidal fuzzy multi numbers of cardinality η = 3 

A = {(3,5,6,8) (7, 9,10,11) (2,4,5,7) }, B = {(4,5,7,10) (8,10,13,14) (2,8,13,16)},  

C = {(3,4,5,7) (6,7,12,14) (5,4,7,8)}, D = {(2,4,8,10) (3,7,11,15) (2,7,10,14)} is in the following table using the three defined 

methods of Graded Mean Integration Representation Method, Expected Value Method and Sub Interval Average 

Method which shows that these measures are well suited for any multi decision making real time applications. 

 

Example 3 :  The pentagonal fuzzy multi numbers Ranking Measure of cardinality η = 3 

A = {(2,4,5,7,8) (3,5,7,9,11) (4,8,9,13,14)}, B = {(7,8,9,10,12) (10,12,14,16,18) (2,5,7,9,13)}, C={(3,4,5,6,8)(5,7,8,,9,11) 

(2,5,7,9,15)}, D = {(8,9,10,12,13) (10,12,14,15,17) (7, 8,9,10,11)} is illustrated in the following tabular column for the 

three defined methods of Chen & Hsieh, Helipern and Stephen Dinagar. It is clearthat,these measures are well 

suited for any real time applications with multiple criteria 

 

Example 4 :  The Ranking Measure of  the hexagonal fuzzy  multi numbers of cardinality η = 3 

A = {( 1,2,3,4,4,5) (2,5,7,8,9,10) (4,5,6,7,8,10)},  

B = {(8,7,9,10,12,13) (10,12,13,15,16,18) (9,10,14,15,18,20)},  

C = {(3, 5,7,8,9,10) (9,10,12,14,18,19) (2,5,7,8,10,13),  

D = {(14,15,17,19,20,24) (5,8,10,12,14,16) (6,8,9,11,14,18)}  is defined in the following tabular column for the methods of  

Graded Mean Integration Representation Method, Expected Value Method and Sub Interval Average Method which 

shows that the these measures are efficient. 

 

 

Example 5 :  The three defined methods of Graded Mean Integration Representation Method by Chen & Hsieh, 

Expected Value Method by Helipern and Sub Interval Average Method by Stephen Dinagarofthe octagonal fuzzy 

multi  numbersof cardinality of η = 2,  

A = {(8,9,10,12,15,16,18,20) (10,12,14,16,19,21,25,28)},  

B  = {(2, 5,9,12,15,18,20,24) (1,2,3,6,7,8,10,14)},  

C = {(3,4,6,8,10,13,15,19) (1,2,3,4,5,6,7,8)},  

D = {(3,4,5,7,8,9,11,12) (2,5,7,9,12,13,14,17)}is explained in the following tableshows that, these measures are well 

suited for any multi criteria decision making applications  

 

SIGNIFICANCE OF THE STUDY 

There are many ranking measures available to the Fuzzy Environments, but still the percentage of verification varies. 

In Fuzzy Environments, we deal with the membership functions once (single data), whereas in Fuzzy Multi 

Environments, we deal with repeated (multi) membership functions.  The new ranking measures of Fuzzy Multi 

Environment analyses the options in a more intuitively, appealing and consistent way than the other specified 

measures. Hence, we have introduced the Ranking Measure of Fuzzy Multi Numbers of Triangular, Trapezoidal, 

Pentagonal, Hexagonal and Octagonal categories.  This concept of Ranking Measures for the Fuzzy Multi Numbers 
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can be applicable in any multi criteria decision making analysis which is found to be aunique, advanced, new 

application-oriented approach. 

 

CONCLUSION 
 

We have studied three ranking measures of fuzzy numbers of Graded Mean Integration Representation Method by 

Chen & Hsieh, Expected Value Method by Helipern and Sub Interval Average Method by Stephen Dinagar and in 

this paper, we have extended those measures to Fuzzy Multi Numbers. The introduced ranking techniques of 

Fuzzy Multi Numbers are compared by considering the Triangular, Trapezoidal, Pentagonal, Hexagonal and 

Octagonal Fuzzy Multi Numbers with its membership function. The Fuzzy Multi Numbers are transformed to crisp 

data by the introduced ranking techniques. The efficiency of the Ranking Techniques is analyzed with the 

numerical examples, and it is clear that all three methods are well suited for any multi criteria decision making 

problemsas their ranking measures are closer to one another. 
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Table 1. Triangular Fuzzy Ranking 

Triangular Fuzzy Ranking A B C D E F 

Method 1 4 10 3.1667 5 1.3333 7.5 

Method 2 4 10 3.25 5 1.5 7.25 

Method 3 4 10 3.3333 5 1.6667 7 
 

Table 2. Trapezoidal Fuzzy Ranking 

Trapezoidal Fuzzy Ranking A B C D 

Method 1 5.5 6.33333 4.6667 6 

Method 2 5.5 6.5 4.75 6 

Method 3 5.5 6.5 4.75 6 
 

Table 3. Pentagonal Fuzzy Ranking 

Pentagonal Fuzzy Ranking        A         B            C          D 

Method 1 5.125 9.125 5.125 10.25 

Method 2 5.1667 9.1667 5.1667 10.3333 

Method 3 5.2 9.2 5.2 10.4 
 

Table 4. Hexagonal Fuzzy Ranking 

 
 
 
 
 
 

 

Table 5. Octagonal Fuzzy Ranking 

 

Octagonal Fuzzy Ranking A B C D 

Method 1 13.5 13.2857 9.4286 7.4286 

Method 2 13.5 13.2 9.6 7.4 

Method 3 13.5 13.125 9.75 7.375 
 

Table 6. Triangular Fuzzy Multi Ranking 

Triangular Fuzzy Multi Ranking A B C D E F 

Method 1 4.0416 9.7083 4.125 5.5833 4.6667 7.3333 

Method 2 4.0625 9.6875 4.0625 5.625 4.625 7.25 

Method 3 4.0833 9.6667 4 5.6667 4.5833 7.1667 

 

Hexagonal Fuzzy Ranking A B C D 

Method 1 3.3333 9.6667 7.25 18.0833 

Method 2 3.25 9.75 7.125 18.125 

Method 3 3.1667 9.8333 7 18.1667 
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Table 7. Trapezoidal Fuzzy Multi Ranking 

Trapezoidal Fuzzy Multi Ranking A B C D 

Method 1 6.4444 9.3333 6.7222 7.7778 

Method 2 6.4167 9.3333 6.8333 7.75 

Method 3 6.4167 9.3333 6.8333 7.75 

 

Table 8. Hexagonal Fuzzy Multi Ranking 

Hexagonal Fuzzy Multi Ranking A B C D 

Method 1 5.6944 12.6945 9.3611 13.1667 

Method 2 5.625 12.7083 9.375 13.25 

Method 3 5.5556 12.7222 9.3889 13.3333 
 

Table 9. Octagonal Fuzzy Multi Ranking 

Octagonal Fuzzy Multi Ranking A B C D 

Method 1 15.6786 9.8571 6.9643 8.7857 

Method 2 15.75 9.8 7.05 8.7 

Method 3 15.8125 9.75 7.125 8.625 
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Mental problems are becoming more and more common as a result of ambitious lifestyle, urbanisation, 

and stressful surroundings. Schizophrenia is a chronic psychiatric condition that affects people all over 

the world, with a lifetime prevalence of 1% and significant long-term mortality and morbidity. A 

devastating, inherited brain condition called schizophrenia is caused by defects that appear early in 

infancy and disrupt the brain's natural development. There are now a number of dietary supplements 

and herbal medicines that can be used alone by people with mild to severe symptoms of schizophrenia. 

Ayurvedic medications and dietary supplements can be used as adjuvant therapy with current 

medications for schizophrenic patients who have severe symptoms in order to maximise the therapeutic 

efficacy while minimising the side-effect load. This article provides information on some typical 

complementary treatments as well as specific medicinal plants that are used to treat various ailments, 

including schizophrenia.  

 

Keywords: Medicinal, herbal, urbanisation, schizophrenia, dietary supplements.  
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INTRODUCTION 
 

India has a long history of learning about using plant-based medicines for both therapeutic and preventive purposes. 

These plants are widely grown in the wild and are specifically used in local pharmaceutical factories. Some of these 

plants yield high-potential pharmaceuticals with a high value for export [1]. The history of using plants and plant-

based products as medicines dates back to the dawn of human civilization. The Rig Veda, which is regarded as the 

oldest collection of human knowledge and is thought to have been composed between 4500 and 1600 B.C., has the 

earliest reference of the medical usage of plants in Hindu culture [2]. Ambitious living, urbanisation, and stressful 

environments have all contributed to the rise in the prevalence of mental illnesses [3]. It has been discovered that the 

Indian system of complementary medicine (herbal medications) has drawn interest from all around the world due to 

its efficacy and security. Therefore, with a remarkable rate of success, these traditional herbal medicines are being 

tried for a variety of medical conditions such as arthritis, jaundice, respiratory illness, hyperlipidaemia, diabetes 

mellitus, hypertension, obesity, schizophrenia, and coronary artery disease, among others [4]. India is a country 

where Ayurveda has been used quite successfully since the Vedic era. Although various plant sources that are 

known to have CNS function have been investigated [5].One of the most exhausting, expensive, and complicated 

illnesses is psychosis. The Greek word "-osis" denotes an abnormal state, and the word "psyche" is often used to refer 

to the mind or soul. Thus, a loss of connection to reality is a common description of psychosis. These conditions 

affect a person's capacity to think clearly, make sound decisions, react emotionally, communicate clearly, assess 

reality, and conduct appropriately [3]. 

 

Due to the fact that there is no cure for incurable psychotic diseases, only symptomatic treatment is available, there is 

an increasing need for medications with minimal side effects, particularly when administered for an extended period 

of time.Herbal medications are recognised to have extremely little side effects, making them a promising treatment 

option for chronic CNS illnesses that are essentially incurable [6].Due to its affordability, environmental friendliness, 

and ability to effectively treat illness condition, herbal medicines are attracting more and more attention [7].  A 

crucial organ system is the central nervous system (CNS). Drugs that affect the central nervous system are therefore 

crucial from both perspectives. It's not always been evident how specific medications affect the CNS or how they 

work. Since many of the ailments for which these medications are prescribed (schizophrenia, anxiety, etc.) have 

poorly known root causes [8].it is still unclear what exactly causes the illness. There are many subgroups of people 

who have schizophrenia; for instance, drug-resistant illnesses may represent a separate subtype of schizophrenia 

rather than just a more severe variety. The present antipsychotic regimen is efficient in treating the disease's positive 

symptoms, but there are few options for addressing the disease's negative symptoms and cognitive issues [9]. 

 

It is frequently a chronic, debilitating illness that affects numerous functional domains. The typical course of 

treatment for schizophrenia is based on the biopsychosocial model and includes prescribing antipsychotic 

medications, as well as patient and family counselling[10]. The majority of schizophrenia patients may experience a 

chronic course and require long-term maintenance therapy. Even though antipsychotic therapy is a mainstay of 

schizophrenia maintenance therapy, patients nevertheless frequently experience relapse and other side effects from 

antipsychotic medication. Herbal medicine and other alternative therapies are being used more frequently to treat 

schizophrenia in order to increase therapeutic efficacy and lessen unfavourable side effects associated with 

antipsychotic therapy [11]. Antipsychotic medications are used to treat psychosis. The first generation of 

antipsychotics, also known as neuroleptics, are known as antipsychotics, whereas the second generation are known 

as atypical antipsychotics.The effectiveness and side effects of atypical antipsychotics are usually thought to be 

superior than those of typical antipsychotics [12]. 

 

MEDICINAL PLANTS HAVING ANTISCHIZOPHRENIC ACTIVITY 

Maidenhair tree (Ginkgo biloba): The primary constituents of ginkgo biloba extract include terpenoids, flavonol 

glycosides and proanthocyanidin [13,14]. Ginkgo biloba extracts contains  anti-oxidant and anti-inflammatory 

properties . They have been linked to terpene and flavone lactone actions, as well as increased cerebral blood flow 
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and antiplatelet effects [15].Together with clozapine, they are promising treatments for schizophrenia since they 

considerably lessen the negative symptoms that people with schizophrenia experience. [16]. 

 

Ashwagandha (Withania somnifera):  It consists of dried root and stem bases from the Solanaceae plant Withania 

somnifera. In subtropical India and all other arid regions, this plant thrives freely. Ashwagandha is also referred to as 

Indian ginseng, poison gooseberry, and winter cherry. Alkaloids and steroidal lactone are the main chemical 

components. The alkaloids in ashwagandha include somniferinine, somnine, somniferinine, withananine, pseudo-

withanine, tropine, pseudo-tropine, 3-a-gloyloxytropane, cuscohygrine, and anaferine, with withanine being the 

main one [17]. 

 

St. John’s Wort  (Hypericum perforatum): This herb can be utilised to treat various positive, negative, and cognitive 

symptoms of schizophrenia since it also inhibits serotonin receptors, whose activity has been discovered to be 

increased in schizophrenia [18]. 

 

Spinach (Spinacia oleracea): Spinach, a member of the family Chenopodiaceae, has a multitude of therapeutic 

benefits. It is an excellent package of unique phytoconstituents such as ascorbic acid, apigenin, astragalin, caffeic, 

lutein, β-carotene, ferulic acid, kampeferol, rutin, querecetin, myricetin, luteolin, ortho-coumaric acid, para-coumaric 

acid, stigmasterol, protocatechuic acids, methylenedioxyflavonol, glycoglycerolipids, 20- hydroxyecdysone, 

vitamins, spirasaponins violaxanthin etc., which are responsible for its biomedicinal& pharmacotherapeutic 

effects[19]. 

 

Kava(Piper methysticum): One of the few herbal treatments with a known pharmacologically active component is 

kava. A biologically active substance known as kavain and kavapyrone is derived from the kava plant, Piper 

methysticum. It is unknown how exactly the kavapyrones cause these effects because they operate in a number of 

different ways, including by inhibiting voltage-dependent sodium channels, raising GABAA (-aminobutyric acid) 

receptor densities, blocking norepinephrine reuptake, and inhibiting glutamate release [20, 21,22]. 

 

Brahmi (Bacopa monnieri): Brahmi (Bacopa monnieri; family: Scrophulariaceae), an Ayurvedic herb, has been used 

extensively to enhance cognition, memory, and learning skills. The addition of 500 mg/day of Brahmi extract over the 

course of a month reduced psychopathology in a case study of schizophrenia without resulting in any treatment-

emergent negative effects [23]. Brahmi, a herb with nervine and revitalising properties, soothes nervous excitement 

and has sedative-like effects [24].  

 

Tulsi (Ocimumbasilicum) : The scientific name for sweet basil, also known as Reihan, is Ocimumbasilicum L. 

(Family Lamiaceae) [25].Ocimumbasilicum leaves have antioxidant qualities that may be used to treat schizophrenia 

and other brain illnesses. Regularly consuming tea made from O. basilicum leaves can improve brain function and, 

as a result, help to moderate schizophrenia symptoms. For best effects, try to consume this herb tea twice daily 

[26,27,28,29]. 

 

Ginseng(Panax ginseng): The dried roots of several species of panax, including P. ginseng, P. japonica, P. 

notoginseng, and P. quinquefolium, are used to make ginseng. A variety of saponin glycosides from the triterpenoid 

family are found in ginseng. Ginsenosides, panaxosides, and chikusetsusaponin are the names given to them. The 

majority of ginseng species contain ginsenosides, polysaccharides, peptides, polyacetylenic alcohols, and fatty acids 

among their constituents [30]. It strengthens the ability to fight off sickness and increases natural resistance. It has 

calming and stimulating effects [31]. 

 

Ziziphus jujube(Ziziphus mauritiana):A species of Ziziphus in the buckthorn family Rhamnaceae, Ziziphus 

zizyphus is also known as jujube (or jujuba), red date, or Chinese date. It is mostly utilised as a fruiting shade tree. 

The fruits are utilised in traditional Chinese and Korean medicine, where they are thought to reduce stress,[32] and 

traditionally for sedative[33] antioxidant, immunostimulant, and wound healing properties[34]. 
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Cardamom (Elettaria cardamomum): The numerous symptoms of schizophrenia may also be managed with the use 

of Elettaria cardamomum seeds. The neurological system benefits greatly from the therapeutic qualities of E. 

cardamomum seeds. Making herbal tea is the simplest way to use E. cardamomum seeds. This tea should be 

consumed twice per day to aid with schizophrenia symptoms. 

 

Liquorice (Glycyrrhiza glabra): Compounds and minerals included in Glycyrrhiza glabra may help to manage and 

control the healthy status of the brain. This herb is very effective at reducing stress and anxiety. Schizophrenia could 

be successfully treated with G. glabra's healing abilities. For this remedy, morning consumption on an empty 

stomach yields the finest benefits. Breakfast should be consumed after an hour has passed so that the herb can be 

thoroughly digested and absorbed into the bloodstream [26,27,28,29]. 

 

Saffron(Crocus sativus): The perennial herb Crocus sativus L. (C. sativus) belongs to the Liliaceae branch of the 

Iridaceae family [35,36]. Saffron extract or its components have antidepressant properties, according to recent 

pharmacological studies[37], anti-inflammatory, anti-tumor effects, radical-scavenging, learning and memory 

improving properties [38,39,40]. 

 

Amla (Phyllanthus emblica): Phyllanthus emblica is a sort of natural antioxidant. Additionally, it boosts the immune 

system, giving a much-needed boost the body to fight against psychological disorders like schizophrenia. One way 

of consuming the herb would be to bring the dried leaves of P. emblica and grind them all to create a smooth powder. 

Take one teaspoonful of the powder with hot water two times each day [26,27,28,29]. 
 

COMPLIMENTARY METHODS USED IN THE TREATMENT OF SCHIZOPHRENIA  

 

Multivitamin products:  Due to their inadequate diets, multivitamin products are advised for the vast majority of 

schizophrenia patients. Vitamins must be obtained from an outside source in order to adequately nourish the brain 

and other organs because humans cannot make them, with the exception of vitamin D[41]. 

 

EPA omega-3 fish oils:  Early scientific research suggests that taking fish oil capsules that are high in the EPA (a type 

of Omega-3 fatty acid) form of oil  may help people with schizophrenia by reducing their symptoms, despite the fact 

that the research is somewhat contradictory (there are some positive studies and some negative studies) [42]. 

 

Glycine: Numerous studies demonstrate that the non-essential amino acid glycine, especially when combined with 

the antipsychotic drugs haloperidol, thioridazine, and perphenazine, improves neurotransmitter activity and lessens 

negative symptoms of schizophrenia [43,44,45]. 

 

BENEFITS OF USING HERBS FOR SCHIZOPHRENIA [46,47] 

1. Less risk on health 

2. 2.Provides a wide range of noteworthy development 

3. Increase energy level 

4. Enhanced overall perception of health 

5. Reduced level of pain 

6. Increasing emotional stability 

7. Alleviating anxiety 

8. Reducing social isolation  

 

CONCLUSION 
 

Since the dawn of civilisation, plants have been used all across the world to treat illnesses. Plants are generally safe, 

free of adverse effects, widely available nearby, and environmentally good because they are natural items. Some 
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plants that have previously been investigated for their anti-schizophrenic effects by various researchers have been 

mentioned in this overview. Psychiatrists find it challenging to suggest nutritional supplements and natural cures 

instead of tested conventional therapies. Studies comparing the efficacy of herbal supplements and conventional 

therapies have been conducted. Herbal supplements and conventional therapies were not shown to be highly 

successful when used separately, but when combined, improved outcomes were obtained. Clinical investigations 

should consider further examining herbal extracts and elements with proven psychotherapy effects in animal 

models. Some nutritional supplements, such as anti-oxidant vitamins and EPA omega-3 fish oils, aid in reducing 

schizophrenia symptoms. As a result, using herbal therapy in conjunction with dietary supplements can produce 

superior effects. On the other side, our lifestyle choices have an impact on our health. 

 

REFERENCES 

 
1. Rathish R. Nair and Sumitra V. Chandra, 2005. Pucinia granatum – A potential source as antibacterial drug. 

Asian Journal of Microbiology, Biotechnology and Environmental Science, 7: 625- 628. 

2. Rastogi, R.P and B.N. Mehrotra, 2002. Glossary of Indian Medicinal Plants. National Institute of Science 

Communication, New Delhi, India. 

3. Siddique N, Hussain S, Yadav S, Gupta A. Psychosis and antipsychotic plants an: overview. Int J Indig Herb 

Drug . 2022Feb.12 [cited 2023Mar.8];7(1):22-9.  

4. Suresh V, Lakhani JD, Balaraman R. A Review on the Possible Therapeutic Intervention by Herbal Remedies on 

Antipsychotic Drugs Induced Metabolic Disorder. Journal of Natural Remedies. 2022. 

5. Wall PM,  Messier C:  Ethological confirmatory factor analysis  of anxiety  -  like  behaviour  in  the  murine 

elevated plus - maze. Behav Brain Res; 2000 Sep; 114 (1 - 2): 199 - 212.  

6. Reddy, K. S. Psychopharmacological studies of hydro alcoholic  extractof  whole  plant  of  Marsilea quadrifolia. 

J. Sci. Res.2012; 4 (1): 279 - 285. 

7. Horacek, J., Bubenikova - Valesova, V., Kopecek, M., Palenicek,  T.,  Dockery, C.,  Mohr,  P.  Mechanism  of 

action  of  atypical  antipsychotic  drugs  and  the neurobiology  of schizophrenia. CNS Drugs.2006; 20, 389–409. 

8. KatzungBG.In  Basic  and  Clinical  Pharmacology, Ninth  edition,  Lange Medical Publications, California.2010; 

175, 489 - 492 

9. Shi XJ, Fan FC, Liu H, Ai YW, Liu QS, Jiao YG, Cheng Y. Traditional Chinese medicine decoction combined with 

antipsychotic for chronic schizophrenia treatment: a systematic review and meta-analysis. Frontiers in 

Pharmacology. 2021 Jan 20;11:616088. 

10. Grover S, Davuluri T, Chakrabarti S. Religion, spirituality, and schizophrenia: A review. Indian journal of 

psychological medicine. 2014 Apr;36(2):119-24. 

11. Brothers Zhang ZJ, Tan QR, Tong Y, Wang XY, Wang HH, Ho LM, Wong HK, Feng YB, Wang D, Ng R, 

McAlonan GM. An epidemiological study of concomitant use of Chinese medicine and antipsychotics in 

schizophrenic patients: implication for herb-drug interaction. PloS one. 2011 Feb 16;6(2):e17239. 

12. K D Tripathi, Essential of Medicinal Pharmacology, Jaypee Medicinal Publisher Ltd. 6th Edition, 2008, 423 – 428. 

13. Natascia Brondino, Annalisa De Silvestri, Simona Re, Niccolò Lanati, Pia Thiemann, Anna Verna, Enzo 

Emanuele, and Pierluigi Politi. A Systematic Review and MetaAnalysis of Ginkgo biloba in Neuropsychiatric 

Disorders: From Ancient Tradition to Modern-Day Medicine. Evidence based complementary and alternative 

medicine, 2013; ID 915691: 11 

14. Hongyong Deng, Ji Xu, and Wing‐Fai Yeung. Ginkgo biloba versus placebo for schizophrenia. Cochrane 

Database of Systematic Reviews, 2017; (1): CD012524. 

15. Tulsulkar J, Shah ZA. Ginkgo biloba prevents transient global ischemia-induced delayed hippocampal neuronal 

death through antioxidant and anti-inflammatory mechanism. Neurochemistry International. 2013;62(2):189-97.  

16. Mishra A, Mishra AK, Jha S. Effect of traditional medicine brahmivati and bacoside A-rich fraction of Bacopa 

monnieri on acute pentylenetetrzole-induced seizures, amphetamine-induced model of schizophrenia, and 

scopolamine induced memory loss in laboratory animals. Epilepsy and Behavior. 2018;80:144- 51.  

Vasudha Negi et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

64160 

 

   

 

 

17. Sultan Zahiruddin, ParakhBasist, Abida Parveen, Rabea Parveen, Washim Khan, Gaurav, Sayeed Ahmad . 

Ashwagandha in Brain Disorders: A Review of Recent Developments. Journal of Ethnopharmacology, 2020; 15; 

257: 112876 

18. Reena kumari, madhukaundal, zaheerahmad, ashwalayan VD. Herbal and dietary supplements in treatment of 

schizophrenia: an approach to improve therapeutics. International journal of pharmaceutical sciences review and 

research, 2011; 10(1): 217-224. 

19. Monu Yadav, Milind Parle, Nidhi Sharma, Deepak Kumar Jindal, Aryan Bhidhasra, Mamta Sachdeva Dhingra, 

AnilKumar, Sameer Dhingra. Protective effects of Spinacia oleracea seeds extract in an experimental model of 

schizophrenia: Possible behavior, biochemical, neurochemical and cellular alterations. Biomedicine & 

Pharmacotherapy, 2018; 105: 1015-1025. 

20. Magura EI, Kopanitsa MV, Gleitz J. Kava extract ingredients, (+)-methysticin and (+/-)- kavain inhibit voltage-

operated Na (+)-channels in rat CA1 hippocampal neurons. Neuroscience, 1997; 81: 345-351 

21. Jussofie A, Schmiz A, Hiemke C, Kavapyrone enriched extract from Piper methysticum as modulator of the 

GABA binding site in different regions of rat brain. Psychopharmacology, 1997; 116: 469-474.  

22. Seitz U, Schule A, Gleitz J. Monoamine uptake inhibition properties of kava pyrones, Planta Medica, 1997; 63: 

548-549.  

23. Sukanto Sarkar, Biswa Ranjan Mishra, Samir Kumar Praharaj, S Haque Nizamie. Add-on Effect of Brahmi in the 

Management of Schizophrenia. Journal of Ayurveda Integrative Medicine, 2012; 3(4): 223-5 

24. Agrawal A, Pandey MN, Dubey GP. Management of mental deficiency by an indigenous drug, Brahmi(Bacopa 

monnieri) Pharmacopsychoecologia. 1993;6:1–5. 

25. Ayuob NN, Firgany AE, El-Mansy AA, Ali S. Can Ocimumbasilicum relieve chronic unpredictable mild stress-

induced depression in mice?. Experimental and molecular pathology. 2017 Oct 1;103(2):153-61 

26. Rathbone J, Zhang L, Zhang M, Xia J, Liu X and Yang Y. Chinese herbal medicine for schizophrenia. Cochrane 

Database Systematic Rev. 2005; 19 (4): CD003444.  

27. Rathbone J, Zhang L, Zhang M, Xia J, Liu X, Yang Y and Adams CE. Chinese herbal medicine for schizophrenia: 

cochrane systematic review of randomised trials. British Journal of Psychiatry 2007; 190: 379-84.  

28. Xiao SF, Xue HB, Li X, Chen C, Li GJ, Yuan CM and Zhang MY. A double-blind, placebocontrolled study of 

traditional Chinese medicine sarsasapogenin added to risperidone in patients with negative symptoms 

dominated schizophrenia. Neuroscience Bulletin 2011; 27 (4): 258-68. 

29.  Deng H and Adams CE. Traditional Chinese medicine for schizophrenia: A survey of randomized trials. Asia 

Pacific Psychiatry 2017; 9 . 

30. Hak-Jae Kim, Hansol Won, JiyunIm, Hwayoung Lee, Jiwoo Park, Sanghyun Lee, Young-Ock Kim, Hyung-Ki 

Kim, and Jun-Tack Kwon. Effects of Panax ginseng C.A. Meyer extract on the offspring of adult mice with 

maternal immune activation. Molecular Medicine Report, 2018; 18(4): 3834–3842.  

31. Chatterjee M, Ganguly S, Srivastava M, Palit G, Effect of 'chronic' versus 'acute' ketamine administration and its 

'withdrawal' effect on behavioural alterations in mice: implications for experimental psychosis, Behav Brain Res, 

216, 2011, 247-254.  

32. Sultan Zahiruddin, ParakhBasist, Abida Parveen, Rabea Parveen, Washim Khan, Gaurav, Sayeed Ahmad . 

Ashwagandha in Brain Disorders: A Review of Recent Developments. Journal of Ethnopharmacology, 2020; 15; 

257: 112876. 

33. Mill Goetz P, "Demonstration of the psychotropic effect of mother tincture of Zizyphus jujuba", Phytotherapie, 7, 

2009, 1 (31-36). 

34. Jiang J.-G, Huang X.-J, Chen J, Lin Q.-S, "Comparison of the sedative and hypnotic effects of flavonoids, saponins, 

and polysaccharides extracted from Semen Ziziphus jujube", Natural Product Research,21, 2007, 4 (310-320). 

35. Nikolaos Pitsikas. Constituents of Saffron (Crocus sativus L.) as Potential Candidates for the Treatment of 

Anxiety Disorders and Schizophrenia. Molecules, 2016; 21(3): 303. 

36. MortezaZare, Azam Bazrafshan, Reza Malekpour Afshar, and Seyed Mohammad Mazloomi. Saffron (adjunct) for 

people with schizophrenia who have antipsychotic‐induced metabolic syndrome. Cochrane Database of 

Systematic Reviews, 2018; (3): CD012950. 

Vasudha Negi et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

64161 

 

   

 

 

37. Hosseinzadeh H, Karimi GH, Niapoor M, Antidepressant effects of Crocus sativus stigma extracts and its 

constituents, crocin and safranal, in mice, Acta Hort, 650, 2004, 435-45.  

38. Abdullaev FJ, Biological effects of saffron, Biofactors, 4, 1993, 83-6.  

39. Zhang Y, Sugiura M, Saito H, Shoyama Y, Acute effects of Crocus sativus L. on passive avoidance performance in 

mice, BiolPharmacol Bull, 17,1994, 217-21.  

40. Abe K, Sugiura M. Ymaguchi S, Shoyama Y, Saito H, Saffron extract prevents acetaldehyde-induced inhibition of 

long-term potentiation in the rat dentate gyrus in vivo, Brain Res, 851, 1999, 287-9. 

41. Devi U Chinnaswamy. Oxidative injury and enzymic antioxidant misbalancein schizophrenics with positive, 

negative and cognitive symptoms. African Journal of Biochemistry Research, 2008; 2(4): 92-97. 

42. Guochuan T, Glycine Trnasporter 1 Inhibitor, NMethylglycine [sarcosine], Added to Antipsychotics for the 

Treatment of Schizophrenia, Biological Psychiatry 55, 2004, 452-456. 

43. Waziri R: Glycine therapy of schizophrenia: some caveatus. Biological Psychiatry, 1996; 39(3): 155-6. 

44. Heresco Levy-U, Javitt DC, Ermilov M et al. Efficacy of high-dose glycine in the treatment of enduring negative 

symptoms of schizophrenia. Archives of General Psychiatry, 1999; 56: 29-36.  

45. Javitt DC, Zilberman I, Zukin SR et al. Amelioration of negative symptoms in schizophrenia by glycine. The 

American Journal of Psychiatry, 1994; 151: 1234-6 

46. Saki K, Hassanzad-Azar H, Naghdi N, Bahmani M. Ginkgo biloba: An effective medicinal plant on neurological 

disorders. J Prev Epidemiol. 2016;1:e03.  

47. Barrios M, Gómez-Benito J, Pino O, Rojo E, Guilera G. Functioning in patients with schizophrenia: A multicentre 

study evaluating the clinical perspective. Psychiatry Research. 2018;270:1092-8.  

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Vasudha Negi et al., 



Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

64162 

 

   

 

 

Yashoda  

 

Fuzzy Proposed MCDM Method to Analyze the Risk Factors in Breast 

Cancer 

 
Iswariya S1* and Sahaya Sudha A2 

 

1Research Scholar, PG and Research Department of Mathematics, Nirmala College for Women, 

Coimbatore, Tamil Nadu, India. 
2Associate Professor, PG and Research Department of Mathematics, Nirmala College for Women, 

Coimbatore, Tamil Nadu, India 

 

Received: 16 Aug 2023                             Revised: 30 Aug 2023                                   Accepted: 04 Sep 2023 

 

*Address for Correspondence 

Iswariya S 

Research Scholar, 

PG and Research Department of Mathematics,  

Nirmala College for Women,  

Coimbatore, Tamil Nadu, India. 

E.Mail: iswariya25041999@gmail.com 

 
This is an Open Access Journal / article distributed under the terms of the Creative Commons Attribution License 

(CC BY-NC-ND 3.0) which permits unrestricted use, distribution, and reproduction in any medium, provided the 

original work is properly cited. All rights reserved. 
 

 

Breast cancer ranks as one of the most prevalent cancers in women, with a higher incidence among those 

aged 50 and older. It stands as the second leading cause of cancer-related fatalities among women. In the 

year 2023, projections anticipate approximately 297,790 new cases of invasive breast cancer and 55,720 

new cases of non-invasive breast cancer among women. So, it is our utmost interest is to analyze the risk 

factors of Breast cancer. Therefore, this present study is intended a propose an MCDM method under a 

fuzzy environment to analyze the risk factors in Breast Cancer. To illustrate the implementation process 

of this methodology, we'll delve into a numerical example. 

 

Keywords:  Breast Cancer, Risk Factors, Fuzzy logic, MCDM method 

  

 

INTRODUCTION 
 

Breast Cancer creates a significant global health concern, affecting millions of women every year[1]. With 

advancements in medical research and treatment modalities, there has been significant progress in understanding 

the molecular mechanisms of breast cancer development, early detection, diagnosis, and targeted therapies. This 

comprehensive review highlights recent breakthroughs in breast cancer research and treatment, shedding light on 

emerging strategies to combat this devastating disease. Understanding the risk factors associated with breast cancer 

can help identify individuals who may have a higher likelihood of developing the disease. While having one or more 
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of these risk factors does not guarantee the development of breast cancer, they can increase the overall risk[6]. Zadeh 

[9] put forward the concept of fuzzy sets in 1965. In subsequent years, the theory of fuzzy sets continued to evolve 

and mature. Multiple Criteria Decision Making (MCDM), which is a field of study that deals with decision-making 

problems involving multiple and often conflicting criteria. In many real-world situations, decision-makers need to 

evaluate and compare alternatives based on multiple attributes or criteria before making a final decision. Fuzzy 

MCDM methods handle decision-making problems with fuzzy or uncertain data[8]. They extend traditional MCDM 

methods to deal with imprecise information. MCDM methods play a crucial role in fields like management, 

engineering, finance, environmental planning, and many other areas where complex decisions need to be made 

considering multiple conflicting criteria [20]. These methods help decision-makers consider different perspectives, 

weigh the importance of various criteria, and arrive at a well-informed decision. The researcher determined the most 

significant risk factors of breast cancer by applying the MCDM statistical model.  

 

The main purpose is to identify the significant risk factors for Breast cancer and to raise awareness and prevent the 

spread of the disease. High-risk factors are sorted using fuzzy MCDM models. Here a new MCDM method is 

proposed to find the utmost influencing risk factors of Breast cancer so that we can bring awareness among the 

public. 

 

PRELIMINARIES 

Fuzzy set [10] 

Fuzzy set was first introduced by Lotfi A. Zadeh in 1965. Let X be a non-empty set. A fuzzy set Ã in X is represented 

by its membership function µÃ : X → [0,1] and µÃ(x) is interpreted as the degree of membership of element x in fuzzy 

set Ã for each x ∈ X. 

 

Fuzzy number [10] 

A fuzzy set Ã on R must possess at least the following 3 properties to qualify as a fuzzy number,  

i. The set Ã must satisfy the criteria of being a normal fuzzy set. 

ii. α Ã must be closed interval for every α ∈ [0,1] 

iii. The support of Ã, should be bounded. 

Trapezoidal fuzzy number [10] 

A trapezoidal fuzzy number Ã=(a1,a2,a3,a4) is a fuzzy number with a membership function µÃ (x) is described as 
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PROPOSED MCDM METHOD: 

Step I: Frame the alternatives and criteria based on the risk factors of breast cancer.  

Let A = {A1, A2, <, Am} be the set of alternatives and C = {C1, C2, < Cn} be the set of criteria and decision-makers are 

D = {D1, D2, <, Dn}. 

 

Step II: Construct the decision matrices using linguistic terms with aid of decision makers 

Step III: Transform the linguistic matrices into trapezoidal fuzzy matrices. Then construct the aggregated 

trapezoidal decision matrix D. 
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Step IV: The trapezoidal fuzzy matrix D is converted into crisp value matrix T using the ranking function
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Step V: Normalize the defuzzified matrix:  

The defuzzified matrix  is normalized by 
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Step VI: Weight Calculation 

From the normalized matrix U, determine the nxn symmetric matrix with the element hjk, which is the linear 

correlation coefficient between the criteria.  
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 where hjk = linear correlation coefficient between the criteria 

Then the weight W=(w1,w2, <, wn) can be calculated using the formula 
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Step VII: Construct the weighted normalized matrix W. 
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Step VIII:  
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Calculate the Best and Worst value from the weighted normalized matrix W 
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Step IX: Best Distance Calculation (BD) 

Non Beneficial criteria : 
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Beneficial criteria : 
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Step X: Worst Distance Calculation (WD) 

Non Beneficial criteria : 
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Step XI: Normalize the BD and WD  iii WDBDN 
2

1
 

Step XII: 

Rank all alternatives and select the most desirable one in accordance with Ni. The alternative with minimum value is 

the best one. 

 

CASE ANALYSIS 

The main aim of this work is to analyze the topmost risk factor of Breast cancer from its symptoms. Based on the 

three decision-makers opinions, the risk factors are analyzed. In the operation of proposed MCDM method, 10 risk 

factors and 5 criteria are chosen to analyze the most threatening risk factors of Breast cancer. 

 

Applying the proposed MCDM method 

Step I: Frame the alternatives and criteria 

Step II: Setup the linguistic direct relation matrices 

Step III: Transform the linguistic matrices into trapezoidal fuzzy matrices. Then, construct the aggregated triangular 

decision matrix D. This analysis incorporates the perspectives of three decision-makers. The fuzzy linguistic values 

are utilized to provide the relationship between alternatives and criteria with the opinion of the decision-maker. 

Step IV: Convert trapezoidal fuzzy values into crisp values 

Step V: Normalize the defuzzified matrix 

Step VI: Weight Calculation From the normalized matrix U, determine the nxn symmetric matrix with the element 

hjk, which is the linear correlation coefficient between the criteria. 
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The weight W=(w1,w2, <, wn) can be calculated using the formula 
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Then the weights are W=(0.466504, 0.100959, 0.122754, 0.117708, 0.192075). 

Step VII: Construct the weighted normalized matrix W. 

Step VIII: Calculate the Best and Worst value from the weighted normalized matrix W 

Best ={0.109956, 0.010198, 0.007021, 0.012877, 0.019089} 

Worst = {0.329868, 0.050992, 0.063187, 0.050388, 0.074696} 

 

Step IX: Best Distance Calculation (BD) 

Step X: Worst Distance Calculation (WD) 

Step XI&XII :Normalize BD and WD and rank the alternatives with minimum value. 

According to the ranking, the most important risk factor of Breast cancer A4 Personal History of Breast cancer. The 

top five risk factors are A4 < A3 < A5 < A10 < A8.  

 

CONCLUSION 

 
In this paper, the risk factors for breast cancer have been investigated. Despite the outbreak of various types of 

cancers in the world. Recently, the death rate in the world has increased due to infection with this dangerous disease. 

Numerous risk factors have been recognized for this condition. MCDM techniques were adapted to evaluate the risk 

factors using fuzzy logic combined with the proposed method to calculate the weights of criteria based on the 

preferences of the experts. Comparing other method, this proposed method is easily understandable and accessible 

by all. Also, the problem focuses on finding the high-level risk factor of Breast Cancer and will bring awareness and 

knowledge about Breast cancer among people.  
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Table 1: Risk factors of Breast Cancer 

Risk Factors Notation 

Gender A1 

Age A2 

Family History A3 

Personal History of Breast Cancer A4 

Inherited Genetic Mutations A5 

Hormone Replacement Therapy A6 

Dense Breast Tissue A7 

Alcohol A8 

Obesity A9 

Early Menstruation and Late Menopause A10 

 

Table 2: Stages of Breast cancer 

Criteria Notation 

Preclinical stage C1 

Early stage C2 

Early primary progressive C3 

Late primary progressive C4 

Latent C5 

 

Table 3: Linguistic variables 

Linguistic variables Trapezoidal membership function 

Very Low Risk (VLR) (-1,0,2,3) 

Low Risk (LR) (1,2,4,5) 

Medium Risk (MR) (3,4,6,7) 

High Risk (HR) (5,6,8,9) 

Very High Risk (VHR) (7,8,10,11) 
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Table 4. First decision maker opinion 

 

C1 C2 C3 C4 C5 

A1 VLR VLR VLR LR LR 

A2 VLR LR LR HR HR 

A3 VLR LR HR HR HR 

A4 LR MR VHR VHR VHR 

A5 VLR LR HR HR HR 

A6 VLR LR MR MR MR 

A7 VLR LR MR MR MR 

A8 VLR LR HR HR HR 

A9 VLR LR MR HR HR 

A10 VLR LR MR HR HR 

 

Table 5. Second decision maker opinion 

 

 

 

 

Table 6. Third decision maker opinion 

 
 

 

 

 

 

C1 C2 C3 C4 C5 

A1 (-1,0,2,3) (-1,0,2,3) (-1,0,2,3) (-1,0,2,3) (-1,0,2,3) 

A2 (-1,0,2,3) (1,2,4,5) (1,2,4,5) (5,6,8,9) (5,6,8,9) 

A3 (-1,0,2,3) (1,2,4,5) (5,6,8,9) (5,6,8,9) (5,6,8,9) 

A4 (1,2,4,5) (3,4,6,7) (7,8,10,11) (7,8,10,11) (7,8,10,11) 

A5 (-1,0,2,3) (1,2,4,5) (5,6,8,9) (5,6,8,9) (5,6,8,9) 

A6 (-1,0,2,3) (1,2,4,5) (3,4,6,7) (3,4,6,7) (3,4,6,7) 

A7 (-1,0,2,3) (1,2,4,5) (3,4,6,7) (3,4,6,7) (3,4,6,7) 

A8 (-1,0,2,3) (1,2,4,5) (5,6,8,9) (5,6,8,9) (5,6,8,9) 

A9 (-1,0,2,3) (1,2,4,5) (3,4,6,7) (5,6,8,9) (5,6,8,9) 

A10 (-1,0,2,3) (1,2,4,5) (3,4,6,7) (5,6,8,9) (5,6,8,9) 

 

C1 C2 C3 C4 C5 

A1 VLR VLR VLR LR LR 

A2 VLR LR MR HR VHR 

A3 VLR LR MR HR VHR 

A4 LR MR VHR VHR VHR 

A5 VLR LR MR HR VHR 

A6 VLR LR MR HR VHR 

A7 VLR LR MR HR VHR 

A8 VLR LR MR HR HR 

A9 VLR LR MR HR HR 

A10 VLR LR MR HR VHR 

 
C1 C2 C3 C4 C5 

A1 (-1,0,2,3) (-1,0,2,3) (-1,0,2,3) (1,2,4,5) (1,2,4,5) 

A2 (-1,0,2,3) (1,2,4,5) (3,4,6,7) (5,6,8,9) (7,8,10,11) 

A3 (-1,0,2,3) (1,2,4,5) (3,4,6,7) (5,6,8,9) (7,8,10,11) 

A4 (1,2,4,5) (3,4,6,7) (7,8,10,11) (7,8,10,11) (7,8,10,11) 

A5 (-1,0,2,3) (1,2,4,5) (3,4,6,7) (5,6,8,9) (7,8,10,11) 

A6 (-1,0,2,3) (1,2,4,5) (3,4,6,7) (5,6,8,9) (7,8,10,11) 

A7 (-1,0,2,3) (1,2,4,5) (3,4,6,7) (5,6,8,9) (7,8,10,11) 

A8 (-1,0,2,3) (1,2,4,5) (3,4,6,7) (5,6,8,9) (5,6,8,9) 

A9 (-1,0,2,3) (1,2,4,5) (3,4,6,7) (5,6,8,9) (5,6,8,9) 

A10 (-1,0,2,3) (1,2,4,5) (3,4,6,7) (5,6,8,9) (7,8,10,11) 
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Table 7. Aggregated trapezoidal fuzzy matrix 

 
 

Table 8. Defuzzified matrix T 

 
C1 C2 C3 C4 C5 

A1 1 1 1 2.3 2.3 

A2 1 3 3.6 6.3 7 

A3 1 3 5.6 7 8.3 

A4 3 5 9 9 9 

A5 1 3 6.3 7 7.6 

A6 1 3 5 5.6 7 

A7 1 3 5 6.3 7.6 

A8 1 3 6.3 7 7 

A9 1 3 5 7 7 

A10 1 3 5 7 8.3 

 

Table 9. Normalized decision matrix U 

 

 

C1 C2 C3 C4 C5 

A1 0.235702 0.101015 0.057194 0.109396 0.099383 

A2 0.235702 0.303046 0.205899 0.29965 0.30247 

A3 0.235702 0.303046 0.320288 0.332945 0.358643 

A4 0.707107 0.505076 0.514748 0.428072 0.38889 

A5 0.235702 0.303046 0.360324 0.332945 0.328396 

A6 0.235702 0.303046 0.285971 0.266356 0.30247 

A7 0.235702 0.303046 0.285971 0.29965 0.328396 

A8 0.235702 0.303046 0.360324 0.332945 0.30247 

A9 0.235702 0.303046 0.285971 0.332945 0.30247 

A10 0.235702 0.303046 0.285971 0.332945 0.358643 
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Table 10. Weight Calculation 

 

C1 C2 C3 C4 C5 

C1 1 0.74536 0.65864 0.5271 0.36331 

C2 0.74536 1 0.92529 0.92903 0.86397 

C3 0.65864 0.92529 1 0.92282 0.84005 

C4 0.5271 0.92903 0.92282 1 0.93963 

C5 0.36331 0.86397 0.84005 0.93963 1 

The weight W=(w1,w2, <, wn) can be calculated using the formula 







n

k

jk

jk

h

h
W

1

)1(

 

Table 11. Weighted Normalized matrix W 

 

C1 C2 C3 C4 C5 

A1 0.10996 0.0102 0.00702 0.01288 0.01909 

A2 0.10996 0.0306 0.02527 0.03527 0.0581 

A3 0.10996 0.0306 0.03932 0.03919 0.06889 

A4 0.32987 0.05099 0.06319 0.05039 0.0747 

A5 0.10996 0.0306 0.04423 0.03919 0.06308 

A6 0.10996 0.0306 0.0351 0.03135 0.0581 

A7 0.10996 0.0306 0.0351 0.03527 0.06308 

A8 0.10996 0.0306 0.04423 0.03919 0.0581 

A9 0.10996 0.0306 0.0351 0.03919 0.0581 

A10 0.10996 0.0306 0.0351 0.03919 0.06889 

 

 

 

Table 12. Best Distance 

 

C1 C2 C3 C4 C5 BD 

A1 0 0 0 0 0 0 

A2 0 0.39347 0.35213 0.432 0.75248 0.38602 

A3 0 0.35419 0.5608 0.45692 0.8647 0.44732 

A4 1.932 0.35839 0.49344 0.32954 0.48852 0.72038 

A5 0 0.35529 0.64815 0.45834 0.7662 0.4456 

A6 0 0.3847 0.52966 0.34845 0.73571 0.3997 

A7 0 0.37221 0.51246 0.40865 0.80268 0.4192 

A8 0 0.36156 0.65959 0.46643 0.69146 0.43581 

A9 0 0.37366 0.51445 0.48203 0.71458 0.41694 

A10 0 0.35945 0.49489 0.4637 0.87754 0.43911 
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Table 13. Worst Distance 

 

C1 C2 C3 C4 C5 WD 

A1 6.90935 1.28168 1.76467 1.17855 1.7471 2.57627 

A2 4.24222 0.39346 0.73134 0.29161 0.32021 1.19577 

A3 3.81866 0.35418 0.4145 0.19444 0.10088 0.97653 

A4 0 0 0 0 0 0 

A5 3.83056 0.35528 0.33018 0.19505 0.2024 0.98269 

A6 4.14765 0.38469 0.52966 0.35902 0.31307 1.14682 

A7 4.01295 0.3722 0.51246 0.27585 0.21203 1.0771 

A8 3.89819 0.36155 0.33601 0.19849 0.29424 1.0177 

A9 4.02854 0.37364 0.51445 0.20513 0.30408 1.08517 

A10 3.87535 0.35944 0.49488 0.19733 0.10238 1.00588 

 

Table 14. Normalize BD and WD and rank the alternatives with minimum value 

 

 

Normalize Rank 

A1 1.2881347 10 

A2 0.7908933 9 

A3 0.7119258 2 

A4 0.3601894 1 

A5 0.7141458 3 

A6 0.7732615 8 

A7 0.7481484 6 

A8 0.7267535 5 

A9 0.7510558 7 

A10 0.7224956 4 
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Let G = (V, E) be a simple connected graph of order p and size q. If G1, G2, G3, <<..,Gn  are edge disjoint 

subgraphs of G such that E(G) = E(G1)  ∪ E(G2) ∪<<<<<.∪ E(Gn), then                      (G1, G2, G3, <<..., 

Gn) is said to be a Decomposition of a graph G. A graph of size  q =  
𝑛 + 2

3
  is said to have a Triangular 

decomposition (TD) if G can be decomposed into n - subgraphs G1, G2, G3, <<..,Gn such that each Gi is 

connected and  E(Gi)  =  
𝑖 + 1

2
   for 1≤i≤ 𝑛. In this paper, we investigate  Triangular decomposition of 

some special graphs. 

 

Keywords – Decomposition, Triangular decomposition, Bistar graph, Friendship graph. 

  

 

INTRODUCTION 

 
A graph G, referred to here is an undirected connected graph without loops or multiple edges. Different types of 

decomposition of a graph G have been studied in the literature by imposing suitable conditions on the sub graphs  

Gi. In this paper we discuss about Triangular decomposition of some special graphs. 
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Definition 1.1 

Let G = (V, E) be a simple graph of order p and q. If G1,G2,G3,<<...Gn are edge disjoint subgraphs of G such that 

E(G) = E(G1)∪E(G2)∪E(G3)∪<<<..∪E(Gn), then (G1,G2,G3,<<...Gn ) is said to be decomposition of G. 

 
Decomposition (G1,G2,G3,G4) of G 

 

Definition:1.2 

 A decomposition (G1,G2,G3,<.<.Gn) of G is said to be Triangular decomposition if each Gi is connected and  |E(Gi)| 

= 
𝑖(𝑖+1)

2
 for 1   

 
Triangular Decomposition (G1,G2,G3) of G 

 

 

Triangular  Decomposition of  some special  Graphs 

Theorem: 2.1 

The Bistar graph Bk,k admits Triangular decomposition G1,G2,<<<.,G4n+1 if and only if       k=  
16𝑛3+24𝑛2+ 11𝑛

3
 for all 

n∈ N. 

 

Proof: 

Let V = {vj /0 ≤ j ≤ k} ∪ {uj /0 ≤ j ≤ k} be  the vertex set and E = {u0uj /1 ≤ j ≤ k}∪  ,v0vj/1 ≤ j ≤ k}∪,v0u0} be the edge 

set.  

Suppose a Bistar graph Bk,k  admits triangular decomposition (G1, G2,<<<.,G4n+1). We know that G admits 

Triangular Decomposition of G1,G2,<..<.,Gn  iff q(G) = 
𝑛 𝑛+1 (𝑛+2)

6
 where n∈N. That is a graph Bk,k  admits triangular 

decomposition (G1,G2,<<<..<.,G4n+1) ⇔          q(Bk,k) = 
(4𝑛+1) 4𝑛+2 (4𝑛+3)

6
   for some k∈N. We have q(Bk,k) = 2k+1. 

This implies 2k+1 =  
(4𝑛+1) 4𝑛+2 (4𝑛+3)

6
. 

That is 2k = 
32𝑛3+48𝑛2+ 22𝑛+3

3
 -1  

That is k = 
32𝑛3+48𝑛2+ 22𝑛

6
  

This is k =  
16𝑛3+ 24𝑛2+ 11𝑛

3
 for all n∈ N 

Conversely assume that Bistar graph Bk,k with k=  
16𝑛3+24𝑛2+ 11𝑛

3
 for all n ∈ N 

 q(Bk,k) = 2k+1 
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 q(Bk,k) = 2(
16𝑛3+24𝑛2+ 11𝑛

3
) + 1 

 q(Bk,k) = 
32𝑛3+48𝑛2+ 22𝑛+3

3
  

 q(Bk,k) = 
(4𝑛+1) 4𝑛+2 (4𝑛+3)

6
 

 

This implies the Bistar graph Bk,k admits Triangular decomposition G1, G2,<<<.,G4n+1. 

 

The following table gives the Triangular Decomposition of Bk,k,m’s for different values of m. 

k q(Bk,k) Triangular Decomposition 

17 35 G1, G2,<<..<.,G5 

82 165 G1, G2,<<..<.,G9 

227 455 G1, G2,<<..<.,G13 

484 969 G1, G2,<<..<.,G17 

885 1771 G1, G2,<<..<.,G21 

1462 2925 G1, G2,<<..<.,G25 

2247 4495 G1, G2,<<..<.,G29 

3272 6545 G1, G2,<<..<.,G33 

4569 9139 G1, G2,<<..<.,G37 

6170 12341 G1, G2,<<..<.,G41 

Illustraion:2.2 

 

 
Triangular Decomposition (G1,G2,……,G5) of G. 

Theorem:2.3 

The friendship graph Fs admits Triangular decomposition G1, G2,<<<.,G9m+7  if and only if s =  
81𝑚3+216𝑚2+ 191𝑚+56

2
 

for all m∈N. 
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Proof: 

Assume that a friendship graph Fs admits Triangular decomposition (G1, G2,<<<.,G9m+7). We know that G accepts 

Triangular Decomposition of G1, G2,<..<.,Gn  iff q(G)= 
𝑛 𝑛+1 (𝑛+2)

6
, n∈N. That is the graph Fs admits Triangular 

decomposition (G1,G2,<.,G9m+7)⇔q(Fs)= 
(9𝑚+7) 9𝑚+8 (9𝑚+9)

6
   for some m∈N. We have q(Fs) = 3s 

Implies 3s =  
(9𝑚+7) 9𝑚+8 (9𝑚+9)

6
. 

That is 3s = 
9 81𝑚2+135𝑚+56 (𝑚+1)

6
   

This is s = 
81𝑚3+216𝑚2+ 191𝑚+56

2
 for all m∈N. 

Conversely assume that a friendship graph Fs with s =  
81𝑚3+216𝑚2+ 191𝑚+56

2
  for all m∈N. 

 q(Fs) = 3s 

 q(Fs) = 3(
81𝑚3+216𝑚2+ 191𝑚+56

2
) 

 q(Fs) = 
729𝑚3+486𝑚2+ 99𝑚+6

6
 

 q(Fs) = 
(9𝑚+7) 9𝑚+8 (9𝑚+9)

6
 

 

This implies Fs can be decomposed into G1, G2,<<<.,G9m+7. 

 

The following table gives the Triangular Decomposition of Fs’s for different values of m. 

S q(Fs) Triangular Decomposition 

272 816 G1, G2,<<..<.,G16 

975 2925 G1, G2,<<..<.,G25 

2380 7140 G1, G2,<<..<.,G34 

4730 14190 G1, G2,<<..<.,G43 

8268 24804 G1, G2,<<..<.,G52 

13237 39711 G1, G2,<<..<.,G61 

19880 59640 G1, G2,<<..<.,G70 

28440 85320 G1, G2,<<..<.,G79 

39160 117480 G1, G2,<<..<.,G88 

52283 156849 G1, G2,<<..<.,G97 

 

Illustration: 2.4  
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Triangular Decomposition (G1,G2,G3,G4,……..,G7) of G 

 

Theorem: 2.5 

A complete tripartite graph K1,3,m admits Triangular Decomposition of G1, G2,<<<.,G8n+5 if and only if m=  
64𝑛3+144𝑛2+ 107𝑛+24

3
  for all n∈N. 

 

Proof: 

We have q(K1,3,m) = 
1 3+𝑚 +3 𝑚+1 +𝑚 1+3 

2
 

  = 4m+3 for all m∈N 

Suppose a complete tripartite graph K1,3,m admits Triangular Decomposition of G1,G2,<<<.,G8n+5 for all n ≥ 0. We 

know that G admits Triangular Decomposition of G1,G2,<<.<.,Gn if and only if q(G) = 
𝑛 𝑛+1 (𝑛+2)

6
, n∈N. That is a 

graph K1,3,m admits Triangular Decomposition of G1,G2,<<<.,G8n+5 if and only if q(K1,3,m) = 
(8𝑛+5) 8𝑛+6 (8𝑛+7)

6
  for all 

n∈N.  

That is 4m+3 = 
𝑘 𝑘+1 (𝑘+2)

6
   for some k∈N. 

That is 4m+3 =  
(8𝑛+5) 8𝑛+6 (8𝑛+7)

6
  

That is 4m = 
256𝑛3+576𝑛2+ 428𝑛+105

3
 -3 for all n∈N 

That is m = 
64𝑛3+144𝑛2+ 107𝑛+24

3
 for all n∈N 

The values of m are 8, 113, 442, <<<< 

Conversely, assume that a graph K1,3,m with m =  
64𝑛3+144𝑛2+ 107𝑛+24

3
  for all n∈N. We know that                             

q(K1,3,m) = 4m + 3 

           = 4( 
64𝑛3+144𝑛2+ 107𝑛+24

3
 ) + 3 

           = 
256𝑛3+576𝑛2+ 428𝑛+105

3
 

           = 
(8𝑛+5) 8𝑛+6 (8𝑛+7)

6
 

This implies that G1,G2,<<<.,G8n+5 for all n∈N. 

The following table gives the Triangular Decomposition of K1,3,m’s for different values of m. 

 

m q(K1,3, m) Triangular Decomposition 

8 35 G1, G2,<<..<.,G5 

113 455 G1, G2,<<..<.,G13 

442 1771 G1, G2,<<..<.,G21 
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1123 4495 G1, G2,<<..<.,G29 

2284 9139 G1, G2,<<..<.,G37 

4053 16215 G1, G2,<<..<.,G45 

6558 26235 G1, G2,<<..<.,G53 

9927 39711 G1, G2,<<..<.,G61 

14288 57155 G1, G2,<<..<.,G69 

19769 79079 G1, G2,<<..<.,G77 

 

Illustraion: 2.6 

 
Triangular Decomposition (G1,G2,……,G5) of G 
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In order to handle uncertainty and hesitancy in real-world problems,Researchers and businesspeople are 
becoming more interested in Picture Fuzzy Sets(PFS).Interval Valued Picture Fuzzy Set (IVPFS) is more 
effective tool for dealing with uncertainty and impressions.The transportation problem offers practical 
solutions to the problem of how to deliver goods to customers in a more expert way.Real-world 
problems, such as traffic restrictions and weather conditions, frequently involve unpredictable events.In 
this study, we introduced the three different types of formulae namely WIDTH, GM and PERT are used 
to convert the IVPFS into crisp values and RANGE method was used to find IBFS of IVPFTP. Three types 
of Interval Valued Picture Fuzzy Transportation Problem(IVPFTP) are considered namely Type1(supply, 
demand),Type 2(cost only) and Type 3(supply, demand and cost) in which above parameters represented 
as IVPFS. Finally the results obtained from Type 1, Type2 and Type3 IVPFTP compared with each other.  
 
Keywords: Picture Fuzzy Sets, Interval Valued Picture Fuzzy Sets, RANGE method 
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INTRODUCTION 
 
Fuzzy sets were introduced by Lotfi A. Zadeh[15] in1965 as a way to represent uncertainty and vagueness. Fuzzy 
sets assign a degree of membership between 0 and 1, indicating the extent to which an element belongs to the set.  
IVFS, which are a generalization of FSs, were also proposed by Zadeh[14]. As a alternative generalization of FS, 
Atanassov[3] introduced Intuitionistic Fuzzy Sets. IFSs have two functions called the membership function and non-
membership function, both of which must be added under a closed unit interval. Interval Valued Intuitionistic Fuzzy 
Set (IVIFS), developed by Atanassov and Gargov [3]. IVIFS continues to maintain the constraint that the sum of the 
supremum for these intervals must fall within the range of [0, 1]. Coung[5] generalized the concept of PFS, stating 
that the three PFS components are membership, neutral, and non-membership functions, and that the total of these 
three values must lie inside the closed unit interval. Picture fuzzy sets(PFS) extend the concept of intuitionistic fuzzy 
sets by allowing membership degrees to be represented not only as scalar values but also as intervals. In other 
words, instead of assigning a single membership value to an element, you assign a range of possible membership 
values.IVPFS combine the notions of IVFS and PFS. In an IVPFS, membership degrees are represented not only as 
intervals but also as PFS. This adds another layer of flexibility in representing uncertainty. Transportation problems 
often deal with the optimal distribution of goods from multiple suppliers to multiple consumers while minimizing 
transportation costs or maximizing profits. Over the years, researchers have extended the traditional transportation 
problem to encompass more complex and uncertain environments. In the context of transportation problems, 
uncertainties can arise from various sources such as imprecise data, ambiguous preferences, and fluctuating market 
conditions. The primary objective of TP is to find the most effective solution at the lowest possible overall 
transportation cost.The ideal TP solution requires two steps: finding an Initial Basic Feasible Solution (IBFS) and 
determining the optimal solution using the Northwest Corner Method, Least Cost Method, or Vogel's 
Approximation Method[13]. Nagoorgani A andS.Abbas[9] introduced a new method for solving Intuitionistic fuzzy 
transportation problem Sathya Geetha and Selva Nayaki[11] used picture fuzzy numbers as a cost of transportation 
problem and used some techniques for convert the Picture fuzzy numbers into crisp values and find the IBFS of that 
picture fuzzy numbers.IVPFTPemerges as a powerful model to address these uncertainties. In this problem, not only 
are the supply and demand values represented as IVPFN, but the transportation costs between sources and 
destinations are also subject to imprecision and ambiguity. 
 
Basic definitions 
In this section we define a few fundamental terms to make the following sections easier to understand for readers. 
The universal set is called X. 
 
Definition 2.1.  A FS on  is defined as:  

 = { , ( ) | ∈ },        (1) 
where the term ( ) refers to"membership function", : X → [0, 1] that expresses the degree to which an object is a 
member of a non-empty set.Each (x) is known as a fuzzy number. 
 
Definition 2.2. An IVFS on  is defined as:  

 = { ,  ω ( ) | ∈ },        (2)  
where  ω  = [ ω ,  ω ] is subinterval of [0, 1] and it expresses the degree of membership by sub-interval and each  
ω( ) is called IVFN.  
 
Definition 2.3.  An IFS on  is defined as:  

 = { ,  ω( ), ϖ( ) | ∈ },        (3)  
where  ω, ϖ:  → [0,1] are called membership and non-membership functions. An IFS has a condition that the sum of 
both functions must lie in unit interval and the degree of refusal is defined as  ( ) = 1 − ( ω( ) + ϖ( )). A duplet ( 
ω( ), ϖ( )) is called an intuitionistic fuzzy number (IFN).  
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Definition 2.4. An IVIFS on a universal set  is defined as:  
 = { ,  ω ( ), ϖ ( ) | ∈ },        (4)  

where  ω   =[ ω ,  ω ], ϖ   =[ϖ , ϖ ] and  ω , ϖ :  → [0,1]. An IVIFS has a condition that the sum of supremum 
of membership and non-membership functions must lie in unit interval. A duplet ( ω( ), ϖ( )) is called interval-
valued intuitionistic fuzzy number (IVIFN).  
 
Definition 2.5.  A PFS on  is defined as:  

 = { ,  ω( ), ϑ( ), ϖ( ) | ∈ },       (5) 
where  ω, ϑ, ϖ:  → [0,1] are called membership, abstinence, and non-membership functions. A PFS has a condition 
that the sum of all three functions must lie in unit interval and the degree of refusal is defined as ( ) = 1 − ( ω( ) + 
ϑ( ) + ϖ( )). A triplet ( ω ( ), ϑ( ), ϖ( )) is called a PFN.  
 
Definition 2.6.  An IVPFS on a universal set  is defined as:  

 = { ,  ω ( ), ϑ( ) , ϖ( ) | ∈ },       (6)  
where  ω  = [ ω ,  ω ], ϑ  = [ϑ , ϑ ], ϖ  = [ϖ ,ϖ ] and  ω , ϑ , ϖ :  → [0,1]. An IVPFS has a condition that the 
sum of supremum of all three functions must lie in unit interval. A triplet ( ω( ), ϑ( ), ϖ( )) is called interval-valued 
picture fuzzy number (IVPFN).  
 
Definition 2.7:Type 1 IVPFTP 
In this type of interval valued picture fuzzy  transportation problem, the transportation costs are crisp values and the 
supply, demand are  interval valued picture fuzzy numbers. 
 
In the below IVPFTP table1where 

 – be the costs, 
[ , ], [ , ], [ , ])- be the demands, 
[ , ], [ , ], [ , ])-be the  supply. 
 
Definition 2.7.  Type 2 IVPFTP 
In the IVPFTP type 2,the transportation costs  are interval valued picture fuzzy numbers and the supply, demands 
are crisp values.  
 
The Type 2 IVPFTP from the below IVPFTP Table 2, where 
[ , , , , , ] are costs, 

 be the demand, 
 be the supply. 

 
Type 3 IVPFTP 
 This type of IVPFTP have transportation costs, supply and demands are interval valued picture fuzzysets. The 
following table represents IVPFTP Type 3. 
In Type  3,IVPFTP Table 3 

=  ([ , ], [ , ], [ , ]) for  =1,2,3…m and  =1,2,3…n represents the transportation cost for 
transporting one unit from the origin to   destination ,where [ , ] represents the membership,[ , ] 
represents abstinence and [aϖ ,bϖ ]  represents non-membership values which are Interval Valued Picture Fuzzy 
Sets.  
 
Algorithm to IBFS for IVPFTP 
RANGE method for IBFS of IVPFTP. The following algorithm is used to find IBFS for IVPTP. 
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Step 1: Find width by using the following formulae 
  =( -  )/2,  =( -  )/2 and  
  =( -  )/2 and we get the values of  , , , 
 where  =1,2,3…m and  =1,2,3…n 
Step 2: Find the number between the interval   ([ , ], [ , ], [ , ]) by using following. 
  = +  ;  = +   and  =  + , 
  where  =1,2,3…m and  =1,2,3…n 
Form, 
  = ( , , ); = ( , , ),  and  = ( , , ), 
 where  =1,2,3…m and  =1,2,3…n 
Step 3: Use the GM formula and find the value of  triangular values. After that, get Picture Fuzzy Sets are 
following. 
   = ( ∗  * )1/3 ;  = ( * * )1/3and 
   = ( * * )1/3, where  =1,2,3…m and  =1,2,3…n 
Step 4: Use the ranking formula namely PERT formula and change the PFS  into crisp values in the 
IVPFTP. 
 = ( +(4x )+  )/6, where  =1,2,3…m and  =1,2,3…n 
Step 5.Find the range for each row and each column,  
 where range = largest cost- smallest cost.  
Step 6. Find the row or column with the largest range. For the minimum cost in the selected row or  column 
 assign the corresponding demand or supply, whichever is minimum. Supply  and demand in related to 
 the value that was assigned to the cell. Once you have crossed  the fully satisfied row or column, 
 continue. 
Step 7. Steps 5 and 6 should be repeated until all conditions are fulfilled. 
Step 8. Calculate the Transportation Cost. 
Example 1 
Example1 represent the Type 1 IVPFTP. 
 
Use the steps 1-5 from the algorithm and get the following table values. 
 
The IBFS table is given below by the steps 6-8 from the proposed algorithm 
z=(0*0.2)+(0.1*0.1)+(0.1*0.1)+(0.4*0.2)+(0.2*0.1)+(0*0.1)+(0.2*0.3)=0.18 
Example 2 
This example represent the Type 2 model and it has the costs are IVPFS and the supply ,demands are crisp values. 
 
We use the steps 6-8 from the proposed algorithm after converting the crisp value of example 3 and we get the IBFS 
of example 3 as given below. 
 
z=(0.3*0.12)+(0*0.24)+(0.2*0.26)+(0.1*0.22)+(0.1*0.12)+(0.5*0.12)=0.29 
 
Example 3. 
In this example all costs, supply and demands are IVPFS 
 
Use the RANGE method  to find the minimum cost for IBFS table 11 values. 
Minimum cost =(0.24*0.14)+(0.017*0.26)+(0.12*0.12)+ 
  (0.12*0.27)+(0.11*0.27)+(0.13*0.22)+(0.12*0.12) 
  =0.16 
Comparing the results with the Type 1,Type 2 and Type 3 of IVPFN by using proposed algorithm. 
From the above IVPFTP Table 13,  Type 3  IVPFTP given the better result. 
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CONCLUSION 
 
In this paper applied the new ranking formulae for converting the IVPFN into crisp values in the Type1,Type 2 and 
Type 3 IVPFTP. Then used a RANGE method for find IBFS of that three types of IVPFTP.From the above table it is 
observed that Type 3 IVPFTP gives the better solution than the Type1 and Type2 IVPFTP.  
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Table 2. IVPFTP  
  

 

 
Table  3IVPFTP 
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 Table  4 IVPFTP 

 
Table  5 IVPFTP 

 
Table  6 IVPFTP 

 
Table  7 IVPFTP 
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 Table  8 IVPFTP 

 
 
Table  9 IVPFTP 

 
 
Table  10 IVPFTP 

 
Table  11 IVPFTP 
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 Table  12 IVPFTP 
 

 
 
Table  13  IVPFTP  

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Rajarajeswari et al., 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

64187 
 

   
 
 

Yashoda  
 

On Selje Topological Spaces 
 
V.Jeyanthi1 and N.Selvanandhini2* 
 
1Assistant Professor, Department of Mathematics, Sri Krishna Arts and Science College, Kuniamuthur, 
Coimbatore,-Tamil Nadu, India - 641008. 
2Research Scholar, Department of Mathematics, Sri Krishna Arts and Science College, Kuniamuthur, 
Coimbatore,-Tamil Nadu, India - 641008. 
 
Received: 16 Aug 2023                             Revised: 30 Aug 2023                                   Accepted: 04 Sep 2023 
 
*Address for Correspondence 
N.Selvanandhini 

Research Scholar,  
Department of Mathematics,  
Sri Krishna Arts and Science College,  
Kuniamuthur, Coimbatore, 
Tamil Nadu, India - 641008. 
E.Mail:  nandhininagaraj230@gmail.com  

 
This is an Open Access Journal / article distributed under the terms of the Creative Commons Attribution License 
(CC BY-NC-ND 3.0) which permits unrestricted use, distribution, and reproduction in any medium, provided the 

original work is properly cited. All rights reserved. 
 
 
In 2019, S. Chandrasekar introduced microtopology from nanotopology. In this paper, we introduce Selje 
topological spaces and some new classes of weak open sets, such as Selje Semi-open sets and Selje Semi-
open sets. 
 
Keywords: Selje topological spaces, Selje-Semi-open sets, Selje-continuous function.  
 
 
INTRODUCTION 
 
Various types of topological spaces such as fuzzy topology, hypertopology, nanotopol- ogy and microtopology are 
introduced. In 2013, L. Thivagar et al. [5] introduced nanotopology in 2019 and introduced microtopology as an 
extension of nanotopology using Levine’s simple extension steps. The concepts of Semi-open set and Semi-open set 
have been proposed by Mashour et al. [3] and Levine [6] respectively. This article introduces a new type of 
topological space, the selje topological space. Its main prod- ucts and relations with other classes are education. 
continuous operations are defined such as continuous operation of Selje, continuous operation of Selje and 
intermittent operation of Selje. 
 
Definition 2.1. In the topological space (E, T), the subset G is characterized as: 
 Semi-open is called set , if the condition if met: G is part of the closed interior of G. Section 
 If the condition is met: G is a subset of the closed set G, called the pre-open set. 
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The addition of a Semi-open set (called a Semi-closed set) in space E is called a pre-closed set (Semi-closed set). 
 
Definition 2.2. Let us define the universal set V as nonempty and consider the equivalence relation R on V , also 
known as the indistinguishability relation.  The pair (V, R) is referred to as the approximation space. For the subset E 
⊆ V: 
 
1. The lower approximation of E concerning R is symbolized as LR(E), defined by: 
BR(E) = x ∈ V : For all equivalence classes G(x) ⊆E 
2. The upper approximation of E concerning R is denoted as UR(E), given by: 
BR(E) = x ∈ V : There exists an  equivalence  class  G(x)  that  intersects  withE 3.The boundary region of E with respect 
to R is represented as BR(E), calculated as: BR(E) = UR(E) - LR(E) 
 
Definition 2.3. Let V represent a universal set, and letR denote an equivalence relation on V. We define TR(E) as the 
set {V, Φ, LR(E), UR(E), BR(E)}, where E is a subset of V that adheres to the following axioms: 
 Both V and Φ belong to TR(E). 
 The union of elements from any subcollection of TR(E)is an element of TR(E). 
 The intersection of elements from any finite subcollection of TR(E) is an element of TR(E) 
 
In this context, TR(E) is termed the Nanotopology [5] of the universal setV with respect to the subset E. The pair (V, 
TR(E)) constitutes a nano topological space, and its constituent elements are referred to as nano-open sets. 
 
Definition 2.4. (V, TR(E)) creates a nanotopological space. In this case, the set YR(E) consists of two groups, namely {N 
∪ (N ′ Ո): N , N ′ ∈TR(E)}. The com- bination TR(E) is expressed as the microtopology Y; where Y is not nanotopology 
elements of TR(E). 
 
Definition 2.5. Microtopology [7] YR(E) satisfies the following axioms. 
1 V,φ ∈ TR(E) 
2 The union of the elements of the subsetYR(E), is in YR(E). 
The intersection of the elements of a finite subset of YR(E) is in YR (E). Next, YR(E) is called the microtopology of E and 
V. Triple (E, TR(E),YR(E)) called microtopological space. Elements in YR(E) are slightly open and their complements are 
slightly off. 
 
Selje Topological Space 
Definition 3.1. Let (V, YR(E)) be a microtopological space and let the Selje topol ogy  be  defined  as  SJR(E)  =  {(S-
J)∪(S-J′ ):   S∈ YR(E)  and  for  fixed  J,J′ ∈/),J∪J′ =V} 
 
Definition 3.2. The Selje topology SJR(E) satisfies the following axioms 1.V, Φ ∈ TR(E) 
The Union of the elements of any subcollection of SJR(E) is in SJR(E).YR(E 
The intersection of the elements of any finite subcollection of SJR(E) is inSJR(E). 
 
The triplet (E, YR(E),SJR(E)) is called selje topological space. Then, the elements of selje topology are selje-open(SJ-
open) sets and their complements are selje-closed(SJ- closed) sets. The collection of selje closed sets of selje topology 
is denoted as SJCL(E). 
 
Definition 3.3. Selje closure and interior Selje of G are defined as follows: 
SJcl(G) = ∩ {H:  H is a closed set and G ⊆ H } 
SJint(G) = ∪ {H :   H is selje-open and H ⊆ G } 
 
Definition 3.4. In a selje  topological  space  (E, YR(E),SJR(E)),  for  any  two  selje sets  G and H 
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i G is selje closed if and only if SJcl(G) = G.  
ii G is selje open if and only if SJint(G) = G. 
iii G ⊆ H  =⇒ SJcl(G) ⊆ SJcl(H) and SJint(G) ⊆ SJint(H)  
iv   SJcl(G)  =  SJcl(SJcl(G))  and  SJint(G)  =  SJint(SJint(G))  
v SJcl(G ∪ H) ⊇ SJcl(G) ∪ SJcl(H) 
vi SJint(G ∪ H) ⊇ SJint(G) ∪ SJint(H) 
vii SJcl(G  ∩ H)  ⊆ SJcl(G)  ∩ SJcl(H)  
viii SJint(G ∩ H) ⊆ SJint(G) ∩ SJint(H) 
ix  SJcl(Gc) = [SJint(G)]c x  SJint(Gc) = [SJcl(G)]c 
 
Example 3.1. Let V={Ψ, Θ, Γ, ∆} with V/R= {{Ψ}, {Γ}, {Θ, ∆}} and E={Ψ, Θ}⊂V.  
Then YR(E)={V,φ,{Ψ},{Ψ, Θ, ∆},{Θ, ∆}}. If Y={Γ} then 
YR(E)={V,φ,{Ψ},{Θ},{∆},{Ψ,Θ},{Ψ,Γ},{Ψ,∆},{Θ,Γ},{Θ,∆},{Γ,∆},{Ψ,Θ,Γ},{Ψ,Θ,∆},{Ψ,Γ,∆},{Θ, 
SJR(E)={V,φ,{Θ},{Q},{Θ,Q},{Γ,∆},{Ψ,Γ,∆},{Θ,Γ,∆},{Γ,∆,Q},{Ψ,Θ,Γ,∆},{Ψ,Γ,∆,Q},{Θ,Γ,∆,Q}} 
 
Selje-Pre-Open Sets 
Definition 4.1. Let (E, YR(E),SJR(E)) be a selje topological space. If G ⊆ V,then G is selje-pre open if G ⊆ SJint(SJcl(G)) and 
G is selje-pre-closed if G ⊇ SJcl(SJint(G)). All the elements in Selje-Pre open sets and Selje-Pre closed sets are denoted by 
SJPO(E) and SJPCL(E) respectively. 
 
Example  4.1.  Let V = {Ψ,Θ,Γ,∆,Q} with V/R={{Ψ},{Θ,Γ,∆},{Q}}, E={∆,Q} ⊂ 
V.  Then YR(E)={V,φ,{Q},{Θ,Γ,∆,Q}.  If Y={Ψ} then YR(E)={V,φ,{Q},{Ψ},{Q,Ψ},{Θ,Γ,∆,Q},{Θ,Γ,∆},{Ψ,Θ,Γ,∆}} If J={Ψ,Γ,∆},J′ 
={Θ,Q} then, 
SJR(E)={V,φ,{Θ},{Q},{Θ,Q},{Γ,∆},{Ψ,Γ,∆},{Θ,Γ,∆},{Γ,∆,Q},{Ψ,Θ,Γ,∆},{Ψ,Γ,∆,Q},{Θ,Γ,∆,Q}} 
SJPO(E)={V,φ,{Θ},{Γ},{∆},{Q},{Ψ,Γ},{Ψ,∆},{Θ,Γ},{Θ,∆},{Θ,Q},{Γ,∆},{Γ,Q},{∆,Q},{Ψ,Θ,Γ},{Ψ,Θ 
{Ψ,Θ,Q},{Ψ,Γ,∆},{Ψ,Γ,Q},{Ψ,∆,Q},{Θ,Γ,∆},{Θ,Γ,Q},{Θ,∆,Q},{Γ,∆,Q},{Ψ,Θ,Γ,∆},{Ψ,Γ,∆,Q},{Θ,Γ,∆, 
 
Theorem 4.1. SJR(E)⊆ SJPO(E) 
Proof. Consider G belongs to SJR(E). Then, 
G ⊆ SJint(SJcl(G)) (1) 
Here, SJint(SJint(G)) ⊆ SJint(SJcl(G).  From(1),  we  have  G ⊆ SJint(SJcl(G).  There- fore, 
G belongs to SJPO(E) 
 
Example 4.2. From Example 4.1, it is recognizable that G = {Ψ, Θ, ∆} belongs to the set SJPO(E) but it does not belong 
to set SJR(E). 
 
Remark 4.1.  In Common, SJPO(E) ¢ SJR(E), from the example 3.2, it is seen that 
G = {Ψ, ∆, Q} ∈/  SJR(E) 
 
Theorem 4.2. SJCL(E) ⊆ SJPCL(E) 
Proof.  Consider G ∈ SJCL(E), then G=SJCL(G) from which we have G ⊇ SJcl(SJcl(G)).  We know 
 
G ⊇ SJcl(G)    (2) 
SJcl(SJcl(G)) ⊇ SJcl(SJint(G))   (3) 
From  (2) and (3),  G ⊇ SJcl(SJint(G)) 
 
Remark 4.2. In Common,SJPCL(E) ¢ SJCL(E). From the example 3.2, we have SJCL(E)= 
{V,φ,{Ψ},{Θ},{Q},{Ψ,Θ},{Ψ,Q},{Θ,Q},{Ψ,Θ,Q},{Ψ,Γ, ∆},{Ψ,Θ,Γ,∆},{Ψ,Γ,∆,Q}} SJPCL(E)={V,φ,{Ψ},{Θ},{Q},{Ψ, 
Θ},{Ψ,Γ},{Ψ,∆},{Ψ,Q}, 
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{Θ,Γ},{Θ,∆},{Θ,Q},{Γ,∆},{Γ,Q},{∆,Q},{Ψ,Θ,Γ},{Ψ,Θ,∆},{Ψ,Θ,Q}, {Ψ,Γ,∆},{Ψ,Γ,Q}, 
{Ψ,∆,Q},{Θ,Γ,Q},{Θ,∆,Q},{Ψ,Θ,Γ,∆},{Ψ,Θ,Γ,Q},{Ψ,Θ,∆,Q},{Ψ,Γ,∆,Q}}. 
Here, G ={Ψ, Θ, ∆} belongs to SJPCL(E) But G does not belong to SJCL(E). 
 
Definition 4.2. SJ − Precl(G) and SJ − Preint(G) is denoted  as  selje-pre  closed sets and selje-Pre-open sets respectively. 
Selje-Pre-closed is defined as 
SJ − PreclG = ∩{H: G ⊆ H,H is selje-pre-closed} Similarly, Selje-Pre-Open is defined as 
SJ − PreintG = ∪{H: G ⊇ H,H is selje-pre-open} 
 
Remark 4.3. The following remark is derived from the above results 
1. The smallest Selje-Pre-Open set containing G is SJ − Precl(G). 
2. The largest Selje-Pre-Closed set contained in G is SJ − Preint(G). 
 
Theorem 4.3.  
1. If ς is an index set, then ∩δ∈ς Gδ ∈ SJPCL(E) whenever Gδ ∈ SJPCL(E) 
2.If ς is an index set, then ∪δ∈ς Gδ ∈ SJPO(E) whenever Gδ ∈ SJPO(E) 
 
Proof. 
Consider {Gδ : δ ∈ I} is a subset of SJPCL(E). From the definition, for each δ 
 
SJcl(SJint(Gδ)) ⊆ Gδ.  Here, 
SJcl(SJint(∩δ(Gδ))) ⊆ SJcl(∩δ(SJint(Gδ)) 
⊆ ∩δ(SJcl(SJint(Gδ)) 
⊆ ∩δGδ 
 
Therefore,∩δGδ ∈ SJPO(E) 
1. Consider {Gδ : δ ∈ I} is a subset of SJPO(E). From the definition, for each δ SJint(SJcl(Gδ)) ⊇ Gδ.  Here, 
(∪δ(Gδ))) ⊆ ∪δ(SJint(SJcl(Gδ))) 
⊆ SJint(∪δSJcl(Gδ)) 
⊆ SJint(SJcl(∪δ(Gδ))) 
Therefore,∪δGδ ∈ SJPO(E) 
 
Remark 4.4. Finite intersection of Selje-Pre-Open set need not to be Selje-Pre-Open. 
 
Example  4.3.  In Example 3.2,  V = {Ψ,Θ,Γ,∆,Q} with V/R={{Ψ},{Θ,Γ,∆},{Q}}, E={∆,Q} ⊂ V.  If J={Ψ,Γ,∆},J′ ={Θ,Q} 
SJPO(E)={V,φ,{Θ},{Γ},{∆},{Q},{Ψ,Γ},{Ψ,∆},{Θ,Γ},{Θ,∆},{Θ,Q},{Γ,∆},{Γ,Q},{∆,Q},{Ψ,Θ,Γ},{Ψ,Θ 
{Ψ,Θ,Q},{Ψ,Γ,∆},{Ψ,Γ,Q},{Ψ,∆,Q},{Θ,Γ,∆},{Θ,Γ,Q},{Θ,∆,Q},{Γ,∆,Q},{Ψ,Θ,Γ,∆},{Ψ,Γ,∆,Q},{Θ,Γ,∆, 
Here, {Ψ, ∆, Q} and {Ψ, Θ, Q} belongs to SJPO(E) but their intersection (i.e.,) {Ψ, ∆, Q} {Ψ, Θ, Q} = {Ψ, Q} does not 
belong to SJPO(E).T 
 
Theorem 4.4. G = SJ − Precl(G) iff G ∈ SJPCL(E) 
Proof. Assume that G ∈ SJPCL(E). G ⊆ SJ − Precl(E) and then 
SJ − Precl(G) = ∩{H: G ⊆ H, HisSJ − Pre − closedset} (4) Since G ∈ SJPCL(E). G is an element from (4). 
Therefore, G = ∩{H: G ⊆ H, H is SJ-Pre-closed set} Hence, G = SJ − Precl(G). 
 
Selje-Semi-Open Sets 
Definition 5.1. Let  (E, YR(E),SJR(E))  be  an  selje  topological  space.  If  G ⊆ V,then G is selje-pre open if G ⊆ 
SJcl(SJint(G)) and G is selje-pre-closed if G ⊇ SJint(SJcl(G)). Then, all the elements in Selje-Pre open sets [Selje-Pre closed 
sets] are denoted by SJPO(E) [SJPL(E)] respectively. 
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Theorem 5.1.  SJR(E) ⊆ SJSO(E) 
Proof. Consider G belongs to SJR(E) (i.e.,) G = SJint(G). For all subset G of 
V and G ⊆ SJcl(G), we have G ⊆ SJcl(SJint(G)).  Hence, G belongs to SJSO(E). 
Remark 5.1. In some cases, SJR(E) = SJSO(E)(From Example 5.1) 
Example 5.1. Consider V = {Ψ,Θ,Γ,∆,Q} with V/R={{Ψ},{Θ,Γ,∆},{Q}}, E={∆,Q}⊂ 
V.  If J={Ψ,Γ,∆},J′ ={Θ,Q} 
SJSO(E) = {V,φ,{Θ},{Q},{Θ,Q},{Γ,∆},{Ψ,Γ,∆},{Θ,Γ,∆},{Γ,∆,Q},{Ψ,Θ,Γ,∆},{Ψ,Γ,∆,Q},{Θ,Γ,∆,Q}}. 
Here, all the elements from SJR(E) belongs to SJSO(E) 
 
Theorem 5.2. SJCL(E) ⊆ SJSCL(E) 
Proof. Consider G belongs to SJCL(E), then G=SJclG. Here, 
G ⊇ SJcl(SJcl(G))     (5) 
It is known that SJint(G) ⊆ G   (6) 
SJint(SJcl(G)) ⊆ SJcl(SJcl(G))    (7) 
From  (5),(6),(7)  we  have,  SJint(SJcl(G))  ⊆ SJcl(SJcl(G))  ⊆ G 
Therefore, G belong to SJSCL(E). 
 
Remark 5.2. In some exceptional cases SJCL(G) = SJSCL(G) (see example 5.1) 
 
Definition 5.2. SJ − Semicl(G) is denoted as selje-Semi closed sets and and SJ Semiint(G)is denoted as selje-Semi-open 
sets. Selje-Semi-closed is defined as 
SJ − Semicl(G)= ∩{H: G ⊆ H,H is selje-Semi-closed} Similarly, Selje-Pre-Open is defined as 
SJ − Preint(G) = ∪{H: G ⊇ H,H is selje-Semi-open} 
 
Remark 5.3. The following remark is derived from the above results 1.The largest SJ-Semi open set contained in G is 
SJ  − Semiint(G) 2.The smallest SJ-Semi closed set containing G is SJ − Semicl(G) 
 
Theorem   5.3.   1. If ς is an index set,whenever Gδ ∈ SJSO(E) then ∩δ∈ς Gδ ∈ SJSO(E) 
2.If ς is an index set, whenever Gδ ∈ SJSO(E) then ∪δ∈ς Gδ ∈ SJSO(E) 
 
Proof. 
Consider {Gδ : δ ∈ I} is a subset of SJSO(E). From the definition, for each δ Gδ ⊆ SJcl(SJint(Gδ)) .  Here, 
∪δGδ ⊆ ∪δSJcl((SJint(Gδ)) 
⊆ (SJcl(SJint(∪δ(Gδ))) 
Therefore, ∪δGδ ∈ SJPO(E) 
Consider {Gδ : δ ∈ I} is a subset of SJSCL(E). From the definition, for each δ 
 
Gδ ⊇ SJint(SJcl(Gδ)) .  Here, 
SJint(SJcl(∩δ(Gδ))) ∈ SJint(∩δ(SJcl(Gδ))) 
∈ ∩δGδ 
Therefore, ∩δGδ ∈ SJSCL(E) 
 
Theorem 5.4. G= SJint(G) if and only if G ∈ SJSO(E) 
 
Proof.  
Neccessary 
Assume that G ∈ SJSO(E), then G ⊆ ∪{H is SJ-Semi-Open} 
then G = SJ-Semi-Open set. So, G ⊆ SJ − Semiint(G).  As G belongs to SJSO(G), 
SJ − Semiint(G) ⊆ G.  Therefore, G=SJ − Semiint(G). 
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Sufficient 
Consider G = SJ − Semiint(G). Then from Remark 5.3 it is shown that the largest SJ-Semi open set contained in G is SJ − 
Semiint(G). Hence,G ∈ SJSO(E). 
 
Example 5.2. Consider V = {Ψ,Θ,Γ,∆,Q} with V/R={{Ψ},{Θ,Γ,∆},{Q}}, E={∆,Q}⊂V. If J={Ψ,Γ,∆},J′ ={Θ,Q} 
SJPO(E)={V,φ,{Θ},{Γ},{∆},{Q},{Ψ,Γ},{Ψ,∆},{Θ,Γ},{Θ,∆},{Θ,Q},{Γ,∆},{Γ,Q},{∆,Q},{Ψ,Θ,Γ},{Ψ,Θ 
{Ψ,Θ,Q},{Ψ,Γ,∆},{Ψ,Γ,Q},{Ψ,∆,Q},{Θ,Γ,∆},{Θ,Γ,Q},{Γ,∆,Q},{Ψ,Θ,Γ,∆},{Ψ,Γ,∆,Q},{Θ,Γ,∆,Q}} 
SJSO(E) = {V,φ,{Θ},{Q},{Θ,Q},{Γ,∆},{Ψ,Γ,∆},{Θ,Γ,∆},{Γ,∆,Q},{Ψ,Θ,Γ,∆},{Ψ,Γ,∆,Q},{Θ,Γ,∆,Q}}. 
 
Remark 5.4. {Γ} is in SJPO(E) but not in SJSO(E) 
SPSO(G) ¢ SJPO(G) 
Similarly, {Θ} is in SJSO(E) but not in SJPO(E) 
SJPO(G) ¢ SJSO(G). 
 
Selje-Continuous function 
The definition of Selje continuous function(SJ-continuous function) is given as 
 
Definition 6.1. Consider two topological space (V, YR(E), SJR(E)) and (U, ZR′ (F), SJR′ (F)) and E ⊆ V and F ⊆ U. Then 
a function k : V → U is Selje continuous (SJ-continuous) function if k−1(x) ∈ SJR(E) whenever x ∈ SJR(E). 
 
Theorem 6.1.  Let (V, YR(E), SJR(E)) and (U, ZR′ (F), SJR′ (F)) and E ⊆ V and F 
⊆ U.  Then a function k : V → U is SJ-continuous function if and only if k−1(x) ∈ 
SJCL(E)  whenever  x ∈ SJCL(E). 
 
Proof. 
Neccessity 
Consider k: V → U is SJ-continuous function and x ∈ SJCL(F) then the complement belongs to SJR(F) then k−1(xc) ∈ 
SJR(E) (i.e.,)(k−1(x))c belongs to SJR(E).Therefore, (k−1(x)) ∈ SJCL(E) whenever x ∈ SJCL(F) 
 
Sufficient 
Consider (k−1(x))c belongs to SJR(E)  whenever x ∈ SJCL(F). If whenever x ∈ 
SJCL(F) then whenever xc ∈ SJCL(E). By assumption k−1(xc) ∈ SJCL(E) where 
k−1(x) belongs to SJR(E). Therefore k is SJ-continuous. 
 
Definition 6.2. Consider two topological space (V, YR(E), SJR(E)) and (U, ZR′ (F), SJR′ (F)) and E ⊆ V and F ⊆ U. Then 
a function k : V → U is Selje-Pre-continuous function 
if k−1(x) ∈ SJPCL(E) whenever x ∈ SJCL(E). 
 
Theorem 6.2. Every SJ-continuous function is SJ-Pre-continuous function 
Proof. 
Let k : V → U be  a  SJ-continuous  function.  k−1(x)  ∈ SJCL(F).  From  theorem  4.1 it is given that for every x ∈ SJCL(F), 
we have k−1(x) ∈ SJPCL(E). Hence, k is SJ-Pre-continuous function. 
Definition 6.3. Consider two topological space (V, YR(E), SJR(E)) and (U, ZR′ (F), SJR′ (F)) and E ⊆ V and F ⊆ U. Then 
a function k : V → U is Selje-Semi-continuous function 
if k−1(x) ∈ SJSCL(E) whenever x ∈ SJCL(E). 
 
Theorem 6.3. Every SJ-continuous function is an SJ-Semi-continuous function 
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Proof. 
Consider a function k : V → U be a SJ-continuous function. Whenever x ∈ SJCL(F), k−1(x) ∈ SJCL(E).  From theorem 5.1 
it is given that for every x ∈ SJCL(F), we have k−1(x) ∈ SJSCL(E). Hence, k is SJ-Semi-continuous function. 
 
CONCLUSION 
 
Throughout this paper, the properties of SJR(E) are discussed and we have arrived at a conclusion that SJR(E) + 
SJPO(E) but in some rare cases there were some results like SJR(E)=SJSO(E) from some of the worked examples. This 
results can be extended for the further research on homeomorphism and other strong sets in topo- logical space and 
can be used for some real time application in other fields. 
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In this work, we present and look into the new kind of open sets namely ∆-ℌψ-o  ́ pen,Σ-ℌψ- ópen,Φ-
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continuous. 
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INTRODUCTION 
 
Let ϑ be a collection from A, which is a nonempty set. Then ϑ is called a generalized topology (briefly GT)[2], iff ∅ ∈ 
ϑ and ℒ j ∈ ϑ for j∈J implies ℒ = Jjℒ j ∈ ϑ. The ϑ-closure (σ-closure) of ℒ is denoted by c ϑ (ℒ) (resp. c σ (ℒ) ) is the 
smallest ϑ - c´losed (resp. ϑ- σ- c´losed ) sets containing ℒ and the ϑ-interior (resp. σ-interior ) of ℒ , denoted by i ϑ 
(ℒ) (resp. i σ (ℒ) ) is the largest ϑ-o´pen (resp. ϑ-σ-o´pen) sets contained in ℒ . 
 
Definition 1.1. A subset ℒ ⊂ A is called 
1. ϑ - α- o´pen [3], if ℒ ⊂ i ϑ c ϑ i ϑ (ℒ). 
2. ϑ - σ- o´pen [3], if ℒ ⊂ c ϑ i ϑ (ℒ). 
3. ϑ - π- o´pen [3], if ℒ ⊂ i ϑ c ϑ (ℒ). 
4. ϑ - β- o´pen [3], if ℒ ⊂ c ϑ i ϑ c ϑ (ℒ). 
5. ϑ - b- o´pen [12], if ℒ ⊂ c ϑ i ϑ (ℒ) ∪ i ϑ c ϑ (ℒ). 
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Definition 1.2. A hereditary class [4], is defined as ℌ of subsets of ℤ, if ℒ ∈ ℌ and V⊂ℒ, then V ∈ ℌ. 
Definition 1.3. For a hereditary class ℌ on ℒ and ℒ⊂ℤ, we define ℒ*(ℌ, ϑ) = {a ∈ ℤ:ℒ ∩ Vℌ for all V ∈ ϑ such that 
a ∈ V} [4]. 
 
Definition 1.4. [5] Let ℒ⊂ℤ. Then ℒ* σ (ℌ, ϑ) = {z ∈ ℤ: ℒ ∩V  ℌ for all V ∈ ϑ - σ - o´pen such that z ∈ V } and c*σ (ℒ) 
= ℒ ∪ ℒ σ ∗. 
 
Definition 1.5. A subset ℒ ⊂ ℤ is called 
1. α - H - o´pen [4], if ℒ ⊆ i ϑ c*ϑi ϑ (ℒ), 
2. σ - H - o´pen [4], if ℒ ⊆ c*ϑi ϑ (ℒ), 
3. π - H - o´pen [4], if ℒ ⊆ i ϑ c*ϑ(ℒ), 
4. β - H - o´pen [4], if ℒ ⊆ c ϑ i ϑ c*ϑ(ℒ), 
5. ϑ ∗ - c´losed [4], if c*ϑ(ℒ) ⊂ ℒ . 
6. b - H - o´pen [8], if ℒ ⊆ i ϑ c*ϑ ℒ) ∪ c*ϑ i ϑ (ℒ), 
7. σϑ *- c´losed [5], if ℒ σ * ⊆ ℒ 
 
Definition 1.6. A subset ℒ ⊂ ℤ is said to be 
1. α - H σ - o´pen [10], if ℒ ⊆ i ϑ c*σi ϑ (ℒ), 
2. σ - H σ - o´pen [10], if ℒ ⊆ c*σi ϑ (ℒ), 
3. π - H σ - o´pen [10], if ℒ ⊆ i ϑ c*σ (ℒ), 
4. β - H σ - o´pen [10], if ℒ ⊆ c ϑ i ϑ c*σ (ℒ). 
5. b - H σ - o´pen [9], if ℒ ⊆ i ϑ c*σ (ℒ) ∪ c*σi ϑ (ℒ). 
 
 
ℬ - ℌ Ψ - O´PEN SETS 
Definition 2.1. A subset ℒ ⊂ ℤ is called 
1. ∆- ℋψ - o´pen, if ℒ⊆ i σ c * σiσ (ℒ). 
2. Σ- ℌ ψ - o´pen, if ℒ ⊆ c*σiσ(ℒ). 
3. Φ- ℌO(ℤ), if ℒ ⊆ i σ c*σ (ℒ). 
4. Ω- ℌ ψ - o´pen, if ℒ ⊆ c ϑ i σ c*σ (ℒ). 
5. ℬ - ℌ ψ - o´pen, if ℒ ⊆ c*σiσ ∪ i σ c*σ (ℒ). 
The set of all ∆-ℌ ψ -o´pen (resp. Σ-ℌ ψ -o´pen, Φ-ℌO(ℤ), Ω-ℌ ψ - o´pen and ℬ-ℌ ψ - o´pen , λ- 
o´pen) is denoted by ∆-ℌO(ℤ) (resp. Σ-ℌO(ℤ), Φ-ℌO(ℤ), Ω-ℌO(ℤ), ℬ-ℌO(ℤ), 
λO(ℤ) ). 
 
Proposition 2.2. In ℌ -GTS (ℤ, ϑ, ℌ), 
1. Any ϑO(ℤ) set is ∆-ℌO(ℤ). 
2. Any ϑO(ℤ) set is Σ-ℌO(ℤ). 
3. Any ϑO(ℤ) set is Φ-ℌO(ℤ). 
4. Any ϑO(ℤ) set is Ω-ℌO(ℤ). 
5. Any ϑO(ℤ) set is ℬ-ℌO(ℤ). 
 
Proof. (1). Consider ℒ⊂ℤ is ϑ-o´pen. Then, ℒ⊆i ϑ (ℒ)⊆i ϑ c*σ(ℒ)⊆ i σ c*σi ϑ (ℒ)⊆i σ c*σ i σ (ℒ). Hence ℒ is ∆- ℌO(ℤ). 
(2). Consider ℒ⊂ℤ is ϑ- o´pen. Then, ℒ⊆i ϑ (ℒ)⊆cσ∗ i ϑ (ℒ) ⊆c*σ i σ (ℒ). Hence ℒ is Σ - ℌO(ℤ). 
(3). Consider ℒ⊂ℤ is ϑ-o´pen. Then, ℒ⊆i ϑ (ℒ)⊆i ϑ cσ∗ (ℒ)⊆i σ cσ∗ (ℒ). Hence ℒ is Φ - ℌO(ℤ). 
(4). Consider ℒ ⊂ ℤ is ϑ-o´pen. Then ℒ = i ϑ (ℒ). Now ℒ⊆c ϑ (ℒ)⊆c ϑ i ϑ (ℒ)⊆c ϑ i σ cσ∗ (ℒ). Hence ℒ is Ω - ℌO(ℤ). 
(5). Consider ℒ⊂ℤ is ϑ-o´pen. Then ℒ =i ϑ (ℒ). Now ℒ⊆i ϑ (ℒ)⊆ i ϑ cσ∗ (ℒ)⊆i σ cσ∗ (ℒ)⊆ i σ cσ∗ (ℒ) ∪ cσ∗ i σ (ℒ). 
Hence ℒ is ℬ - ℌO(ℤ). 
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Example 2.3. Consider ℤ={1, 2, 3, 4, 5} ϑ={∅, {1}, {3}, {1, 3}, {3, 4, 5},{1, 3, 4, 5}, {1, 2, 3}, ℤ}, ℌ={∅, {1}}. Then ℒ={1, 4, 5} is 
∆-ℌO(ℤ) (resp. Σ-ℌO(ℤ) , Φ-ℌO(ℤ), Ω-ℌO(ℤ), ℬ -ℌO(ℤ)) but not ϑ-o´pen. 
 
Proposition 2.4. In ℌ -GTS (ℤ, ϑ, ℌ), 
1. Any α-ℌ σ -o´pen is ∆-ℌO(ℤ). 
2. Any σ-ℌ σ -o´pen is Σ-ℌO(ℤ). 
3. Any π-ℌ σ -o´pen is Φ-ℌO(ℤ). 
4. Any β-ℌ σ -o´pen is Ω - ℌO(ℤ). 
5. Any b-ℌ σ - o´pen is ℬ - ℌO(ℤ). 
 
Proof. 
1. Consider ℒ ⊂ ℤ is α-ℌ σ -o´pen set. Then ℒ ⊆ i ϑ cσ∗ i ϑ (ℒ)⊆ i σ cσ∗ i σ (ℒ). Hence ℒ is ∆-ℌO(ℤ). 
2. Consider ℒ⊂ℤ is σ-ℌ σ - o´pen set. Then ℒ⊆c ∗ σi ϑ (ℒ)⊆cσ∗ i σ (ℒ). Hence ℒ is Σ- ℌO(ℤ). 
3. Consider ℒ⊂ℤ is π-ℌ σ - o´pen set. Then ℒ⊆i ϑ cσ∗ (ℒ) ⊆i σ cσ∗ (ℒ). Hence ℒ is Φ- ℌO(ℤ). 
4. Consider ℒ ⊂ ℤ is β-ℌ σ - o´pen set. Then ℒ ⊆ c ϑ i ϑ cσ∗ (ℒ)⊆ c ϑ i σ c*σ (ℒ). Hence ℒ is Ω-ℌO(ℤ) . 
5. Consider ℒ⊂ℤ is b-ℌ σ -o´pen . Then ℒ ⊆ i ϑ c ∗ σ (ℒ) ∪ cσ∗ i ϑ (ℒ) ⊆ i σ c*σ (ℒ) ∪c ∗ σi σ (ℒ). 
Hence ℒ is ℬ - ℌO(ℤ) . 
 
Example 2.5. Consider ℤ = {1, 2, 3, 4, 5} ϑ = {∅, {1}, {2}, {3}, {1, 2}, {1,3,{2,3}, {1,2,3}, {1,3,4},{2,3,4}, {1,2,3,4}}, ℌ = {∅, 
{1}}.Then ℒ ={5} is ∆ -ℌO(ℤ) (resp. Σ- ℌO(ℤ), Φ-ℌO(ℤ), Ω-ℌO(ℤ), ℬ-ℌO(ℤ)) but not α-ℌ σ -o´pen (resp. σ-ℌ σ - 
o´pen , π-ℌ σ - o´pen , β-ℌ σ -o´pen , b-ℌ σ -o´pen ). 
 
Proposition 2.6. Every ∆-ℌO(ℤ) is Σ-ℌO(ℤ) but not conversely.  
 
Proof. Consider ℒ⊂ℤ is ∆-ℌO(ℤ). Then ℒ⊆i σ c ∗ *i σ (ℒ)⊆c*σ i σ (ℒ). Hence ℒ is Σ-ℌO(ℤ). 
 
Example 2.7. Consider Z={1,2,3,4,5}, ϑ={∅,{1},{2},{3},{1, 2}, {1, 3}, {2, 3}, {1,2,3}, {1,3,4}, {1,2,3}, {1,2,3,4}}, ℌ={∅, {1}}. Then 
ℒ={1, 5} is Σ-ℌO(ℤ) but not ∆-ℌO(ℤ). 
 
Proposition 2.8. Every ∆-ℌO(ℤ) is Φ-ℌO(ℤ) but not conversely. 
Proof. Consider ℒ⊂ℤ is ∆- ℌO(ℤ). Then ℒ⊆i σ c*σ i σ (ℒ)⊆i σ c*σ (ℒ). Hence ℒ is Φ-ℌO(ℤ). 
 
Example 2.9. Consider ℤ={1,2,3,4}, ϑ={∅,{1, 3},{4},{1,3,4}, ℤ}, ℌ={∅, {3}}. Then ℒ = {1, 2, 4} is Φ-ℌO(ℤ) but not ∆-ℌO(ℤ). 
Theorem 2.10. In ℌ -GTS (ℤ, ϑ, ℌ), the following are equivalent. 
1. ℒ is ∆ - ℌO(ℤ). 
2. ℒ is Σ - ℌO(ℤ) and Φ - ℌO(ℤ) . 
 
PROOF. (1) ⇒ (2). Consider ℒ is ∆-ℌO(ℤ). Then by Proposition 2.4 and 2.6, ℒ is Σ-ℌO(ℤ) and Φ-ℌO(ℤ) . 
(2) ⇒ (1). Consider ℒ is both Σ - ℌO(ℤ) and Φ-ℌO(ℤ). Then ℒ ⊆ i σ c*σ (ℒ) ⊆ i σ c*σ 
c*σ i σ (ℒ) ⊆ i σ c*σ i σ (ℒ). Hence ℒ is ∆-ℌO(ℤ). 
 
Remark 2.11. The notions of Σ-ℌO(ℤ) and Φ-ℌO(ℤ) are independent. 
Example 2.12. Consider ℤ={1,2,3,4,5} , ϑ={∅,{1},{2},{3},{1,2},{1,3},{2,3},{1,2,3},{1,3,4},{2,3,4},{1,2,3,4}}, ℌ={∅,{1}}. Then 
ℒ={1,3}is Σ-ℌO(ℤ) but not Φ-ℌO(ℤ) . 
 
Example 2.13. Consider ℤ={1,2,3,4}, ϑ={∅,{1,3},{4},{1,3,4}, ℤ}, ℌ={∅,{3}}. Then ℒ={1,3,4} is Φ-ℌO(ℤ) but not Σ-ℌO(ℤ). 
Proposition 2.14. Every Φ-ℌO(ℤ) set is Ω-ℌO(ℤ) but converse need not be true. 
Proof. Consider ℒ⊂ℤ is Φ-ℌO(ℤ). Then ℒ ⊆ i σ c*σ (ℒ) ⊆ c ϑ i σ c*σ (ℒ). Hence ℒ is Ω-ℌO(ℤ) set. 
 
Proposition 2.15. Every ∆-ℌO(ℤ) (resp. Σ-ℌO(ℤ) , Φ-ℌO(ℤ))is ℬ -ℌO(ℤ) but not conversely. 
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Proof. 
1. Let ℒ be ∆-ℌO(ℤ). Then ℒ ⊆ i σ c*σ i σ (ℒ)⊆c*σ i σ (ℒ)∪ i σ c*σ (ℒ). Hence ℒ is ℬ- ℌO(ℤ) . 
2. Let ℒ be Σ - ℌO(ℤ). Then ℒ⊆ c*σ i σ (ℒ)⊆c*σ i σ (ℒ)∪ i σ c*σ (ℒ). Hence ℒ is ℬ-ℌO(ℤ) . 
3. Let ℒ be Φ-ℌO(ℤ) . Then ℒ⊆i σ c*σ (ℒ)⊆c*σ i σ (ℒ)∪ i σ c*σ (ℒ). Hence ℒ is ℬ-ℌO(ℤ) . 
 
Example 2.16. Consider ℤ={1,2,3,4,5} ϑ={∅,{1},{3},{1,3},{3,4,5}, {1,3,4,5},{1,2,3, }, ℤ}, ℌ={∅,{1}}. Then ℒ={1,4,5} is ℬ-
ℌO(ℤ) but not ∆-ℌO(ℤ) (resp. Σ-ℌO(ℤ) , Φ-ℌO(ℤ)). 
 
Theorem 2.17. If ℒ⊂ ℤ is ℬ -ℌO(ℤ) and ϑ-σ-o´pen, then it is Σ-ℌO(ℤ).  
Proof. Let ℒ be both ℬ -ℌO(ℤ) and µ-σ-o´pen . Then ℒ ⊆ i σ c*σ (ℒ)∪ c*σ i σ (ℒ) and ℒ=i σ (ℒ). Now ℒ⊆i σ c*σ 
(ℒ)∪c*σ i σ (ℒ)⊆c*σ (ℒ), which implies ℒ⊆c*σ i σ (ℒ). Hence ℒ is Σ-ℌO(ℤ). 
 
Theorem 2.18. If ℒ⊂ℤ is ℬ-ℌO(ℤ) and ϑ-σ-o´pen, then it is Φ -ℌO(ℤ) . 
Proof. Let ℒ be both ℬ -ℌO(ℤ) and µ- σ- o´pen . Then ℒ ⊆ i σ c*σ (ℒ)∪ c*σ i σ (ℒ) and 
ℒ=i σ (ℒ). Now ℒ ⊆ i σ c*σ (ℒ)∪c*σ i σ (ℒ)⊆c*σ (ℒ), which implies ℒ ⊆ i σ (ℒ) ⊆ i σ cσ∗ 
(ℒ). Hence ℒ is Φ - ℌO(ℤ). 
 
Theorem 2.19. If ℒ ⊂ℤ is ℬ -ℌO(ℤ) and ϑ-σ-o´pen, then it is ∆-ℌO(ℤ). 
 
Proof. Let ℒ be both ℬ - ℌO(ℤ) and µ - σ - o´pen . Then ℒ ⊆ i σ c*σ (ℒ)∪ c*σ i σ (ℒ) and ℒ = i σ (ℒ). Now ℒ ⊆ i σ c*σ 
(ℒ)∪ c*σ i σ (ℒ)⊆c*σ (ℒ), which implies ℒ ⊆ i σ c*σ i σ (ℒ). Hence ℒ is ∆-ℌO(ℤ). 
 
Theorem 2.20. If ℒ⊂ℤ is ℬ -ℌO(ℤ) and ϑ*-c´losed, then it is Σ-ℌO(ℤ). 
 
Proof. Let ℒ is both ℬ - ℌO(ℤ) and ϑ*-c´losed . Then ℒ ⊆ i σ c*σ (ℒ)∪c*σ i σ (ℒ) and  c*σ (ℒ) ⊆ c*ϑ (ℒ) ⊆ ℒ . Now ℒ ⊆ 
i σ c*σ (ℒ)∪c*σ i σ (ℒ)⊆c*σ i σ (ℒ) ∪ i σ (ℒ) = c*σ i σ (ℒ). Hence ℒ is Σ-ℌO(ℤ). 
 
Theorem 2.21. If ℒ⊂ℤ is ℬ -ℌO(ℤ) and σϑ*-c´losed, then it is Σ-ℌO(ℤ). 
 
Proof. Let ℒ is ℬ - ℌO(ℤ) and σϑ*-c´losed. Then ℒ ⊆i σ c*σ (ℒ)∪c*σ i σ (ℒ) and c*σ (ℒ) ⊆ℤ, which implies i σ c*σ 
(ℒ)⊆i σ (ℒ). Now ℒ ⊆ i σ cσ∗ (ℒ)∪c*σ i σ (ℒ)⊆ c*σ i σ (ℒ)∪ i σ (ℒ)= c*σ i σ (ℒ). Hence Σ- ℌO(ℤ). 
 
Theorem 2.22. If ℒ ⊂ℤ isℬ -ℌO(ℤ) and ϑ-σ- c´losed, then it is Σ-ℌO(ℤ). 
 
Proof. Let ℒ is both ℬ - ℌO(ℤ) and ϑ- σ - c´losed. Then ℒ ⊆ i σ c*σ (ℒ)∪ c*σ i σ (ℒ) and c*σ (ℒ) ⊆ℒ by Proposition 2.9 
of [5]. Which implies iσ c*σ (ℒ) ⊆i σ (ℒ). Now ℒ ⊆ i σ c*σ (ℒ)∪c*σ i σ (ℒ)⊆c*σ i σ (ℒ) ∪ i σ (ℒ)=c*σ i σ (ℒ). Hence Σ-
ℌO(ℤ). 
 
Theorem 2.23. If ℒ⊂ℤ is ℬ - ℌO(ℤ) such that i σ (ℒ)=∅ , then it is Φ-ℌO(ℤ) . 
Proof. Let ℒ be ℬ - ℌO(ℤ) and i σ (ℒ) =ϕ. Then ℒ⊆i σ c*σ (ℒ)∪c*σ i σ (ℒ) =i σ cσ∗ (ℒ). Hence ℒ is Φ - ℌO(ℤ). 
 
Theorem 2.24. If ℒ⊂ℤ is ℬ -ℌO(ℤ) and ℒ ∈ ℌ, then it is Σ - ℌO(ℤ).  
Proof. Let ℒ is ℬ - ℌO(ℤ) and ℒ ∈ℌ. Then ℒ ⊆ i σ c*σ (ℒ)∪c*σ i σ (ℒ) and c*σ (ℒ)=ℒ by Remark 2.10 of [5]. Now ℒ ⊆ i 
σ c*σ (ℒ) ∪ c*σ i σ (ℒ) = i σ (ℒ) ∪ c*σ i σ (ℒ) = c*σ i σ (ℒ). Hence ℒ is Σ-ℌO(ℤ). 
 
Theorem 2.25. If ℒ⊂ℤ is ℬ-ℌO(ℤ) and ℌ=P(ℒ) then it is ℒ is Σ-ℌO(ℤ). 
Proof. Let ℒ is ℬ - ℌO(ℤ) and ℌ = P (ℒ). Then ℒ ⊆ i σ c*σ (ℒ) ∪c*σ i σ (ℒ) and c*σ (ℒ)=ℒ by Remark 2.10 of [5]. Now 
ℒ ⊆ i σ c*σ (ℒ) ∪ c*σ i σ (ℒ)=i σ (ℒ) ∪ c ∗ σi σ (ℒ) = c ∗ σi σ (ℒ). Hence ℒ is Σ- ℌO(ℤ). 
 
Theorem 2.26. If ℒ ⊂ℤ is ℬ-ℌO(ℤ) and ℒ ⊂ℒ σ *, then it is ℒ is Ω-ℌO(ℤ). 
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Proof. Let ℒ is ℬ -ℌO(ℤ) and ℒ ⊂ ℒ σ *. Then ℒ ⊆i σ cσ∗ (ℒ) ∪c*σ i σ (ℒ) and c*σ i σ (ℒ)⊂c*σ i σ c*σ (ℒ). Now ℒ ⊆i σ 
c*σ (ℒ)∪c*σ i σ (ℒ) ⊆i σ c ∗ σ (ℒ) ∪ cσ∗ i σ cσ∗ (ℒ) ⊆ c ∗ σi σ c ∗ σ (ℒ) ⊆ cϑ∗ i σ cσ∗ (ℒ). Hence ℒ is Ω-ℌO(ℤ). 
 
DECOMPOSITION OF (∆- ℌ Ψ , λ) -CONTINUITY 
Definition 3.1. A map j:(ℤ, ϑ, ℌ)→(ℬ, λ) is (∆-ℌ ψ , λ) -continuous ((∆ -ℌ ψ , λ)-C ), if j −1 (V) is ∆- ℌO(ℤ) for each 
λO(ℤ) set V in (W, λ, ℌ). 
Definition 3.2. A map j:(ℤ, ϑ, ℌ)→ (ℬ, λ) is (Σ- ℌ ψ , λ) -continuous ((Σ -ℌ ψ , λ) - C ), if j −1 (V) is Σ- ℌO(ℤ) for 
each λO(ℤ) set V in (W, λ, ℌ). 
Definition 3.3. A map j:(ℤ, ϑ, ℌ)→ (ℬ, λ) is (Φ-ℌ ψ , λ) -continuous ((Φ-ℌ ψ , λ)-C ), if j −1 (V) is Φ-ℌO(ℤ) for each 
λO(ℤ) set V in (W, λ, ℌ). 
 
Proposition 3.4. Every (∆-ℌ ψ , λ)-C is (Σ-ℌ ψ , λ)- C but not conversely.  
Proof. Consider the map j:(ℤ,ϑ,ℌ)→(ℬ,λ) be a (∆-ℌ ψ , λ)-C. Then j −1 (V) is ∆-ℌO(ℤ) for each λO(ℤ) set V in (ℬ, λ, 
ℌ). By Proposition 2.6, j −1 (V) is Σ-ℌO(ℤ). Hence, j is (Σ-ℌ ψ , λ)-C. 
 
Example 3.5. Consider ℤ={1,2,3,4,5}, ϑ={∅,{1},{2},{3},{1,2},{1, 3,{2,3,{1,2,3,{1,3,4, {2, 3, 4}, {1, 2, 3, 4}}, λ={∅,{1,2}}and 
ℌ={∅,{1}}. Then, the identity map j:(ℤ,ϑ,ℌ)→(ℬ, λ) is (Σ-ℌ ψ , λ)-C and but not (∆-ℌ ψ , λ)-C . 
 
Proposition 3.6. Every (∆-ℌ ψ , λ)-C is (Φ-ℌ ψ , λ)-C but not conversely.  
Proof. Consider the map j:(ℤ,ϑ,ℌ)→(ℬ,λ,ℌ) be a (∆-ℌ ψ , λ)-C. Then j −1 (V) is ∆- ℌO(ℤ) for each λO(ℤ) set V in (ℬ, 
λ, ℌ). By Proposition 2.8, j −1 (V) is Φ - ℌO(ℤ) . Hence, j is (Φ-ℌ ψ , λ)-C. 
 
Example 3.7. Consider ℤ={1,2,3,4}, ϑ={∅, {1,3}, {4}, {1,3,4}, ℤ}, λ={∅, {1,3,4}}, ℌ={∅,{3}}. Then the identity map j:(ℤ, ϑ, 
ℌ)→(ℬ, λ) is (Φ-ℌ ψ , λ)-C but not (∆-ℌ ψ , λ)-C . 
 
Remark 3.8. The notions of (Σ-ℌ ψ , λ)-C and (Φ-ℌ ψ , λ)-C are independent. 
Example 3.9. Consider ℤ={1,2,3,4,5}, ϑ={∅,{1},{2},{3},{1,2},{1,3}, {2,3},{1,2,3},{1,3,4}, {2,3,4}, {2,3,4,5}}, λ={∅, {2,3}} and 
ℌ={∅,{5}}. Then, the identity map j:(ℤ,ϑ,ℌ)→(ℬ, λ) is (Σ-ℌ ψ , λ)-C but not (Φ-ℌ ψ , λ)-C . 
 
Example 3.10. Consider ℤ={1,2,3,4}, ϑ={∅,{1, 3},{3},{1,3,4}, ℤ} , 
λ={∅,{1,3,4}}, ℌ={∅,{3}}. Then, the identity map j :(ℤ, ϑ, ℌ)→(ℬ, λ) is (Φ-ℌ ψ , 
λ)-C but not (Σ-ℌ ψ , λ)-C. 
 
Theorem 3.11. For a map j: (ℤ, ϑ, ℌ)→(ℬ, λ, ℌ), the following results are equivalent. 
1. j is (∆- ℌ ψ , λ)-C . 
2. j is (Σ-ℌ ψ , λ)-C and (Φ-ℌ ψ , λ)-C . 
 
Proof. (1)⇒(2): Follows from the Proposition 3.4 and Proposition 3.6. 
(2)⇒(1): Consider the map j:(ℤ, ϑ, ℌ)→(ℬ, λ, ℌ) be (Σ-ℌ ψ , λ)-C and (Φ-ℌ ψ , λ) - C. Then 
j −1 (V) is Σ-ℌO(ℤ) and Φ-ℌO(ℤ) for each λO(ℤ). By Theorem 2.10, j −1 (V) is ∆-ℌO(ℤ). Hence, j is (∆-ℌ ψ , λ)-C. 
 
CONCLUSION 
 
In this paper, we introduced ∆-ℌO(ℤ), Σ-ℌO(ℤ), Φ-ℌO(ℤ), Ω- ℌO(ℤ) and ℬ-ℌO(ℤ) sets and obtained 
decomposition of (∆-ℌ ψ , λ)-C. In future work we will introduce new types of generalized open sets related to these 
sets and obtain new decomposition of (ϑ, λ)-C . 
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Let G be a simple connected graph with V as its vertex set and E as its edge set. Boolean graph BG2 (G) is 
the graph with vertex set V∪E and two vertices of BG2 (G)are adjacent if and only if they are adjacent 
vertices of G or represent an edge incident with the vertex in G or represent two non-adjacent edges of G. 
In this paper, a theorem and an algorithm based on that theorem is set to obtain the metric dimension of 
BG2 (G), a metric base, the adjacency matrix and the distance matrix of BG2 (G) 
 
Keywords: Boolean graph BG2 (G)algorithms, metric base ,metric dimension,  
 
 
INTRODUCTION 
 
In today’s fast-paced world, it is important to study the development of networks and hence the study of graphs like 
BG2 (G) is trending. A graph G and BG2 (G) are given below. 

 
A vertex g is said to resolve another vertices h and k If d(h, g) ≠ d(k, g).If W ⊆ V contains a resolving vertex for every 
pair of vertices of G then W is said to be a resolving set. If W={W1,W2,…WK}  is a resolving set then every vertex can 
be uniquely identified by a code, 
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CW(u)=(d(u1,w1)…., d(u2, w2 ), · · · , d(u, w k )). CW (u) is known as the metric code or location code of u [5].Codes of 
Wi’s are all different since the i th component is zero and others are non zeros. Every superset of a resolving set is a 
resolving set so a graph can have more than one resolving set. 
 
A metric base is a resolving set with minimum cardinality. Cardinality of a metric base is called the metric dimension 
of G, denoted by β(G) [5]. The vertices of BG2 (G) corresponding to vertices of G are known as point vertices and that 
correspond to edges of G are called line vertices. “If the number of vertices of G is more than four then the distance 
between two point vertices is either one or two or three, distance between two line vertices is one or two and the 
distance between a point vertex and a line vertex is either one or two”[1]. 
 
RESULTS AND DISCUSSION 
 
Theorem 1: Collection of point vertices is a resolving set for BG2 (G) 
Proof:- let S={ P1,P2…… P α } be the set of point vertices and T={Q1 ,Q2 …,Qρ } be the set of line vertices. The metric 
codes, CS (Pi ), are all different since i th component of the code is zero and the rest are non-zero. Metric code of Qj,          
CS (Qj ), are also different because in every code 1’s occur exactly at two positions and the remaining positions are 
numbers other than 1. Positions of these 1’s will vary from line vertex to line vertex as they appear in places of 
vertices corresponding to that line vertex. Hence all vertices have different codes. 
 
The algorithm 
Algorithms play a vital role in modern computing. In this section, using the fact in theorem 1, an algorithm is 
established to obtain metric dimension of BG2 (G)a metric base for BG2 (G), adjacency matrix of BG2 (G) and the 
distance matrix of BG2 (G). The graph considered in the algorithm is a simple connected undirected graph with more 
than two vertices. Number of vertices and upper triangular part of the adjacency matrix are to be given as inputs. 
Theorem 1 plays a crucial in the algorithm. 
 
Step 1: Start. 
Step 2: Declare two dimensional arrays; a ,b and d  
Declare the integer variables; e=0, n, r, i , j, k, flag=0.  
Step 3: Read n>1; 1, the number of vertices in G. 
Step 4: For i and j from 0 to n-1, read a ij for i>j  “if aij=1” is to be deleted from the end of the line , the upper 
triangular part of adjacency Matrix of G. If a ij =1, 
 
If aij=1, 
{ 
e=e+1,dij=1,bij=1, 
bi, n+e−1=1,bj,n+e−1=1, 
di, n+e−1=1,dj,n+e−1=1. 
For k= 0to k= n-1, 
If k is different from i and j, 
then, set bk,n+e−1=0,dk,n+e−1=2.  
For g=n tog=n+e-1, 
If big=0andbj g=0, 
Then set bn+e−1,g=1anddn+e−1,g=1. 
else, 
bn+e−1,g=0anddn+e−1,g=2. 
} 
If aij =0,then set bij =0. 
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··· 

Step 5: for i from 1 to n-1…. to n-1, 
If aij=0 
For K=0 to n-1 
{ 
If bik=1 and bjk=1, then set dij=2, break. 
If k=n-1 then set dij =3. 
} 
 
Step 6: For i from 0 to n+e-1 and j from i to n+e-1 
Set aii=0,bii=0,dii=0.aji=aij ,bji=bij ,dji=dij . 
 
Step 7: For r=2 to r=n, 
{ 
For k=1 to n+eCr 
{ 
 
Consider each n+e C r combinations of vertices of BG2 (G). Let the kth combination 
 
be (vα1,vα2,···, vαr) 
 
Let vβ1, vβ2…,vβn+e−r be the vertices out side the current combination. 

If r=n-1 then go to  Step 8  
ag=0 
For i=1 to n+e-r 
{ 
If flag =1, break; 
For j=i+1 to n+e-r 
{ 
if (dβiα1,dβiα2,…,dβiαr)=(dβjα1,dβjα2,…,dβjαr) 

{flag=1, break} 
if(j=n+e-r) goto Step8 
} 
} 
} 
} 
Step 8: Print [bij ]-Adjacency matrix of BG2 (G). 
Print [dij ]-Distance matrix of BG2(G). 
Print r-Metric Dimension of BG2 (G). 
Print {vα1,vα2,···,vαr} - Metricbase of BG2 (G). 

Step 9: Stop 

Example: Let G=P3  

 
Input 
Enter the number of vertices of the simple connected Graph G with more than 2 vertices 3 
Enter the upper triangular part of the adjacency matrix of G excluding the diagonal elements. 
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1 
0 
1 
 
Output 
Adjacency matrix of BG2 (G) 
        V0      V1      V2      V3      V4 
V0      0       1       0            1       0 
V1      1       0       1            1       1 
V2      0       1       0            0       1 
V3      1       1       0            0       0 
V4      0       1       1            0       0 
 
Distance matrix of BG2 (G) 
        V0      V1      V2      V3      V4 
V0      0       1       2           1       2 
V1      1       0       1           1       1 
V2      2       1       0           2       1 
V3      1       1       2           0       2 
V4      2       1       1           2       0 
 
 
Metric dimension=2 
A resolving set is { v0, v2 } 
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INTRODUCTION 
Let ϑ be the collection of all the subsets of ℤ, which is an on empty set ℤ. Then ϑ is called a generaliℤed topology 
(briefly GT)[1], if f∅∈ϑ and Uj∈ϑ for j ∈J implies U = j∈J Uj∈ϑ.. The closure of a subset B of ℤ is shown by 

the symbolc ϑ(B)is the smallest closed set counting B and iϑ(B)is the interior of B are called the greatest ϑ-ópen 
sets in are included in B. 
 
Definition1.1.AsubsetB⊂ℤiscalled 
 
1. ϑ-α-ópen[2], if B⊂iϑcϑiϑ(B). 
2. ϑ-σ-ópen[2], if B⊂cϑiϑ(B). 
3. ϑ-π-ópen[2], if B⊂iϑcϑ(B). 
4. ϑ-β-ópen[2], if B⊂cϑiϑcϑ(B). 
5. ϑ-b-ópen[12],ifB⊂cϑiϑ(B)∪iϑcϑ(B). 
Definition 1.2.A hereditary class [4] is described as ℌ of subsets of ℤ, where L∈ ℌ and V⊂ L, and where V ∈ ℌ 
otherwise. 
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Definition 1.3. Regarding a hereditary class ℌ on ℒ and ℒ⊂ℤ, we define ℒ * (ℌ,ϑ)={z∈ℤ:ℒ∩Vℌ for all V∈ϑ 
such that a∈V} [4]. 
 
Definition 1.4.[5] Let ℒ⊂ℤ. Then ℒ * σ (ℌ,ϑ)={z∈ℤ: ℒ ∩Vℌ for all V∈ϑ-σ-ópen such that ℤ∈V} and 

c*σ(ℒ )=ℒ∪ℒσ
∗. 

 
Definition1.5.A subset ℒ⊂ℤ is called 
 
1. α-H-ópen[4], ifℒ⊆iϑc*ϑiϑ(ℒ ), 
2. σ-H-ópen[4], ifℒ⊆c*ϑiϑ(ℒ ), 
3. π-H-ópen[4], ifℒ⊆iϑc*ϑ(ℒ ), 
4. β-H-ópen[4], ifℒ⊆cϑiϑc*ϑ(ℒ ), 
5. ϑ∗-ćlosed[4], ifc*ϑ(ℒ )⊂ℒ. 
6. b-H-ópen[8], ifℒ⊆iϑ  c*ϑ  ℒ )∪c*ϑiϑ(ℒ ), 

7. σϑ *-ćlosed[5], ifℒσ
 *⊆ℒ 

 
Definition1.6.A sub set ℒ ⊂ℤ is said to be 
 
1. α-Hσ-ópen[10], ifℒ⊆iϑc*σiϑ(ℒ ), 
2. σ-Hσ-ópen[10], ifℒ⊆c*σiϑ(ℒ ), 
3. π-Hσ-ópen[10], ifℒ⊆iϑc*σ(ℒ ), 
4. β-Hσ-ópen[10], ifℒ⊆cϑiϑc*σ(ℒ ). 
5. b-Hσ-ópen[9], ifℒ⊆iϑc*σ(ℒ )∪c*σiϑ(ℒ ). 

Definition 1.6. Consider B to be a part of ℌ-GTS(ℤ,ϑ,ℌ). Then Bb
∗( ℌ,ϑ)={ℤ∈ℤ: B∩V ∈/ ℌ for all V∈ϑ-b-open 

such that ℤ∈V}.  

Consider(ℤ,ϑ,ℌ) be a ℌ -GTS for B⊂ℤ, define cb
∗(B)=B∪Bb

∗(ℌ,ϑ) and c∗b (B) is enlarging, monotone an 
didempotent. 
 
Generalized ℌb- open sets 
Definition 2.1.A subset B of ℌ-GTS (ℤ,ϑ,ℌ) i s called as 
 

6. α-ℌb-open, ifB⊆iϑcb
∗iϑ(B) 

7. σ-ℌb-open, ifB⊆cb
∗(iϑ(B) 

8. π-ℌb-open, ifB⊆iϑcb
∗(B) 

9. β-ℌb-open, ifB⊆cϑiϑcb
∗(b(B) 

10. b-ℌb-open, ifA⊆iϑcb
∗(A)∪cb

∗iϑ(A). 
 
The sets α-ℌ b-pen (resp. σ-ℌ b-open, π-ℌb-open, β-ℌb-open, b-ℌb-open, ϑ-open) denoted by α-ℌb O(ℤ) 
(resp.σ-ℌbO(ℤ),π-ℌbO(ℤ),β-ℌbO(ℤ),b-ℌbO(ℤ),ϑO(ℤ)). 
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Theorem2.2.Inℌ-GTS (ℤ,ϑ,ℌ): 
 
1. Any ϑ O(ℤ) set is α-ℌbO(ℤ). 
2. Any ϑO(ℤ) set is σ-ℌbO(ℤ). 
3. Any ϑ O (ℤ) set is π-ℌbO(ℤ). 
4. Any ϑO(ℤ) set is β-ℌbO(ℤ). 
5. Any ϑO(ℤ) set is b-ℌbO(ℤ). 
 

Proof.(1). C o n s i d e r  a subset B ofℌ -GTS  (ℤ,ϑ,ℌ)is ϑ O (ℤ). Then B ⊆iϑ(B)⊆iϑcb
∗(B)⊆iϑc∗biϑ(B).Hence Bisα-

ℌbO(ℤ ). 

(2). Consider a subset B of ℌ -GTS ( ℤ,ϑ,ℌ) i s ϑ O (ℤ). Then, B⊆iϑ(B)⊆ cb
∗iϑ(B).Hence Bisσ-ℌbO(ℤ ). 

(3). Consider a subset B of ℌ -GTS ( ℤ,ϑ,ℌ) i s ϑ O (ℤ). Then, B⊆iϑ(B)⊆ iϑcb
∗(B).Hence Bisπ-ℌbO(ℤ ). 

(4). Consider a subset B of ℌ -GTS ( ℤ,ϑ,ℌ) i s ϑ O (ℤ). Then, B⊆iϑ(B)⊆ cϑiϑcb
∗(B).Hence Bisβ-ℌbO(ℤ). 

(5). Consider a subset B of ℌ -GTS ( ℤ,ϑ,ℌ) i s ϑ O (ℤ). Then, B⊆iϑ(B)⊆ iϑc∗b(B)⊆iϑc∗b(B)∪cb
∗iϑ(B).Hence,  

      Bisb-ℌbO(ℤ). 
 
Example2.3.Considerℤ={1,2,3,4}ϑ={∅,{1},{2},{1,2},{2,3,4},ℤ},ℌ={∅,{1}{3}}.Thenℬ={1,2,3}isℬisα-
ℌbO(ℤ).(resp. β-ℌbO(ℤ),  σ-ℌbO(ℤ),  π-ℌbO(ℤ),  β -ℌbO(ℤ),  b-ℌbO(ℤ)) 
But notϑO(ℤ). 
 
Theorem2.4.Inℌ-GTS (ℤ,ϑ,ℌ):  
 
1. Any α -ℌbO(ℤ) is ϑ-α-open. 
2. Any σ  -ℌbO(ℤ) is ϑ-σ -open. 
3. Any π -ℌbO(ℤ) is ϑ -π-open. 
4. Any β -ℌbO(ℤ) is ϑ-β-open. 
5. Any b-ℌbO(ℤ) is ϑ-b-open. 
 
Proof. 
 

1. Consider ℬ be α-ℌbO(ℤ).Then we have, ℬ⊆iϑcb
∗iϑ(ℬ)⊆iϑc*∗ϑiϑ(ℬ)⊆ iϑcϑiϑ(ℬ).Hence, ℬ is ϑ -α-open. 

2. Consider ℬ be σ-ℌbO(ℤ ).Then, ℬ⊆cb
∗iϑ(ℬ)⊆cϑ

∗iϑ(ℬ)⊆cϑiϑ(ℬ).Hence, ℬisϑ-σ-open. 

3. Consider ℬ be π-ℌbO(ℤ).Then we have, ℬ⊆iϑcb
∗(ℬ)⊆iϑcϑ

∗(ℬ)⊆iϑcϑ(ℬ).Hence,ℬisϑ-π-open. 

4. Consider ℬ be β- ℌbO(ℤ).Then we have, ℬ⊆cϑiϑcb
∗(ℬ)⊆cϑiϑcϑ

∗(ℬ)⊆cϑiϑcϑ(ℬ).Hence ℬ is ϑ-β-open. 

5. Consider ℬ beb-ℌb  O(ℤ).Then we have, ℬ⊆ iϑcb
∗(ℬ) ∪cb

∗iϑ  (ℬ)⊆iϑc∗ϑ(ℬ) ∪c∗ϑiϑ(ℬ) ⊆iϑcϑ(ℬ) 
∪cϑiϑ(ℬ). Hence, ℬisϑ-b-open. 
 
Example 2.5.Considerℤ=1,2,3,4,5},ϑ={∅,{1},{2},{3},{1,2},{1,3},{2,3},{1,2,3},{1,2,4},{2,3,4},{1,2,3,4}},  
ℌ={∅,{1}}.Then ℬ ={1,2,4}is ϑ -α-open(resp.  ϑ-σ-open)butnot α-ℌbO(ℤ). (resp.σ-ℌbO(ℤ).)andC={3,4}is ϑ-π-
open but not π-ℌbO(ℤ). 
 
Example 2.6. Consider ℤ ={1,2,3,4,5},ϑ={∅,{1},{3},{1,2},{1,3},{1,2,3},{1,3,4,5},{2,3,4,5},ℤ}, ℌ ={∅,{1},{4}}. Then 
ℬ={1,4} is ϑ-β-open but not β -ℌbO(ℤ). 
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Example2.7.Consider ℤ={1,2,3,4,5} 
ϑ={∅,{1},{2},{3},{1,2},{1,3},{2,3},{1,2,3},{1,3,4},{2,3,4},{1,2,3,4}},ℌ={∅,{1}}.Then ℬ={5}is ϑ -b-open(resp. b-ℌ-
open) but not b -ℌbO(ℤ). 
 
Theorem2.8.Inℌ-GTS (ℤ,ϑ,ℌ):  
1. Any α -ℌbO(ℤ )is α-ℌσ-ópen. 
2. Any σ-ℌbO(ℤ )is σ-ℌσ-ópen. 
3. Any π-ℌbO(ℤ)is π-ℌσ-ópen. 
4. Any β -ℌbO(ℤ )is β-ℌσ-ópen. 
5. Any b-ℌbO(ℤ )is b-ℌσ-ópen. 
 
Proof. 
 

1. Consider ℬ be α-ℌbO(ℤ ).Then we have, ℬiϑcb
∗iϑ(ℬ)⊆iϑc∗σiϑ(ℬ).Hence α-ℌσ-ópen. 

2. Consider ℬ be σ-ℌbO(ℤ).Then we have, ℬ⊆cb
∗iϑ(ℬ)⊆c∗σiϑ(ℬ).Hence ℬ isσ-ℌσ-ópen. 

3. Consider ℬ be π-ℌbO(ℤ).Then we have ,ℬ⊆iϑcb
∗(ℬ)⊆iϑcσ

∗(ℬ).Hence ℬ isπ-ℌσ-ópen. 

4. Consider ℬ be β-ℌbO(ℤ).Then we have, ℬ⊆cϑiϑcb
∗(B)⊆cϑiϑcσ

∗(ℬ).Henceℬ is          β-ℌσ-ópen. 

5. Consider ℬ be b-ℌbO(ℤ).Then we have, ℬ⊆iϑcb
∗(ℬ)∪c∗b iϑ(ℬ)⊆iϑcσ

∗(ℬ)∪c∗σiϑ(ℬ).Hence ℬisb-ℌσ-ópen. 
 
Theorem2.9.In ℌ -GTS (ℤ,ϑ,ℌ):  
 
1. Any α -ℌbO(ℤ) is α-ℌ-open. 
2. Any σ -ℌbO(ℤ) is σ-ℌ-open. 
3. Any π  -ℌbO(ℤ) is π -ℌ-open. 
4. Any β -ℌbO(ℤ) is β-ℌ-open. 
5. Any b-ℌbO(ℤ) is b-ℌ-open. 
 
Proof. 
 

1. Consider ℬbe a α -ℌbO(ℤ)set. Then we have, ℬ⊆iϑcb
∗iϑ(ℬ)⊆iϑc∗ϑiϑ(ℬ).Hence ℬ is α-ℌ-open. 

2. Consider ℬ be a α-ℌbO(ℤ )set. Then we have, ℬ⊆cb
∗iϑ(ℬ)⊆cϑ

∗iϑ(ℬ).Hence ℬ is σ -ℌ-open. 

3. Consider ℬ be a α-ℌbO(ℤ )set. Then we have, ℬ⊆iϑcb
∗(ℬ)⊆iϑc∗ϑ(ℬ).Hence ℬ is π -ℌ-open. 

4. Consider ℬ be a α-ℌbO(ℤ )set. Then we have, ℬ⊆cϑiϑcb
∗(ℬ)⊆cϑiϑc∗ϑ(ℬ).Hence ℬ is α-ℌ-open. 

5. Consider ℬ be a b-ℌbO(ℤ )set. Then we have, ℬ ⊆iϑcb
∗(ℬ)∪c∗b iϑ(ℬ)⊆iϑc∗ϑ(ℬ)∪cϑ

∗iϑ(ℬ).Hence ℬ is      b-
ℌ-open. 
 
Example2.10.Considerℤ={1,2,3,4,5},ϑ={∅,{1},{2},{3},{1,2},{1,3},{2,3},{1,2,3},{1,3,4},{2,3,4},{1,2,3,4}},ℌ={∅,{1}
}.Thenℬ={2,3,4,5}is σ -ℌ-open but not σ -ℌbO(ℤ). 
 
Example 2.11. Consider ℤ={1,2,3,4,5},ϑ ={∅,{1},{3},{1,3}, {3,4,5},{1,2,3},{1,3,4,5},ℤ},  ℌ={∅,{1},{2}}. Then 
ℬ ={3,4} is π-ℌ-open but not π -ℌbO(ℤ) 
 
Example2.12.Consider ℤ={1,2,3,4,5},ϑ={∅,{1},{2},{3},{1,2},{1,3},{2,3},{1,2,3},{1,3,4},{2,3,4},{1,2,3,4}},  ℌ= 
{∅,{1}}.Then ℬ={5}is ϑ -b-open(resp. b-ℌ-open)but not b -ℌbO(ℤ). 
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Theorem 2.13.Inℌ-GTS (ℤ,ϑ,ℌ), a nyα -ℌbO(ℤ) isσ-ℌbO(ℤ). 
Proof. Consider a subset  ℬ of  ℌ-GTS (ℤ,ϑ,ℌ)  is  α-ℌbO(ℤ). Then, 

ℬ⊆iϑc∗b iϑ(ℬ)⊆cb
∗iϑ(ℬ).Hence σ-ℌbO(ℤ ). 

 
Theorem2.14.Inℌ-GTS (ℤ,ϑ,ℌ), any α-ℌbO(ℤ) isπ-ℌbO(ℤ). 
Proof. Consider a subset  ℬof  ℌ-GTS (ℤ,ϑ,ℌ)  is  α-ℌbO(ℤ). Then, 

ℬ⊆iϑc∗b iϑ(ℬ)⊆iϑcb
∗(ℬ).Hence π-ℌbO(ℤ ). 

 
Theorem 2 .1 5 . A subset ℬ  of a ℌ -GTS (ℤ,ϑ,ℌ), the following results are equivalent. 
 
1. α-ℌbO(ℤ) 
2. σ-ℌbO(ℤ) andπ-ℌbO(ℤ). 
 
Proof. (1)⇒(2). Consider β -ℌbO(ℤ).Then by Theorem 2 . 1 2 a n d2 . 1 3 , σ-ℌbO(ℤ) andπ-ℌbO(ℤ). 

(2)⇒(1).Considerℬ is both σ-ℌbO(ℤ ) and π-ℌbO(ℤ ).Then ℬ⊆iϑcb
∗(ℬ)⊆iϑc∗b c∗b iϑ(ℬ)⊆iϑcb

∗iϑ(ℬ).Hence α-
ℌbO(ℤ ). 
Example2.16.Considerℤ={1,2,3,4,5},ϑ ={∅,{1},{2},{3},{1,2}, {1,3},{2,3},{1,2,3},{1,3,4},{1,2,3},{1,2,3,4}},  
 ℌ= {∅,{1}}. 
Then ℬ={1},{5}}is σ -ℌbO(ℤ) butnot α-ℌbO(ℤ). 
 
Example2.17. Consider ℤ ={1,2,3,4},  ϑ={∅,{1,3},{4},{1,3,4},ℤ}, ℌ={∅,{3}}. Then ℬ ={1,2,4}is π -ℌbO(ℤ) butnot 
α-ℌbO(ℤ). 
 
Remark 2.18.Thenotions of σ  -ℌb O(ℤ) and π -ℌb O(ℤ) are independent. 
Example 2.19.Considerℤ={1,2,3,4,5},ϑ={∅,{1},{2},{3},{1,2}, {1,3},{2,3},{1,2,3},{1,3,4},{2,3,4},  {1,2,3,4}},  
ℌ={∅,{1}}. 
Then ℬ={1,3}is σ -ℌbO(ℤ) but not π-ℌbO(ℤ). 
 
Example2.20.Considerℤ={1,2,3,4}ϑ={∅,{1,3},{4},{1,3,4},ℤ},ℌ={∅,{3}}.Then ℬ={1,3,4}is π -ℌbO(ℤ) butnot σ-
ℌbO(ℤ). 
 
Theorem2.21.Any π -ℌbO(ℤ) setis β-ℌbO(ℤ) but not conversely. 
 
Proof. Consider a subset  ℬ of  ℌ-GTS (ℤ,ϑ,ℌ)  is  π-ℌbO(ℤ). Then 

ℬ⊆iϑcb
∗(ℬ).Now,ℬ⊆iϑc∗b(ℬ)⊆cϑiϑcb

∗(ℬ).Hence β-ℌbO(ℤ )set. 
 
Theorem2.22.Ifasubsetℬof ℌ -GTS ( ℤ,ϑ,ℌ) i s both σ -ℌbO(ℤ) andϑ- 
σ-open,thenβ-ℌbO(ℤ). 
Proof.   Consider  a  subset  ℬof  ℌ- GT S  (ℤ, ϑ, ℌ)  is  both  σ - ℌbO(ℤ)  and  ϑ -σ-open. Then, ℬ⊆ 

c∗b iϑ(ℬ)⊆cb
∗(ℬ) which implisecϑiϑ(ℬ)⊆cϑiϑcb

∗(ℬ),so ℬ⊆cϑiϑcb
∗(ℬ) sinceℬisϑ-σ-open.Hence β-ℌbO(ℤ). 

Theorem2.23.Ifℬ⊂ℤis both b - ℌbO(ℤ)  and  ϑ - σ -open,  then it is  β - ℌ-open. 
 

Proof. Letℬ is both b-ℌbO(ℤ )andϑ-σ-open. Thenℬ⊆iϑcb
∗(ℬ)∪c∗b iϑ(ℬ) and 

ℬ⊆cϑiϑ(ℬ).Nowℬ⊆iϑcb
∗(ℬ)∪c∗b iϑ(ℬ)⊆cb

∗(ℬ),which implies 

ϑiϑ(ℬ)⊆cϑiϑcb
∗(ℬ)⊆cϑiϑcϑ

∗(ℬ)Soℬ⊆cϑiϑ(ℬ)⊆cϑiϑc∗ϑ(ℬ).Hence ℬisβ-ℌ-open. 
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Theorem 2.24. Ifℬ ⊂ ℤ is both b-ℌbO(ℤ) and ϑ-σ-open, then it is ϑ-β -open. 
Proof. Let ℬ  is both b-ℌbO(ℤ)andϑ-σ-open. Thenℬ⊆iϑcb∗(ℬ)∪c∗biϑ(ℬ) 
andℬ⊆cϑiϑ(ℬ).Nowℬ⊆iϑcb∗(ℬ)∪c∗biϑ(ℬ)⊆cb∗(ℬ),which implies cϑiϑ(ℬ)⊆cϑiϑc∗b(ℬ) ⊆cϑiϑcϑ∗(ℬ)⊆cϑiϑcϑ 
(ℬ)Soℬ⊆cϑiϑ(ℬ)⊆cϑiϑcϑ(ℬ). Hence  ℬisϑ-β-open. 
 
Theorem 2 . 2 5 . If ℬ⊂ℤ i s  bo t h  b-ℌbO(ℤ)  and  ϑ∗-closed, then it is  σ- ℌbO(ℤ). 
 

Proof. Let ℬ is both b-ℌbO(ℤ) and ϑ∗-closed. Then ℬ⊆iϑcb
∗(ℬ)∪c∗b iϑ(ℬ) and c∗b(ℬ) ⊆ℬ. Now 

ℬ⊆iϑcb
∗(ℬ)∪cb

∗iϑ(ℬ)⊆cb
∗iϑ(ℬ)∪iϑ(ℬ)=cb

∗iϑ(ℬ)⊆cϑ
∗iϑ(ℬ). Hence ℬ isσ-ℌbO(ℤ). 

 
Theorem 2.26. If ℬ⊂ℤis both b-ℌbO(ℤ) and bϑ∗-closed, then it is σ-ℌbO(ℤ). 
 
Proof. Let ℬ is both b-ℌ bO(ℤ)and bϑ∗-closed. Then ℬ⊆iϑcb∗(ℬ)∪c∗biϑ(ℬ) and c∗b(ℬ)⊆ℬ, which implies 
iϑcb∗(ℬ)⊆iϑ(ℬ).Nowℬ⊆iϑcb∗(ℬ)∪cb∗iϑ(ℬ)⊆c∗biϑ(ℬ)∪iϑ(ℬ)=c∗biϑ(ℬ)⊆cϑ∗iϑ(ℬ).Hence σ-ℌbO(ℤ). 
Theorem2.27.If ℬ⊂ℤ is b - ℌbO(ℤ)  such that  iϑ(ℬ) = ∅, then it is  π - ℌ-open. 
 
Proof. Letℬ be a b-ℌbO(ℤ)andiϑ(ℬ)=∅.Thenℬ⊆iϑcb∗(ℬ)∪cb∗iϑ(ℬ)=iϑc∗b(ℬ)⊆iϑcϑ∗(ℬ).Hence π-ℌ-open. 
 
Decomposition of (αℌb,ϑ)-Continuity 
 
Definition 3.1.A map j:(ℤ,ϑ,ℌ)→(W,δ) is(αℌb,δ)-continuous ((αℌb,ϑ)- 
C),ifj−1(V) is α-ℌbO(ℤ) foreach δO(ℤ) set V in (W,δ). 
 
Definition 3.2.A map j:(ℤ,ϑ,ℌ)→(W,δ) is(σℌb,δ)-continuous ((σℌb,ϑ)- 
C),ifj−1(V) is σ-ℌbO(ℤ) foreach δO(ℤ) set V in (W,δ). 
 
Definition 3.3. A map j:(ℤ,ϑ,ℌ)→(W,δ) is(πℌb,δ)-continuous ((πℌb,ϑ)- 
C),ifj−1(V) is π-ℌbO(ℤ) foreach δO(ℤ) set V in (W,δ). 
 
Theorem 3.4. For a map j:(ℤ, ϑ, ℌ)→(W, δ)the following results are equivalent. 
 
jis(αℌb,ϑ)-C. 
j is(σℌb,ϑ)-Cand(πℌb,ϑ)-C. 
 
PROOF 
Proof is trivial from Theorem2.17. 
 
CONCLUSION 
 
In this paper, we introduced  α-ℌbO(ℤ),  σ-ℌbO(ℤ),   π-ℌbO(ℤ),β - ℌbO(ℤ),andb - ℌbO(ℤ) sets and obtained 
decomposition of (αℌb, ϑ) - C. In future work we will introduce new types of generalized open sets related to these 
sets and obtain new decomposition of(ϑ,δ)-C. 
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The aggregation operators of dombi have some great effectiveness and flexibility to work with multi 
criteria decision making problems. By applying this concept, we have established fermatean 
neutrosophic dombi fuzzy graphs, an extension of Pythagorean neutrosophic dombi fuzzy graphs and 
pythogorean dombi fuzzy graphs. As well, we define semi- strong, strong and boxdot and modular 
product of fermatean neutrosophic dombi fuzzy graphs. Likewise, we explored proposition with suitable 
illustrations with graphs. 
 
Keywords: Dombi fuzzy graph, neutrosophic dombi fuzzy graph, neutrosophic fuzzy edge graph, 
fermatean neutrosophic dombi fuzzy graph, fermatean neutrosophic fuzzy edge graph. 
  
 
INTRODUCTION 
 
The fuzzy logic is upgrade to classical logic. It has varying grade of membership. Fuzzy set was introduced by 
zadeh[18] in 1965.Atanassov (1983)[5] and (1989) has explored the idea of intuitionistic fuzzy set, in this set each 
element has membership and non-membership function. Smarandache (2005)[15] has presented the main concept of 
neutrosophic set, by an extension of the IFS. Each element of neutrosophic set has three membership grade of 
truth,indeterminacy and falsehood. Mohana,R.Jansi and F.Smarandache[16] introduced pythogorean neutrosophic 
set, based on the total squares of membership, indeterminacy and falsehood lies between 0 and 2. C.Antony and 
jansi[16]defined the sum of cubes of three membership functions lies between 0 and 2 is fermatean neutrosophic sets. 
A graph is made up of nodes and arcs. The main concept of classical graph theory is based on crisp logic / set which 
was proposed by cantor. The aim of fuzzy graph has been first time presented by Kaufmann(1975)[10] based on 
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fuzzy relation. Atanassov(1983)[14] has described the concept of IF graphs. Ghori and paul (2017)[8] introduced 
neutrosophic graphs. The concept of fuzzy graph was advanced to neutrosophic fuzzy graphs was introduced by 
S.Naz and S.Ashraf[12]. The Dombi operator with relevant parameter was inaugurated by Dombi[7] in 1982, and  
the concept of the Dombi fuzzy graph was developed by Ashraf et al. (2018)[4]. The dombi operator is crucial in 
simulating and resolving numerous problems encountered in everyday life. In order to take use of 
this advantage, Mijanur Rahman Seikh and Utpal Mandal(2021)[11] applied dombi operations to intuitionistic fuzzy 
graphs and created a multiple attribute group decision-making problem.The neutrosophic dombi graph was 
invented and refined by Tejindarsingh lakhwani, Karthick[16].In addition to proposing Pythogorean neutrosophic 
fuzzygraphs using the dombi operator,Ajay et al.[1] presented an innovative concept of pythogoreanneutr [1] 
presented an innovative concept of pythogorean neutrosophic fuzzy graph. 
 
In this research, we introduced a new emergent notion of fermatean neutrosophic dombi fuzzy graph 
using dombi operator. The primary consideration, In Section2, we developed and remembered the fundamental 
concepts and notions used in this part. In Section 3, we described the new concepts and products of fermatean 
neutrosophic dombi fuzzy graphs and establish their proposition with relatable illustration and graphs. 
 
Preliminaries 
 
Definition  
Let  be a non-empty set. A fuzzy set  in is distinguished by its membership function ( ):→[0,1] and ( ) 
is interpreted as the  degree of member of element  in a fuzzy set , for each ∈ .It is clear that  is 
determined by the set of tuples of = {( , ( ), ∈ }. 
 
Definition  
An intuitionistic  fuzzy set (briefly IFS)   is an object of having the form ={< ∗, ( ), ( )> : ∈ } 
where the functions ( ):→[0,1] and ( ):→[0,1] denote the degree of membership and the degree non-
membership of each element ∈ to the set ∗ respectively, and 0≤ ( )+ ( ) ≤ 1 for each ∈ . Denote 
by IFS( ), The set of all intuitionistic fuzzy sets in . An intuitionistic fuzzy set ∗ in  is simply denoted by   

= < , ( ), ( )> instead of denoting      = {( , ( ), ( )) : ∈ }. 
 
Definition  
Let  be a non-empty set. A Neutrosophic set (NS)  in is characterized by a truth-membership function , an 
indeterminacy-membership function , and a falsity - membership function  is ( ), ( ), ( ) are real 
or non-standard subsets of ] 0 , 1 [on . 
i.e.) ( ): →]0 , 1 [  ; ( ): → ]0 , 1 [ ; ( ): → ]0 , 1 [ 
 
Definition  
A fuzzy graph of the graph ∗= ( , ϛ ) is a pair of D =( , ), Where → [0,1] is a fuzzy set on  and 

: → [0,1] is a fuzzy relation on  such that  
( , )≤ (n)˄ (t),∀(n,t)∈ . 

 
Definition  
A binary function ₮ :[0,1] [0,1] → [0,1] is known as triangular norm (t-norm) if for all n,t,s ∈ [0,1], it satisfied the 
following conditions  
1. (Neutral property or boundary condition) ₮(n,1) = n 
2. (commutativity) ₮(n,t) = ₮(t,n) 
3. (associativity) ₮(n,(t,s)) =  ₮(( n,t),s) 
4. (monotonicity) ₮(n,t)≤₮(s,d) if n≤ s and t≤ d 
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Definition 
Abinary function ℳ:[0,1] [0,1]  → [0,1] is known as triangular conorm (t-conorm) if and only if there exists a t-norm 
₮ for all ₮(n,t)∈ [0,1]X[0,1] ;ℳ( n,t)=1-₮(1-n,1-t) 
Preferred options for t-norms are: 
o The minimum operator ℳ (n,t)=MIN(n,t) 
o The product operator Ƥ(n,t)=nt 
o The dombi’s t-norm,

( [ ] )
 , >0 

Preferred options for related t-conorms are: 
o The maximum operator ℳ∗(n,t)=MAX (n,t) 
o The Probabilistic sum Ƥ∗(n,t) =n+t-nt 
o The Dombi’s t-conorm

( [ ] )
 , >0One more pair of ₮-operator is ₮(n,t)=  

Ƥ(n,t)= ,which is obtained by substituting = 1 in dombi’s t-norm and t-conorm. Also Ƥ(n,t)≤ ≤ ℳ(n,t) 

and ℳ∗(n,t)≤ ≤ Ƥ∗(n,t). 
 
Definition 
A dombi fuzzy graph with a countable set as the elementary set is a pair D=( , ),where → [0,1] is a 
symmetric fuzzy on  such thatϛ ( ) ≤ ( ) ( )

( ) ( ) ( ) ( ), ∀ , ∈ . 
 
Definition 
Let ∗= ( , ϛ ) be a crisp undirected graph contain no self loop and parallel edges. Let = , ,

such 
that 

 
: → [0,1],

 
: → [0,1],

 
: → [0,1] 

 
: → [0,1], 

 
: → [0,1] ,

 
: → [0,1] .Here 

 
,

 
→

 The membership function,  ,  → The indeterminacy function,  ,  → The falsity function in the 
neutrosophic dombi fuzzy graph, ϛ ⊂  Then the neutrosophic dombi fuzzy graph, D = ( , , )  

ϛ  
( ) ≤  

( ) ( )
( ) ( ) ( ) ( )

 , ∀ ∈ ϛ  

ϛ  
( ) ≤   ( )  ( )

 ( )  ( )  ( )  ( )
 , ∀ ∈ ϛ  

ϛ  
( ) ≤  

( ) ( ) ( ) ( )

 ( ) ( )  , ∀ ∈ ϛ  

 
Definition 
A fermatean neutrosophic dombi fuzzy graph is defined [its indicated by FNDFG] with a finite elementary set  of 
its order pair D = ( , ϛ ) where : → [0,1].Here we consider, = , ,

 such that : → [0,1] , 
 
: 

→ [0,1] , : → [0,1], : → [0,1] , : → [0,1] ,  : → [0,1] .Here  ,  → The membership 
function, 

 
,

 
→ The indeterminacy function, 

 
,

 
→ The falsity function in the Fermatean neutrosophic 

dombi fuzzy graph, ϛ ⊂  Then the fermateanneutrosophicdombi fuzzy graph, d = ( , , )  

ϛ  
( ) ≤  

( ) ( )
( ) ( ) ( ) ( )

 , ∀ ∈ ϛ  

ϛ  
( ) ≤   ( )  ( )

 ( )  ( )  ( )  ( )
 , ∀ ∈ ϛ  

ϛ  
( ) ≤  

( ) ( ) ( ) ( )

 ( ) ( )  , ∀ ∈ ϛ  

And 0≤
 

(nt)+
 

(nt)+
 

(nt) ≤ 2 ; 0≤
 

(nt)+
 

(nt) ≤ 1; 0≤
 

(nt)≤ 1. 
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Some Products of Fermatean Neutrosophic Dombi Fuzzy Graphs 
Definition: (Semi-Strong Product) 
Let ∅  be a fermatean neutrosophic fuzzy subset of  and ϛ  be a neutrosophic fuzzy subset ϛ of ϛ =1, 2 define the 
semi strong product of fermatean neutrosophic dombi fuzzy graph. D = (∅ , , ) and F = (∅ , , ) D∗= ( , ϛ ) 
and ∗= ( , ϛ ) separately is established by D•F is D•F=(∅ • ∅ , • , • ). 
(i.e)∅ • ∅ =[ ∅ •∅ , ∅ •∅ , ∅ •∅ ] • =[ • , • , • ]; •

=[ • , • , • ] suchthat  •  ={( , ), ( , ): ∈ , ∈ ϛ }∪{( , ), ( , ): ∈ , ∈ ϛ } 
∪{( , ), ( , ) : ∈ ϛ , ∈ }  such that,For all ( , ) ∈ x  , 

 ∅  •∅  
 ( , ) = ∅  

( ) ∅  
( )

∅  
( ) ∅  

( ) ∅  
( ) ∅  

( ) 

• ( , ) =  ( ) ( )

 
( ) ( )

 
( ) ( );  •  ( , )=  ( )  ( )  ( )  ( )

  ( )  ( )
. 

(ϛ • ϛ ) ( , ), ( , )=
∅  

( )ϛ ∅  
( )

∅  ( ) ϛ ∅  
( ) ∅  ( )ϛ ∅  

( )
 , 

 
( )ϛ

 
( )

 
( ) ϛ

 
( )  

( )ϛ
 
( )

,  
( )ϛ

 
( )  

( )ϛ
 
( )

   
( )ϛ

 
( )

. 

For all ∈ , ∈ ϛ (ϛ • ϛ )( , )( , )=
ϛ ∅  

( ) ϛ ∅  
( )

ϛ ∅  
( ) ϛ ∅  

( ) ϛ ∅  
( ) ϛ ∅  

( )
 , 

ϛ
 
( ) ϛ

 
( )

ϛ
 
( ) ϛ

 
( ) ϛ

 
( ) ϛ

 
( )

,
ϛ

 
( )  ϛ

 
( ) ϛ

 
( ) ϛ

 
( )

   ϛ
 
( ) ϛ

 
( )

. 

For all ∈ ϛ , ∈ ϛ  
 
Example 

Consider two neutrosophicdombi fuzzy graphs d = (∅ , , ) and F = (∅ , , ).Here ={a,b}, ={x,y,z},ϛ =

{ }, ϛ ={xy,yz}where =
( . , . , . )

,
( . , . , . )

ϛ =

( . , . , . )
, ={

( . , . , . )
,
( . , . , . )

,
( . , . , . )

}, ϛ ={
( . , . , . )

,
( . , . , . )

 }. Then we have 

( • )(a,b)=(0.4,0.4,0.9),( • )(x,y)=( 0.4,0.5,0.8),( • )(y,z)=( 0.5,0.5,0.8),( • )(a,x)=(0.3,0.5,0.9),( •

)(a,y)=(0.4,0.5,0.9),( • )(a,z)=(0.3,0.5,0.9) ( • )(b,x)=(0.4,0.4,0.8),( • )(b,y)=(0.6,0.4,0.8),( •

)(b,z)=(0.4,0.4,0.9)(ϛ • ϛ )( , )( , )=(0.21,0.25,0.85),(ϛ • ϛ )( , )( , ) = (0.21,0.25,0.84),(ϛ • ϛ )( , )( , )= 

(0.21,0.28,0.85),(ϛ • ϛ )( , )( , )=( (0.21,0.28,0.85). 

 
Theorem 
Let D∗ and ∗ be the fermatean neutrosophic dombi fuzzy graphs of the graphs D and F, respectively. The semi-
strong product D•F of D∗ and ∗ is the fermatean neutrosophic dombi fuzzy edge graph of D•F. 
 
Proof: 
Let D and F be the fermatean neutrosophic dombi fuzzy graphs D = (∅ , , ) and  
F = (∅ , , ) respectively.Consider,i)For all ∈ ϛ , ∈ ϛ  such that 
(ϛ • ϛ )( , )( , )= T[ ( ),ϛ ( )]=T[1,ϛ ( )](ϛ • ϛ )( , )( , ) 
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 ≤

⎣
⎢
⎢
⎢
⎢
⎡

∅  
( ) ∅ ϛ( )

∅  
( ) ∅ ϛ( ) ∅  

( ) ∅ ϛ( ) ,

 
( )

 ϛ( )

 ( )  ϛ( )  ( )  ϛ( ) ,

 ( )  ϛ( )  ( )  ϛ( )

 ( )  ϛ( ) ⎦
⎥
⎥
⎥
⎥
⎤

ϛ ( )=

⎩
⎪
⎨

⎪
⎧

∅  
( ) ∅ ( )

∅  
( ) ∅ ( ) ∅  

( ) ∅ ( )
 ,

 
( )

 
( )

 ( )  ( )  ( )  ( ) ,

 ( ) ( )  ( )  ( )

 ( )  ( )

 

=

⎩
⎪
⎨

⎪
⎧

( • ) ∅  ( , )( • ) ∅ ( , )

( • ) ∅  ( , ) ( • ) ∅ ( , ) ( • ) ∅  ( , )( • ) ∅ ( , )
 ,

( • )  ( , )( • ) ( , )

( • )  ( , ) ( • ) ( , ) ( • )  ( , )( • ) ( , )
,

( • )  ( , ) ( • ) ( , ) ( • )  ( , )( • ) ∅ ( , )

( • )  ( , )( • ) ∅ ( , )

 

ii) Consider, for all ∈ ϛ , ∈ ϛ  such that 
(ϛ • ϛ )( , )( , );The semi-strong product of •F = T [ϛ ( ),ϛ ( )] 

 ≤T

⎣
⎢
⎢
⎢
⎢
⎡

∅  ( ) ∅  ( )

∅  
( ) ∅  

( ) ∅  
( ) ∅  

( ) ,

 
( )

 
( )

 
( )

 
( )

 
( )

 
( ) ,

 
( )

 
( )

 ( )  ( )

 ( )  ( ) ⎦
⎥
⎥
⎥
⎥
⎤

 

(ϛ xϛ )( , )( , ) 

≤

⎩
⎪⎪
⎨

⎪⎪
⎧

( • ) ∅  
( )( • ) ∅ ( ) 

( • ) ∅  
( ) + ( • ) ∅ ( ) − ( • ) ∅  

( )( • ) ∅ ( ) ,

( • )
 
( )( • ) ( )

( •  
( ) + ( • ) ( ) − ( • )  ( )( • ) ( )

,

( • )
 
( )(+ • ) ( ) − 2( • )

 
( )( • ) ∅ ( ) 

1 − ( • )
 
( )( • ) ∅ ( )

 

Corollary 
The semi-strong  fermatean neutrosophic dombi fuzzy graph is not necessiarily to a fermate an neutrosophic dombi 
fuzzy graph.(ϛ • ϛ )( , )( , ) = (0.21,0.25,0.85)Edge product of ( , )  ( , ) is(ϛ • ϛ )( , )( , ) =
 (0.25,0.28,0.9)(0.25,0.28,0.9) ≰ (0.21,0.25,0.85) 
 
Definition: (Strong Product) 
Let ∅  be a fermatean neutrosophic fuzzy subset of  and ϛ  be a neutrosophic fuzzy subset ϛ of ϛ =1,2 define the  
strong product of fermateanneutrosophicdombi fuzzy graph. D = (∅ , , ) and F = (∅ , , ) D∗= ( , ϛ ) and 

∗=( , ϛ ) separately is established by D⊞F is D ⊞ F = (∅  ⊞ ∅ ,  ⊞ ,  ⊞ ). (i.e) 
∅  ⊞ ∅ =[ ∅  ⊞∅ , ∅  ⊞∅ , ∅  ⊞∅ ];  ⊞ =[  ⊞ ,  ⊞ ,  ⊞ ]  ⊞ =[  ⊞ ,  ⊞ ,  ⊞ ] suchthat 

  ⊞  ={( , )( , ): ∈ ϛ , ∈ ϛ }∪{( , ), ( , ): ∈ , ∈ ϛ } ∪{( , ), ( , ) : ∈ ϛ , ∈ }  such 
that,For all ( , ) ∈ x  , 
 ∅   ⊞∅  

 ( , ) = ∅  ( ) ∅  ( )

∅  
( ) ∅  

( ) ∅  
( ) ∅  

( ) 

 ⊞ ,   ⊞  ( , )=  ( ) ( )

 
( ) ( )

 
( ) ( );

 ( )  ( )  ( )  ( )

 ( )  ( )
 

(ϛ  ⊞ ϛ ) ( , ), ( , )=
∅  

( )( ) ϛ ∅  
( )

∅  
( ) ϛ ∅  

( ) ∅  
( )ϛ ∅  

( )
 , 

 ( )ϛ
 
( )

 
( ) ϛ

 
( )  

( )ϛ
 
( )

,  ( )ϛ
 
( )  ( )ϛ

 
( )

   
( )ϛ

 
( )

. 

For all ∈ , ∈ ϛ (ϛ  ⊞ ϛ ) ( , ), ( , )=
∅  

( )( ) ϛ ∅  
( )

∅  
( ) ϛ ∅ ( ) ∅  

( )ϛ ∅  
( )

 

 ( )ϛ
 
( )

 
( ) ϛ

 
( )  

( )ϛ
 
( )

,  ( )ϛ ( )  ( )ϛ ( )

   
( )ϛ

 
( )

 

(ϛ  ⊞ ϛ )( , )( , )=
ϛ ∅  

( ) ϛ ∅  
( )

ϛ ∅  
( ) ϛ ∅  

( ) ϛ ∅  
( ) ϛ ∅  

( )
 , 
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ϛ
 
( ) ϛ

 
( )

ϛ
 
( ) ϛ

 
( ) ϛ

 
( ) ϛ

 
( )

,
ϛ

 
( ) ϛ

 
( ) ϛ

 
( ) ϛ

 
( )

  ϛ
 
( ) ϛ

 
( )

. 

For all ∈ ϛ , ∈ ϛ  
 
Example 
Consider two neutrosophicdombi fuzzy graphs d = (∅ , , ) and F = (∅ , , ).Here ={a,b}, ={x,y,z},ϛ =
{ }, ϛ ={xy,yz} where =

( . , . , . )
,

( . , . , . )
,and 

={
( . , . , . )

,
( . , , . )

,
( . , , . )

},ϛ =
( . , . , . )

,  ϛ ={
( . , . , . )

,
( . , , . )

 }. Then we have( ⊞ )(a,b) 
=(0.5,0.4,0.8),( ⊞ )(x,y)=( 0.7,0.6,0.5) ,( ⊞ )(y,z)=( 0.5,1,0.7),( ⊞ )(a,x)=(0.7,0.3,0.7),( ⊞

)(a,y)=(0.6,0.5,0.7),( ⊞ )(a,z)=(0.5,0.5,0.8) ( ⊞ )(b,x)=(0.5,0.3,0.8),( ⊞ )(b,y)=(0.5,0.5,0.8),( ⊞
)(b,z)=(0.4,0.5,0.8)(ϛ ⊞ ϛ )( , )( , )=(0.41,0.31,0.82),(ϛ ⊞ ϛ )( , )( , ) = (0.41,0.31,0.82),(ϛ ⊞

ϛ )( , )( , )=(0.33,0.4,0.6),(ϛ ⊞ ϛ )( , )( , )=(0.33,0.4,0.6).
 (ϛ ⊞
ϛ )( , )( , )=(0.5,0.4,0.8),(ϛ ⊞ ϛ )( , )( , ) = (0.4,0.5,0.5),  (ϛ ⊞ ϛ )( , )( , )= 
(0.5,0.4,0.8),(ϛ ⊞ ϛ )( , )( , )=(0.3,0.5,0.6). 
 
Corollary 
The strong product of two fermatean neutrosophic dombi fuzzy graph is not necessarily to a to a fermatean 
neutrosophic dombi fuzzy graph. (ϛ ⊞ ϛ )( , )( , ) = (0.33,0.4,0.6).Edge product of ( , )  ( , ) is(ϛ ⊞
ϛ )( , )( , ) = (0.35,0.33,0.9)  (0.35,0.33,0.9) ≰ (0.33,0.4,0.6) 
 
Theorem 
Let D∗ and ∗ be the fermatean neutrosophic dombi fuzzy graphs of the graphs D and F, respectively. The Strong 
product D⊞F of D∗ and ∗ is the fermateanneutrosophicdombi fuzzy edge graph of D⊞F. 
 
Proof  
Let D and F be the fermate an neutrosophic dombi fuzzy graphs D = (∅ , , ) and  
F = (∅ , , ) respectively. Consider, 
i)For all ∈ ϛ , ∈ ϛ  such that(ϛ ⊞ ϛ )( , )( , )= T[ ( ),ϛ ( )]=T[1,ϛ ( )]       (ϛ ⊞ ϛ )( , )( , ) 

 ≤

⎣
⎢
⎢
⎢
⎢
⎡

∅  ( ) ∅ ϛ( )

∅  ( ) ∅ ϛ( ) ∅  ( ) ∅ ϛ( ) ,

 
( )

 ϛ( )

 
( )

 ϛ( )
 

( )
 ϛ( ) ,

 
( )

 ϛ
( )

 ( )  ϛ( )

 ( )  ϛ( ) ⎦
⎥
⎥
⎥
⎥
⎤

ϛ ( )=

⎩
⎪
⎨

⎪
⎧

∅  ( ) ∅ ( )

∅  ( ) ∅ ( ) ∅  ( ) ∅ ( )
 ,

 
( )

 
( )

 
( )

 
( )

 
( )

 
( ) ,

 
( ) ( )

 ( )  ( )

 ( )  ( )

 

=

⎩
⎪
⎨

⎪
⎧

( ⊞ ) ∅  ( , )( ⊞ ) ∅ ( , )

( ⊞ ) ∅  ( , ) ( ⊞ ) ∅ ( , ) ( ⊞ ) ∅  ( , )( ⊞ ) ∅ ( , )
 ,

( ⊞ )  ( , )( ⊞ ) ( , )

( ⊞ )  ( , ) ( ⊞ ) ( , ) ( ⊞ )  ( , )( ⊞ ) ( , )
,

( ⊞ )
 ( , ) ( ⊞ ) ( , ) ( ⊞ )  ( , )( ⊞ ) ∅ ( , )

( ⊞ )  ( , )( ⊞ ) ∅ ( , )

 

For all ∈ ϛ , ∈ ϛ i)Now consider ∈ ϛ ,z∈ (ϛ ⊞ ϛ )( , )( , )                                                             = 
T[ϛ ( ), (z)]  

\ϛ ( ) ≤  

⎩
⎪
⎨

⎪
⎧

∅  
( ) ∅ ( )

∅  
( ) ∅ ( ) ∅  

( ) ∅ ( )
 ,

 
( )

 
( )

 ( )  ( )  ( )  ( ) ,

 ( )  ( )  ( )  ( )

 ( )  ( )
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=

⎩
⎪
⎨

⎪
⎧

( ⊞ ) ∅  ( , )( ⊞ ) ∅ ( , )

( ⊞ ) ∅  ( , ) ( ⊞ ) ∅ ( , ) ( ⊞ ) ∅  ( , )( ⊞ ) ∅ ( , )
 ,

( ⊞ )  ( , )( ⊞ ) ( , )

( ⊞ )  ( , ) ( ⊞ ) ( , ) ( ⊞ )  ( , )( ⊞ ) ( , )
,

( ⊞ )  ( , ) ( ⊞ ) ( , ) ( ⊞ )  ( , )( ⊞ ) ∅ ( , )

( ⊞ )  ( , )( ⊞ ) ∅ ( , )

ii) Consider, for all ∈ ϛ , ∈ ϛ  such 

that(ϛ ⊞ ϛ )( , )( , )The strong product of ⊞F = T [ϛ ( ),ϛ ( )] 

 ≤T

⎣
⎢
⎢
⎢
⎢
⎡

∅  ( ) ∅  ( )

∅  
( ) ∅  

( ) ∅  
( ) ∅  

( ) ,

 
( )

 
( )

 
( )

 
( )

 
( )

 
( ) ,

 
( )

 
( )

 ( )  ( )

 ( )  ( ) ⎦
⎥
⎥
⎥
⎥
⎤

(ϛ ⊞ ϛ )( , )( , ) 

≤

⎩
⎪⎪
⎨

⎪⎪
⎧

( ⊞ ) ∅  
( )( ⊞ ) ∅ ( ) 

( ⊞ ) ∅  
( ) + ( ⊞ ) ∅ ( ) − ( ⊞ ) ∅  

( )( ⊞ ) ∅ ( ) ,

( ⊞ )
 
( )( ⊞ ) ( )

( ⊞
 
( ) + ( ⊞ ) ( ) − ( ⊞ )

 
( )( ⊞ ) ( ) ,

( ⊞ )
 
( )(+ ⊞ ) ( ) − 2( ⊞ )

 
( )( ⊞ ) ∅ ( ) 

1 − ( ⊞ )
 
( )( ⊞ ) ∅ ( )

 

Definition: (Boxdot Product) 
Let ∅  be a fermatean neutrosophic fuzzy subset of  and ϛ  be a neutrosophic fuzzy subset ϛ of ϛ =1,2 define the  
boxdot product of fermatean neutrosophicdombi fuzzy graph.D = (∅ , , ) and F = (∅ , , ) D∗= ( , ϛ ) and 

∗=( , ϛ ) separately is established by D⊡F is D ⊡ F = (∅ ⊡ ∅ , ⊡ , ⊡ ).(i.e.) ∅ ⊡ ∅ = 
[ ∅ ⊡∅ , ∅ ⊡∅ , ∅ ⊡∅ ] ⊡ = [ ⊡ , ⊡ , ⊡ ] ⊡ = [ ⊡ , ⊡ , ⊡ ] such that 

 ⊡  ={( , ), ( , ):∀( ∈ ϛ )  ∉ ϛ }∪{( =  )  ∉ ϛ }  such that, 
For all ( , ) ∈ x  , 

 ∅  ⊡∅  
 ( , ) = ∅  

( ) ∅  
( )

∅  ( ) ∅  ( ) ∅  ( ) ∅  ( ) 

⊡ ( , )=  
( ) ( )

 
( ) ( )

 
(χ) ( );  ⊡  ( , )=  

( )
 
( )

 ( )  ( )

 ( )  ( )
 

For all ( ∈ ϛ )  ∉ ϛ (ϛ ⊡ ϛ ) ( , ), ( , ) 

=  
∅  ( )ϛ ∅  

( ) ∅  ( )

∅  
( )ϛ ∅  

( )

ϛ ∅  
( ) ∅  

( ) ∅  
( ) ∅  

( ) ϛ ∅  
( ) ∅  

( )ϛ ∅  
( ) ∅  

( )

 ,  

         

 
( )ϛ

 
( ) ( )

( )ϛ ∅  
( )

ϛ
 
( ) ( ) ( ) ( ) ϛ

 
( ) ( )ϛ

 
( ) ( )

 

 
( )ϛ

 
( )  

( )

 ( )ϛ
 
( )

ϛ
 
( )  ( )  ( )  ( ) ϛ

 
( )  ( )ϛ

 
( )  ( )

. 

For all ( =  )  ∉ ϛ (ϛ ⊡ ϛ ) ( , ), ( , ) 
= ∅  

( ) ∅  ( ) ∅  
( )

∅  
( ) ∅  ( )

∅  ( ) ∅  
( ) ∅  

( ) ∅  
( ) ∅  

( ) ∅  ( ) ∅  
( )

( )
 ( ) ( )

( )
 ( )

 ( ) ( ) ( ) ( ) ( )
 ( ) ( )

,  

 
( )

 ( )  
( )

 
( )

 ( )

 ( )  
( )

 
( )

 
( )

 
( )ϛ

 
( )  

( )

. 

Example 
Consider two neutrosophicdombi fuzzy graphs d = (∅ , , ) and F = (∅ , , ).Here ={a,b,c}, ={x,y},ϛ =
{ , }, ϛ ={xy},where =

( . , . , . )
,

( . , . , . )
, ={

( . , . , . )
,
( . , . , . )

,
( . , . , . )

},ϛ =
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( . , . , . )
,  ϛ ={

( . , . , . )
,
( . , . , . )

}.Then we have( ⊡ )(a,b) =(0.5,0.5,0.8),( ⊡ )(b,c)=( 0.4,0.5,0.8) ,( ⊡

)(x,y)=( 0.4,0.4,0.9),( ⊡ )(a,x)=(0.4,0.4,0.8),( ⊡ )(a,y)=(0.3,0.5,0.9),( ⊡ )(b,x)=(0.6,0.4,0.8) ( ⊡
)(b,y)=(0.4,0.5,0.9),( ⊡ )(c,x)=(0.4,0.4,0.8),( ⊡ )(c,y)=(0.3,0.5,0.9)(ϛ ⊡

ϛ )( , )( , )=(0.32,0.39,0.62),(ϛ ⊡ ϛ )( , )( , ) = (0.41,0.31,0.82),(ϛ ⊡ ϛ )( , )( , )=(0.29,0.39,0.62),(ϛ ⊡
ϛ )( , )( , )=(0.29,0.33,0.62) (ϛ ⊡
ϛ )( , )( , )=(0.25,0.33,0.62),(ϛ ⊡ ϛ )( , )( , ) = (0.25,0.33,0.62),(ϛ ⊡ ϛ )( , )( , )=(0.25,0.33,0.62),(ϛ ⊡
ϛ )( , )( , )=(0.29,0.33,0.62).(ϛ ⊡ ϛ )( , )( , )= (0.29,0.33,0.62). 
 
Corollary 
The box dot product of  two fermate an neutrosophic dombi fuzzy graph is not necessarily to a fermate an 
neutrosophic dombi fuzzy graph.(ϛ ⊡ ϛ )( , )( , ) =(0.20,0.28,0.9) Edge product of ( , )  ( , ) is(ϛ ⊡
ϛ )( , )( , ) =  (0.32,0.39,0.62).               (0.32,0.39,0.62 ≰ (0.20,0.28,0.9) 
 
Theorem  
Let D∗ and ∗ be the fermatean neutrosophic dombi fuzzy graphs of the graphs D and F , respectively. The boxdot 
product D⊡F of D∗ and ∗ is the fermatean neutrosophic dombi fuzzy edge graph of D⊡F. 
 
Proof 
Let D and F be the fermate an neutrosophic dombi fuzzy graphs D = (∅ , , ) and F=(∅ , , ) 
respectively. Consider, ∈ ϛ , = .(ϛ ∘
ϛ )[( , )( , )]=T[T( ( ), ( ),ϛ ( ))]=T[(T(1,1),ϛ

 
( )),(T(0,0),ϛ ( ))=T[(T(1,0),T(1,0)),(T(ϛ

 
( ),

ϛ ( ))≤

⎩
⎪
⎨

⎪
⎧

∅ ( ) ∅ ( ) ∅ ( )

∅ ( ) ∅ ( ) ∅ ( ) ∅ ( ) ∅ ( ) ∅ ( ) ∅ ( ) ∅ ( ) ∅ ( )
 ,

( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
,

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( )

 

=
∅ ( )                  [ ∵ ∅ ( ) = 1, ∅ ( ) = 1]

 
( )                    [ ∵ ( ) = 1, ∅ ( ) = 1 ]

 ( )                    [ ∵ ( ) = 0, ∅ ( ) = 0]
≤  

⎩
⎪
⎨

⎪
⎧

∅  
( ) ∅ ( )

∅  
( ) ∅ ( ) ∅  

( ) ∅ ( )
 ,

 
( )

 
( )

 ( )  ( )  ( )  ( ) ,

 ( )  ( )  ( )  ( )

 ( )  ( )

 

≤ 0=

⎩
⎪
⎨

⎪
⎧

( ⊡ ) ∅ ( , )( ⊡ ) ∅ ( , )

( ⊡ ) ∅ ( , ) ( ⊡ ) ∅ ( , ) ( ⊡ ) ∅ ( , )( ⊡ ) ∅ ( , )
 ,

( ⊡ ) ( , )( ⊡ ) ( , )

( ⊡ ) ( , ) ( ⊡ ) ( , ) ( ⊡ ) ( , )( ⊡ ) ( , )
,

( ⊡ ) ( , ) ( ⊡ ) ( , ) ( ⊡ ) ( , )( ⊡ ) ( , )

( ⊡ ) ( , )( ⊡ ) ( , )

 

ii) For all ( = )and ϛ  , 
(ϛ ⊡ ϛ ) ( , ), ( , ) 
= ∅  ( ) ∅  ( ) ∅  ( )

∅  ( ) ∅  ( )

∅  ( ) ∅  ( ) ∅  ( ) ∅  ( ) ∅  ( ) ∅  ( ) ∅  ( )

 , 

( )  ( ) ( )
( )  ( )

+  ( ) ( ) + ( ) ( ) − 2 ( )  ( ) ( )

( ) + ( ) + ( ) − 2 ( ) ( ) − 2 ( ) ( ) − 2 ( ) ( ) + 4 ( ) ( ) (
1 − ( ) ( ) − ( ) ( ) − ( ) ( ) − 2 ( ) ( ) ( )

=
∅ ( )                  [ ∵ ∅ ( ) = 1, ∅ ( ) = 1]

 
( )                    [ ∵ ( ) = 1, ∅ ( ) = 1 ]

 
( )                    [ ∵ ( ) = 0, ∅ ( ) = 0]

≤

⎩
⎪
⎨

⎪
⎧

∅  ( ) ∅ ( )

∅  
( ) ∅ ( ) ∅  

( ) ∅ ( )
 ,

 
( )

 
( )

 
( )

 
( )

 
( )

 
( ) ,

 ( )  ( )  ( )  ( )

 ( )  ( )
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≤ 0=

⎩
⎪
⎨

⎪
⎧

⊡ ) ∅ ( , ( ⊡ ) ∅ ( , )

( ⊡ ) ∅ ( , ) ( ⊡ ) ∅ ( , ) ( ⊡ ) ∅ ( , )( ⊡ ) ∅ ( , )
 ,

( ⊡ ) ( , )( ⊡ ) ( , )

( ⊡ ) ( , ) ( ⊡ ) ( , ) ( ⊡ ) ( , )( ⊡ ) ( , )
,

( ⊡ ) ( , ) ( ⊡ ) ( , ) ( ⊡ ) ( , )( ⊡ ) ( , )

( ⊡ ) ( , )( ⊡ ) ( , )

 

 
Definition: (Modular Product) 
Let ∅  be a fermatean neutrosophic fuzzy subset of  and ϛ  be a neutrosophic fuzzy subset ϛ of ϛ =1,2 define the  
modular product of fermatean neutrosophic dombi fuzzy graph. D = (∅ , , ) and F = (∅ , , ) D∗= ( , ϛ ) and 

∗=( , ϛ ) separately is established by  D⊛F is D ⊛ F = (∅  ⊛ ∅ ,  ⊛ ,  ⊛ ).(i.e) 
∅  ⊛ ∅ =[ ∅ ⊛∅ , ∅  ⊛∅ , ∅  ⊛∅ ]  ⊛ =[  ⊛ ,  ⊛ ,  ⊛ ]  ⊛ =[  ⊛ ,  ⊛ ,  ⊛ ] suchthat 

  ⊛  ={( , ), ( , ):∀ ∈ ϛ & ∈ ϛ }∪{( , ), ( , ):∀ ∉ ϛ & ∉ ϛ } such that,For all ( , ) ∈
x  , 

 ∅   ⊛∅   ( , ) = ∅  
( ) ∅  

( )

∅  
( ) ∅  

( ) ∅  
( ) ∅  

( ) 

 ⊛ ( , ) =  
( ) ( )

 ( ) ( )  (χ) ( ),   ⊛  
( , )=  

( )
 
( )

 ( )  ( )

 ( )  ( )
For all ∈ ϛ  and ∈

ϛ  

∅   ⊛∅  ( , ), ( , ) = ∅  ( ) ∅  ( )

∅  
( ) ∅  

( ) ∅  
( ) ∅  

( ) 

 ⊛ ( , ), ( , )  =  
( ) ( )

 
( ) ( )

 
( ) ( )   

  ⊛  
( , ), ( , ) =  

( )
 
( )

 ( )  ( )

 ( )  ( )
 

For all ∉ ϛ  and ∉ ϛ  
 ∅   ⊛∅  

( , ), ( , ) =
∅  

( ) ∅  
( ) ∅  

( ) ∅  
( )

∅  ( ) ∅  ( ) ∅  ( ) ∅  ( ) ∅  ( ) ∅  ( ) ∅  ( ) ∅  ( ) ∅  ( ) ∅  ( ) ∅  ( ) ∅  ( ) ∅  ( ) 

 ⊛ ( , ), ( , )=  
( )

 
( ) ( ) ( )

 ( )  ( ) ( )  ( )  ( ) ( )  ( ) ( ) ( )  ( )  ( ) ( ) ( ) 

  
   ⊛  ( , ), ( , )=  

( )
 
( )

 
( )

 
( )

 
( )

 
( )

 
( )

 
( )

 
( )

 
( )

 
( )

 
( )

 
( )

 
( )

 
( )

 
( )

 
( ) 

Example 
Consider two neutrosophicdombi fuzzy graphs d = (∅ , , ) and F = (∅ , , ).Here ={a,b,c}, ={x,y},ϛ =
{ , }, ϛ ={xy}where( ⊛ )(a,b)=(0.5,0.5,0.8),( ⊛ )(x,y)=( 0.4,0.4,0.9),( ⊛ )(b,c)=( 0.4,0.5,0.8),( ⊛

)(a,x)=(0.4,0.4,0.8),( ⊛ )(a,y)=(0.3,0.5,0.9),( ⊛ )(b,x)=(0.6,0.4,0.8),( ⊛ )(b,y)=(0.4,0.5,0.9),( ⊛
)(c,x)=(0.4,0.4,0.8),( ⊛ )(c,y)=(0.3,0.5,0.9),( , )( , )=(0.32,0.39,0.62),(ϛ ⊛ ϛ )( , )( , ) =

(0.41,0.31,0.82),(ϛ ⊛ ϛ )( , )( , )=(0.29,0.39,0.62),(ϛ ⊛ ϛ )( , )( , )=(0.29,0.33,0.62),(ϛ ⊛
ϛ )( , )( , )=(0.25,0.33,0.62),(ϛ ⊛ ϛ )( , )( , ) = (0.25,0.33,0.62),(ϛ ⊛ ϛ )( , )( , )=(0.25,0.33,0.62),(ϛ ⊛
ϛ )( , )( , )=(0.29,0.33,0.62),(ϛ ⊛ ϛ )( , )( , )=(0.29,0.33,0.62). 
 
CONCLUSION 
We have observed the excellent flexibility of dombi operators with operational parameters in graph theoretical 
concept under fermatean neutrosophic dombi fuzzy environment. In this manuscript,the innovative concept of 
fermatean neutrosophic dombi fuzzy graph was introduced. As well, we described some different types of fermatean 
neutrosophic dombi fuzzy graph such as a products of semi-strong, strong, boxdot, modular fermatean neutrosophic 
dombi fuzzy graphs. Further work will be extended in the future to investigate the operations of isomorphic, 
homomorphic, complete, complement fermatean neutrosophic dombi fuzzy graphs along with applications and 
proposition with relatable illustrations. 
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Fig. 1. Semi-Strong product of FNDFG 

 

 
Fig. 2. Strong product of FNDFG 
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Fig. 3. Boxdot product of FNDFG 

 
Fig. 4. Modular  product of FNDFG 

 

Sasikala and Divya 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

64223 
 

   
 
 

Yashoda  
 

Fuzzy Matroid from Fuzzy Graph 
 
R.Buvaneswari  and S.Saranya* 
 
Department of Mathematics, Sri Krishna Arts and Science College, Coimbatore,Tamil Nadu, India.  
 
Received: 16 Aug 2023                             Revised: 30 Aug 2023                                   Accepted: 04 Sep 2023 
 
*Address for Correspondence 
S.Saranya 
Department of Mathematics, 
Sri Krishna Arts and Science College, 
Coimbatore,Tamil Nadu, India.  
E.Mail:  saranyashanmugavel96@gmail.com 

 
This is an Open Access Journal / article distributed under the terms of the Creative Commons Attribution License 
(CC BY-NC-ND 3.0) which permits unrestricted use, distribution, and reproduction in any medium, provided the 

original work is properly cited. All rights reserved. 
 
 
Matroid theory deals with study of graphs in terms of its edges and circuits. The aim of this paper is to 
emphasis on the link between fuzzy matroids and fuzzy graphs Gˆ. The fuzzy matroids from fuzzy 
graphs, bases, Circuits, Dual defined and also analysed the properties. 
 
Keywords: Fuzzy Graphs, Fuzzy Matroids, Circuits, Bases, Rank Function, Dual, 
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INTRODUCTION 
 
Graph theory has proven to be the valuable instrument for modeling real-life is- sues. A Graph serves as a means to 
model the connections within a provided set of objects. Every object is depicted as a vertex, and the interconnections 
between them are illustrated with edges if the relationship is unordered, or with directed edges if there exists an 
ordered relationship between the objects. In 1965, L.A. Zadeh introduced a mathematical framework for the notion of 
uncertainty within real-world issues. Kauffman put forward the initial ideas of fuzzy graphs. A. Rosenfeld employed 
fuzzy relations in fuzzy graphs to depict the connections be- tween objects, signifying the degree of relationship 
existing among the elements within the provided set. If a theorem concerning graphs can be articulated using edges 
and circuits, it is likely to illustrate a broader concept of matroids. A matroid uses the concept of linear independence 
in vector spaces. Whitney in 1935 presented the concept of matroids. Matroids can be defined in several equiva-lent 
ways, with the most notable approaches. Matroid theory draws extensively from the terminology of both linear 
algebra and graph theory. The fuzzy matroids were introduced by Goetschal and Voxman. In this article a fuzzy 
matroid is con- structed from fuzzy graph.  
 
The paper is organised as follows: 
In section 2 the basic definition for matroids is given and in section 3 the definition of fuzzy matroid, bases, circuits, 
rank function and dual of fuzzy matroids are defined and analysed. 
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Preliminaries: 
Definition 2.1:  A fuzzy graph is a pair of function G = ( , ), where the set V serves as the underlying domain. Here, 

: → [ , ] and : × → [ , ]. Furthermore, a fuzzy subset of a non-empty set S can be described as a mapping 
where in each element x belonging to S. 
 
Definition 2.2: Let I be a family of be a non-empty family of a finite subset of E and satisfy the following properties: 
 
i)   . 
ii) If ∈ , ⊂ , then ∈ .  
iii) If ,  ∈ ; | | ≥ | | then there exist an element ∈ \     ⋃{ } ∈ . 
The Pair (E, I) is called a Matroid. 
 
Definition 2.3 
In matroid M a basis (or base) refers to the largest independent set within M, while a circuit of the matroid 
corresponds to the smallest dependent set in M. 
 
Definition 2.4 
The Rank of a subset E in M is defined as the largest cardinality of an independent set within E, it is denoted as r(X). 
 
Definition 2.5 
The matroid dual involves a second matroid M * sharing the same underlying elements as the original matroid M. In 
this dual matroid, a set is considered independent iff M contains a disjoint basis set from it. 
 
Definition 2.6 
A matroid minor is formed by two operations, the restriction M\x deletes x from M without changing the 
independence or rank of the remaining set. The contraction M/x deletes x from M after subtracting one from the rank 
of every set it belongs to. 
 
Properties of Fuzzy Matroids from Fuzzy Matroids: 
Definition 3.1 
Let F M = (X, A) is defined as a fuzzy matroid, if it satisfies the following conditions, 
i) φ ∈ A 
ii) Ψ i ⊂ Ψ j and Ψ j ∈ A, where Ψ i ⊂ Ψ j , Ψ i (x) ≤ Ψ j (x) forall x ∈ X 
iii) If Ψ i , Ψ j ∈ A with |supp (Ψ i )| ≤ |supp (Ψ j )|, there exists Ψ k ∈ A such that 
 
a) Ψ i ⊂ Ψ k ⊆ Ψ i ∪ Ψ j , where (Ψ i ∪ Ψ j ) x = max {Ψ i (x), Ψ j (x)} 
b) m(Ψ k ) = min {m(Ψ i ), m(Ψ j )} where m(Ψ i ) = min {Ψ i (x); x ∈ supp (Ψ i )}; i, j, k = 1, 2, 3. 
 
Definition 3.2: 
The largest fuzzy subset of X that is independent is referred to as the basis or base of F M. 
 

Lemma 3.3: If FB and FB ′ are the bases of FM then |FB|=|FB′|. 

Proof: Let FM= (X, A) and let FBand FB′∈B(X). Suppose |FB| >|FB′ |.Then FB and FB′ are 

in A.x∈FB−FB ′such tha tFB′−x∈A. This contradicts maximal independence. Thus |FB|≤FB′. 
Similarly, FB′≤|FB|.Hence|FB|= 

|FB′|. 
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Lemma 3.4: Let FM is fuzzy matroid and FB be family of its bases. The family FB has the following properties 

i) FB is non empty 

ii) If FBi, FBj∈FB and x∈F Bi\FBj then there exists y∈FBj\FBi such that (FBi−x)+y∈FB. 

Proof: By the definition of Fuzzy Matroid A is non-empty then the family of bases FB is also non-empty. 
Consider two bases FB and FB ′ and an element x ∈FBi \FBj   Both FBi   − xand FBj   are independent fuzzy subsets 
and |FBi   − x|<|FBj |.   Similarly, y∈FBj\FBi−x such that (FBi−x)+y= |FBi|,(FBi−x)+y is abase of FM. 
 
Let A be the family of fuzzy subsets of X that contains some members of F B . Then the pair (X, A) is a fuzzy matroid 
from fuzzy graph Gˆ and F B are its bases.  
 
Proof. Since   it also holds that φ=A. There are members Ψ i and Ψ j of A with |Ψ i | &lt; |Ψ j | such that for 
each x ∈ Ψ i /Ψ j . The fuzzy set Ψ i + x is dependent. By the definition of A, there are bases F B i and F B j such that Ψ 
i ⊆ F B i and Ψ j ⊆ F B i. Choose F B j then there is an element x, x ∈ F B j\ (Ψ i ∪ F B i), then y ∈ F B i \F B j by Lemma 
3.5 (F B j − x)+ y ∈ F B . Since 
Since, |(FBj – x) + y \  ∪  |<| \(  ∪  .)| 
 
This contradicts the choice ofF B j. The choice of Ψ i and Ψ j implies that Ψ j \F B i = Ψ j \Ψ i . 
Then F B j − F B i = Ψ j − Ψ i . To show that F B i \ (Ψ j ∪ Ψ i ) is empty. If not x ∈ F B i \ (Ψ i 
∪ Ψ j ). By Lemma 3.5 there exist y ∈ F B j \F B i such that (F B i − x) + y ∈ F B . Clearly, Ψ i + 
y ⊆ (F B i − x) ∪ y is a contradiction. Since y ∈ Ψ j \Ψ j . 
 
Definition 3.7: The smallest fuzzy subset of X that is dependent is known as the circuits of F M . 
Theorem 3.8: The family F C of F M from Gˆ has the following properties 
i) φ ∈/ F C. 
ii) If F C 1 , F C 2 ∈ F C and F C 1 ⊆ F C 2 then F C 1 = F C 2. 
iii) If F C 1 , F C 2 ∈ F C , F C 1 /= F C 2 and x ∈ F C 1 ∩F C 2 , then there exists F C 3 ∈ F C such that F C 3 ⊆ (F C 1 ∪ F 
C 2) – x. 
 
Proof. (i) and (ii) follows the definition of the circuit. Assume (F C 1 ∪ F C 2) − x doesnot contain any circuit and it is 
independent. By (ii), there is an element y ∈ F C 2 − F C 1 and F C 2 − y is independent.  
Let A be a maximal independent fuzzy subset of (F C 1 ∪ F C 2) containing F C 2 − y. Clearly y ∈/ A, there exist z ∈ F 
C 1 \A 1 since A Ç F C . The elements y and z are distinct. 

|A|≤|(FC1∪FC2)\y,z|=|(FC1∪FC2|−2<|(FC1∪FC2)−x 
 
Applying the property (iii) of Fuzzy Matroid to the fuzzy independent sets A and (F C 1 ∪ F C 2) − x; the resulting 
fuzzy independent set contradicts the maximality of A. 
 
Definition 3.9: The Rank of F M is defined as the largest fuzzy subset of X that is independent. 
Theorem 3.10: Let F M on a set X, then the rank function F r has the following properties 
i) 0 ≤ F r (Ψ i ) ≤ |X| for every Ψ i ∈ X 
ii) F r (Ψ i ) ≤ F r (Ψ j ) for every Ψ j ⊆ Ψ j , and 
iii) F r (Ψ i ∪ Ψ j ) + F r (Ψ i ∩ Ψ j ) ≤ F r (Ψ i ) + F r (Ψ j ) for every Ψ i , Ψ j ⊆ X. 
 
Proof. (i) and (ii) follows the definition of the rank function. 
consider the fuzzy subsets Ψ i and Ψ j of X. Let S´∩ be the inclusion wise maxi- mal 
independent fuzzy subset of Ψ i ∩ Ψ j and S´∪be the inclusion wise maximal 
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independent fuzzy subset of Ψ i ∪ Ψ j such that S´∩ ⊆ S´∪. S´∪ ∩ Ψ i and S ∪ ∩ Ψ j are 
independent fuzzy subsets of Ψ i and Ψ j . By the properties (i) and (ii) 
F r (Ψ i ) + F r (Ψ j ) ≤ |S´∪ ∩ Ψ i | + |S´∪ ∩ Ψ j | 
= |(S´∪ ∩ Ψ i ) ∪ (S´∪ ∩ Ψ j )| + |(S´∪ ∩ Ψ i ) ∩ (S´∪ ∩ Ψ j )| 
= |S´∪ ∩ (Ψ i ∪ Ψ j )| + |S´∪ ∩ (Ψ i ∩ Ψ j )|  
= |S´∪| + |S´∩| 
= F r (Ψ i ∪ Ψ j ) + F r (Ψ i ∩ Ψ j ) 
 
Definition 3.11 The dual of F M with respect to X is denoted as F M ∗ , where the bases of F M ∗ consist of 
the complements of bases present in F M . The sub- bases F S of F M are the fuzzy sets containing a base. 
The hypobase F H of F M are the maximal fuzzy sets containing no base. 
FB ∗ , FC ∗ are the cobases and cocircuits of F M . 
 
Lemma 3.12 If F M is a fuzzy matroid and F B i , F B j ∈ F B , then for each 
x ∈ FB i − F B j ∃ y ∈ F B j then F B j − x + y is a base. 
Proof. F B j is a base, F B j + x contains exactly one circuit F C . F B i is independent, F C 
contains an element y ∈ F B j − F B i . Then F B j + x − y contains no circuit and has size F r (X). 
 
Theorem 3.13 The dual of a F M on X is a Fuzzy Matroid with rank function 
 
F r ∗ (Ψ i ) = |Ψ i | − F r (x) − F r (Ψ¯i) 
 
Proof. F r ∗ is a fuzzy matroid. We prove the base exchange property for F M ∗. 
F¯B, F¯B ∈ F B ∗ and x ∈ F¯B − F¯B then F B , F B ∈ F B with x ∈ F B − F B there exist y 
∈ F B − F B such that F B + x − y ∈ F B . Now F¯ B − x + y ∈ F B ∗ is the desired exchange. 
Let Ψ j be the maximal coindependent subset of Ψ i 
F r ∗ (Ψ i ) = F r ∗ (Ψ j ) = |Ψ j | Ψ¯j is a minimal super set of Ψ¯j that contains base of F M . Since Ψ¯j arises from Ψ¯i 
by agumenting a maximal independent subset of Ψ¯i to become a base. 
 
|Ψ¯j | − |Ψ¯i| 
= F r (X) − F r (Ψ¯i) 
|Ψ¯j | − |Ψ¯i| = |Ψ i | − |Ψ j | 
F r ∗ (Ψ i ) = |Ψ j | 
= |Ψ i | − (|Ψ¯j | − |Ψ¯i|) 
F r ∗ (Ψ i ) = |Ψ i | − F r (x) − F r (Ψ¯i) 
 
CONCLUSION 
 
In this article, the author constructed a FM from Gˆ. Furthermore, the examination of the largest independent fuzzy 
subsets and the smallest dependent fuzzy subsets among the edges of Gˆ constitutes the bases and circuits of the 
fuzzy matroid FM . This aspect holds significance in the continued advancement of fuzzy matroids derived from 
fuzzy graphs. The author also suggests exploring the representation of FM. 
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Drug delivery system is a formulation or a device that enables a therapeutic substance selectively to 
reach its site of action. Siddha system of medicine is an ancient traditional system  which has different 
drug delivery systems other than oral route which include Kalikkam (Eye medicines) Nasiyam (Nasal 
drops), Naasikaparanam (Blowing dry powder into nostril), Aakraanam (Inhaling dry powder), Peechu 
(Instillation), Oothal (Blowing air by keeping medicated substances in mouth), Patru (Dense application), 
Gargling, Varthi vaithal (Suppositories), Kudori Maruthuvam (piercing the superficial layer of the scalp skin 
and keep medicines within that) etc.. These drug delivery systems work in an excellent manner without 
any side effects and resolve many ailments. Few examples are application of paste of tuberous root of 
Gloriosa superba in both palms enhances labour pain and facilitates normal labour. Keeping a small 
amount of sanjeevakarani thylamas kudori sikitchai in cases of snake bites, it acts as an antidote and become 
a lifesaving drug. And in psychiatric diseases cow dung used as kudori marundhu by piercing the scalp 
with paddy. These drug delivery methods were successfully practised by ancient siddha 
practitioners/traditional healers without any discomforts, complications and unwanted effects. 
Nowadays, in this fast pace of modern life, these drug delivery methods are vanished slowly due to 
inadequate knowledge, difficulty in practise and lack of availability of advanced modern 
instruments/devices. Hence this study creates awareness about the effective traditional drug delivery 
techniques available in siddha system and helps the researchers to establish technology based advanced 
instruments or devices to propagate the ancient drug delivery methods for the well-being of mankind.  
 
Keywords: Drug delivery methods in Siddha system of medicine, Traditional techniques,                         
Advanced instruments. 
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 INTRODUCTION 

 
Drug delivery system is a science in the field of pharmacokinetics describes the way in which a drug is carried into 
the living organism. An effective drug delivery can increase the efficacy and minimize the unknown side effects of 
that drug, hence Siddha system of medicine give more importance to anubanam (Vehicle that carries the drug). In 
other system of medicine, drug delivery is being well advanced only in the past few decades and greater innovations 
are being anticipated in the coming years[1], whereas the medicine which originated long back in Tamil region and 
believed to be an oldest system of medicine has a very clear view on drug delivery methods. Achievement or 
Perfection is the meaning of the word ‘Siddha’ [2]. As its word means to perfection, Siddha system has a clear view in 
all aspects of the medicinal world. Siddha system not just focuses on treating the disease but it also takes into 
account of the patient’s behaviour, age, habits, physical condition and environmental aspects. For this purpose 
Siddhars afforded different drug delivery systems other than oral route which include Kalikkam (Eye medicines), 
Nasiyam (Nasal drops), Naasikaparanam (Blowing dry powder into nostril), Aakraanam (Inhaling dry powder), Peechu 
(Instillation), Oothal (Blowing air by keeping medicated substances in mouth), Patru (Dense application), Gargling, 
Varthi vaithal (Suppositories), Kudori maruthuvam (piercing the superficial layer of the scalp skin and keep medicines 
within that) etc. This review study explains about these drug delivery techniques available in Siddha system. 
 
MATERIALS AND METHODS 
 
This study is carried out as the systematic quantitative review on various authenticated Siddha texts by organizing 
large volumes of raw information from various sources into an organized format.  
 
RESULTS 
DRUG DELIVERY SYSTEM 
Drug delivery is the process of administering medication or other pharmaceutical compounds to achieve a 
therapeutic effect [3]. It is a formulation or a device that enables a therapeutic substance to selectively reach its site of 
action. 
 
Types of Drug Delivery Routes 
Oral route 
Oral route of drug delivery is the most common. Many drugs can be administered orally as capsules, tablets, or 
liquids. The oral route is usually safe, convenient, and inexpensive. 
 
Injection 
Intravenously, intramuscularly, intrathecally or subcutaneously. 
 
Inhalation 
Breathed into the lungs through the mouth (inhaled) or mouth and nose (Nebulized). 
 
 
Nasal 
Sprayed into the nostril(s) and absorbed through the nasal membranes. 
Topical 
Applied to the skin for a local effect. 
 
Transdermal 
Delivered through the skin via a patch for a systemic effect. 
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Rectal 
Inserted into the rectum to be absorbed into the bloodstream. 
 
Sublingual 
Placed underneath the tongue for rapid absorption into the bloodstream. 
 
Drug Delivery Devices 
Commonly used drug delivery devices are Prefilled syringes, Auto injectors, Infusion pumps, Metered dose inhalers 
(MDIs), Nebulizers, Nasal sprays, Eye droppers, Intrauterine devices (IUDs), Transdermal patches. 
 
Ancient and Traditional Drug Delivery Methods in Siddha System of Medicine: [4] 
Siddha system of medicine is an ancient traditional system which has different drug delivery methods other than 
oral route which include: 
 
 Kalikkam (Liquid ophthalmic application) 
 Nasiyam (Liquid nasal application) 
 Naasikaparanam (Powder nasal application) 
 Aakraanam (Inhaling dry powder) 
 Peechu (Douche application) 
 Oothal (Medicated aerosol) 
 Patru (Semi solid poultice) 
 Kopalithal(Gargling)  
 Varthi vaithal (Medicated pessary) 

These drug delivery systems work in an excellent manner without any side effects and resolve many ailments. 
 
KATTU [Dense application] 
Few examples are: Application of paste of tuberous root of Gloriosa superba in both palms enhances labour pain and 
facilitates normal labour [5]. Leaf and plumule paste of Cajanus cajan over the breasts as a thick package aid to reduce 
breast milk secretion [5]. 
 
PEECHU [Douche application] 
Borax dissolved in water use as an instillation in cases of Leucorrhoea[4]. Seed peel of Plantago ovata soaked and 
boiled in water and use as douche application in Dysentry[5]. 
 
AAKRAANAM [Inhaling dry powder] 
Navachara (Ammonium chloride) aakraanam act as a best remedy for headache, unconsciousness and sinusitis[4]. Dry 
powder of Root of Anacyclus pyrethrum acts as an anti convulsant and be a remedy for Epilepsy[5]. 
 
KALIKKAM [Liquid ophthalmic application] 
Continuous application of Ash powder of Lagenaria siceraria with honey into eyes behave as a sight promotor for 
Night blindness[5]. Flower extract of Tabernamontana divericata[5] and Sesbania grandiflora reduces burning sensation 
in eyes and mitigates many eye diseases respectively[5]. 
 
PATRU [Semi solid poultice] 
Dense application of Chukku kali over eye brows helps to improve vision in cases of hypermetropia and it act as a 
sight promotor[5]. Latex of Ficus carica has anti-inflammatory and astringent activity which shows its potent healing 
in Diabetic carbuncle and in Arthritis[5]. 
 
KOPALITHAL [Gargling] 
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Gargling with Thiripala kashayam is the best cure for Aphthus ulcer[5].  
 
PODI [Medicated powder application] 
Sprinkling dry powder of leaves of Acalypha indica on bed sores accord good heal[5]. Poora podi- an elixir for 
Syphilitic sore in male genitals[4]. 
 
NASIYAM [Liquid nasal application] 
Few drops of Sesbania grandiflora leaf juice into nostril acts as an anti-pyretic and be a remedy in cases of fourth 
intermittent fever[5]. Flower extract of Leucas aspera as nasiyam give best results in Cephalalgia[5]. 
 
POOCHU [Liquid poultice] 
Latex of Euphorbia hirta accord best heal in Paronychia[5]. Leaves of Sida acuta possess styptic action which stops the 
bleeding from incised wounds immediately[5]. 
 
POTTANAM [Bundle application] 
Inhale the Bundle application of Nigella sativa for Rhinorrhea & Sinusitis[5]. Bundle application of Garlic & Onion 
into ears for Otalgia & Tinnitus[6]. 
 
PUGAI [Medicated fumigation] 
Agasthiyar kuzhambu pugai for fistula, Vanga pugai for wound healing (viranam)[6]. 
 
VEDHU [Steaming]: 
Steaming Lemon seeds into the hot water used for Sinusitis. Steaming Common Salt into the hot water used for 
Myalgia [6]. 
 

DISCUSSION 
 
These drug delivery methods were successfully practiced by ancient siddha practitioners/traditional healers without 
any discomforts, complications and unwanted effects. In recent days, due to fast pace of modern life, these drug 
delivery methods are vanished slowly due to inadequate knowledge, difficulty to practice, lack of availability of 
advanced modern instruments/devices. 
 

CONCLUSION 
 
This study would have created awareness about the effective traditional drug delivery techniques available in Siddha 
system. It may help the researchers to establish technology based    advanced instruments or devices to propagate 
the ancient drug delivery methods for the well-being of mankind.  
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Alzheimer’s disease (AD) is a progressive, irreversible brain disorder that slowly destroys memory and thinking 
skills and eventually the ability to carry out a daily simple task. Alzheimer’s Disease is the most common form of 
dementia. Worldwide, around 55 million people have dementia, with over 60% living in low- and middle-income 
countries, this number is expected to rise to 78 million in 2030 and 139 million in 2050. In India, more than 4 million 
people have dementia, making the disease a global health crisis that must be addressed. Cholinesterase Inhibitors 
and NMDA Receptor blockers are choices of drugs for AD which commonly cause side effects like nausea, diarrhea, 
vomiting, insomnia, skin lesion, muscle cramps, fatigue, sleep disturbances, headache and dizziness, bradycardia, 
hypertension, weight gain, hallucination, confusion, aggressive behavior, urinary incontinence. etc. In Siddha 
medicine, so many formulations are indicated for AD; Brahmiyath Pavanai Chooranam(BPC) is one among them which 
is indicated for Intelligence, Intellect, Focus, Strengthening the brain, Physical strength, increase memory and 
reducing forgetfulness. BPC prepared from Amukkara (Withania somnifera), Kadugurohini (Picrorhiza scrophulariiflora), 
Ajamthaomam (Trachyspermum roxburghianum), Karupuppu (Black salt), Seeragam (Cuminum cyminum), Karunjeeragam 
(Nigella sataiva), Chukku (Zingiber officinale), Milagu(Piper nigrum), Thippili (Piper longum), Karisalai (Eclipta prostrata), 
Vellarugu (Enicostema axillare), Kadukaai (Terminalia chebula), Thandrikaai (Terminalia bellirica), Nellimulli (Phyllanthus 
embilica), Vasambu (Acorus calamus) Vallarai (Centella asiatica).  Most of the ingredients in BPC have been proven for 
their Neurological antioxidant, Neuromodulatory, Cognitive enhancement, Neuroprotective, enhancing neurite 
growth, enhance acetylcholine content and Acetylcholinesterase inhibitor actions.  According to the Siddha 
fundamental and taste theory, the ingredients are favourable for the management of AD. This review study 
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concluded that the polyherbal Siddha preparation Brahmiyathi Pavanai Chooranamcan be used a Novel drug for the 
management of Alzheimer’s disease. Further clinical studies are to be conducted to confirm the clinical efficacy.  
 
Keywords: Alzheimer’s disease; Brahmiyathi Pavanai Chooranam; Siddha Medicine. 
  
 
INTRODUCTION 
 
Alzheimer’s Disease (AD) is the most common type of dementia and can be defined as a slowly progressive 
neurodegenerative disease characterized by neuritic plaques and neurofibrillary tangles as a result of amyloid-beta 
peptide (Aβ) accumulation in the brain, the medial temporal lobe, and neocortical structures [1,2,3]. Brain cells inthe 
hippocampus, associated with learning, are the first to be damaged by Alzheimer’s. The first symptom of the 
diseaseis memory loss, mainly difficulty remembering recently learned information[4]. There is no cure 
for Alzheimer's disease. Treatments are available that may only improve some symptoms. Cholinesterase Inhibitors 
(Donepezil, Rivastigmine, Galantamine)[5,6,7]and 
 
NMDA (Memantine)[8] Receptor blockers are choices of drugs for AD which commonly cause side effects like 
nausea, diarrhea, vomiting, insomnia, and skin lesion, muscle cramps, fatigue, sleep disturbances, headache and 
dizziness, bradycardia, hypertension, weight gain, hallucination, confusion, aggressive behavior, urinary 
incontinence, etc. Worldwide, about 55 million people have dementia, 60% of them living in low- and middle-income 
countries. In every country’s populationthe proportion of older people is increasing, so this number is expected to 
rise to 78 million in 2030 and 139 million in 2050[1]. In India, more than 4 million people have dementia, making the 
disease a global health crisis[2].In Siddha medicine, so many formulations are indicated for AD, Brahmiyathi Pavanai 
Chooranam(BPC) is one among them which is indicated for Intelligence, Intellect, Focus, Strengthening the brain, 
Physical strength, increase memory, and reducing forgetfulness[9].  
 
MATERIALS AND METHODS 
 
Preparation of BPC 
The ingredients from s.no 1 to 14 in Table no 1 are purified and separately made into powder. The powders are 
mixed together and placed in Kalvam (stone mortar). The Vallarai juice is poured into Kalvam and ground well until 
attains dry powder then let dry in the shade. On the next day, the dried powder is collected and subjected to the 
same process 21 times. Finally, the dried powder is collected and stored in an air-tight container.  
Dose:  2 – 4 grams 
 
Adjuvant: Mixture of honey (8gm) and Cow’s ghee (8gm) [9]. 
 
Amukkara – Withania somnifera(WS) 
Alzheimer’s disease on animal model 
Bhattacharya et al. studied that, the effect of Withania somnifera (WS) in cognitive deficits induced in NMB-lesion ina 
rat modelthat was assessed by attenuation of a learned active avoidance task and a reduction in acetylcholine (ACh) 
concentrations in frontal cortical and hippocampal region, choline acetyltransferase activity and muscarinic 
cholinergic receptor (MCR) binding. IA-induced NBM lesioning in rats caused a marked cognitive deficit, assessed 
severe reduction of the learned task, anda significant decrease in the frontal cortex and hippocampal ach levels, chat 
activity, and MCR binding. In 2 weeks, treatment withWS reversedthe IA-induced cognitive deficit and the reduction 
in cholinergic markers [11].  
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Tohda et al, revealed that in human neuroblastoma SK-N-SH cells, the methanolic extract of roots of Withania 
somnifera notably increased the percentage of cells with neurites. The mRNA levels of the dendritic markers MAP2 
and PSD-95 by RT-PCR were markedly increased by treatment with the extract [12]. 
 
Neuroprotective activity 
Kurapati et al. tested the neuroprotective effects of methanol:Chloroform (3:1) extract of dried root of WS in a human 
neuronal SK-N-MC cell line, against β-amyloid induced toxicity and HIV-1Ba-L (clade B) infection.The 
neuroprotective effect of WS root extract was assessed by the MTT cell viability assays.The study results showed that 
the toxic effects were neutralized[13].  Zhao J et al, reported that the neurite outgrowth activities of WS derivatives 
showed significant neurite outgrowth activity at a concentration of 1 mm on a human neuroblastoma SH-SY5Y cell 
line[14]. 
 
Kadugurohini –Picrorhiza scrophulariiflora (PS) 
Neuroprotective activity 
Li Q et al, revealed that the Neuroprotective Properties of Picroside II, the main active constituent of Picrorhiza 
scrophulariiflora (Scrophulariaceae), which might reduce the expressions of Caspase-3 and PARP to inhibit the 
neuronal apoptosis caused by cerebral ischemia-reperfusion injury and promote the neurological function of rats[15]. 
 
Enhancement of nerve growth factor 
Li P et al, studiedthe Enhancement of nerve growth factor-mediated neurite outgrowth from PC12D cells by Chinese 
and Paraguayan medicinal plants, and the results show that methanol extract of Picrorhizascrophulariiflorainduced the 
longest neurites in PC12D cells[16]. 
 
NGF-potentiating  
Ping Li et al, evaluated the isolated Picrosides I and II as NGF-potentiating substances from the dried underground 
parts of P. Picrosides alone, even at high concentrations, did not cause neurite elongation from PC12D cells but 
significantly increased the proportion of cells with neurites in cultures treated with NGF. It has been revealed that 
picrosides are marked NGF-potentiating compounds[17]. 
 
Ajamthaomam – Trachyspermum roxburghianum(TR) 
Antioxidant activity 
Sunee Chansakaow et al.reported the antioxidant and antibacterial activities of the essential oil 
Trachyspermumroxburghianum(DC.).Folin-Ciocalteu colorimetric method, DPPH, ABTS, and FRAP assays were used 
to determine total phenolic content and evaluate antioxidant potential. Sabinene and α-terpinolene including 3-n-
butyl phthalide are the main compounds of T. Roxburghinum. The essential oils of T. Roxburghinum showed high total 
phenolic content (GEA= 3.0971 mg/ml) and exhibited potent antioxidant activities in DPPH (TEAC= 357.9297 mg/ml), 
ABTS (TEAC= 13.4242 mg/ml) and FRAP assays (TEAC= 27.4173 mg/ml)[18]. 
 
Seeragam - Cuminum cyminum (CC) 
In - vitro acetylcholinesterase inhibitory activity 
Kumar et al,the study showed that an aqueous extract of C.cyminum seed inhibited ache in in-vitro 
acetylcholinesterase inhibitory activity based on Ellman’s method in a concentration-dependent manner. Also, lower 
concentrations and higher concentrations of C. Cyminum show competitive and mixed modes of inhibition 
respectively. So, C. Cyminumcan act as an inhibitor of aches, which helps in enhancing memory and cognitive 
functions of the brain [19]. 
 
Antistress, anti-oxidant and memory-enhancing activities 
Koppula et al evaluated the antistress, and memory-enhancing activities of cumin extract by stress-induced urinary 
biochemical changes in rats, and scopolamine-induced memory loss in rats respectively. And antioxidant activity by 
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Lipid peroxidation inhibition in the liver and brain of rats using TBARS assay the extract showed better activity in 
inhibiting lipid peroxides is more effective in brain homogenate compared with liver[20]. 
 
Ache inhibition and Activation of CE enzyme 
Prabha et al, evaluated esterase properties of hot and cold extracts of Indian spicesCuminum cyminum, Elettaria 
cardamomum, Cinnamomum verum, and Syzygiumaromaticumfor AD, by the in-vitro of homogenates prepared from 
hippocampal region dissected from control and non-transgenic AD rats made available from a laboratory using 
Ellman method, showed maximum AChEinhibition in striatum region at the same time activated CE enzyme in the 
hippocampus, i.e., region of learning and memory [21]. 
 
Karunjeeragam - Nigella sataiva (NS) 
Recovers learning function in AD 
Poorgholam et al revealed that hippocampal injection of Aβ could induce Alzheimer’s disease in male Wistar rats, and 
administration of Thymoquinone the main active component of Nigella sativa could prevent learning dysfunction and 
improve initial latency. TQ also decreased plaque formation in the CA1 region of the hippocampus, increased the 
number of surviving neurons, and protected pyramidal cells against the neurotoxic effects of Aβ[22]. 
 
Antioxidant activity, Inhibition of AChE and BChE,and Inhibition of Aβ42 aggregation 
Veerabomma Sreedhar et al revealed that Methanolicextract of Nigella sativashows Maximum scavenging antioxidant 
activity by the DPPH method with 93.01% at 400 µg/mL concentration. Cholinesterase activity by Ellman’s method 
shows Methonolic extract of Nigella sativa for both enzymes AChE and BChEwere 51.19% and 63.86% respectively, 
and was compared with standard galantamine (96.68% and 83.68%) at 100 µg/mL. This study results shows 
Methonolic extract of Nigella sativa has anti-amyloidogenic activity by using ThTfluroscence assay and Inhibition of 
Aβ42 aggregation by ThTassay[23]. 
 
Improves learning and memory impairments and oxidative damage 
RahimehBargi et al, a study indicated that TQ improves learning and memory impairments induced by LPS in rats by 
Morris water maze apparatus and procedures. TQ attenuates hippocampal cytokine levels and improves oxidative 
damage biomarkers in the brain tissues[24]. 
 
Chukku - Zingiber officinale(ZO) 
Antioxidant and acetylcholinesterase inhibitory activity 
Tung et al,studied the Antioxidant and acetylcholinesterase inhibitory activity of Zingiber officinaleby its extraction 
with ethanol 96 % and fractionated it with n-hexane, ethyl acetate (etoac)evaluated by 1,1-Diphenyl -2-picrylhydrazyl 
(DPPH) assay and Ellman’s colorimetric method respectively. The results showed that the etoacfraction had the 
antioxidant activity strongestat IC50 was 8.89±1.37 µg/ml and ache inhibitory activity at IC50 value of 22.85±2.37 
µg/ml in a dose-dependent manner[25].  
 
Improves β-Amyloid-Induced Memory Impairment 
Kim et al, revealed that WS-5, an ethanol extract derived from Z. Officinale Roscoe,C.longa, and C.sinensis significantly 
attenuated the A beta-induced memory impairment in mice that were evaluated by the passive avoidance test and 
the Morris water maze test and suppressed A beta plaque formation in the Abeta-inducedAD mice[26]. 
 
Antioxidant activity, cholinesterase inhibition, anti-amyloidogenic potential, and neuroprotective properties  
Mathew et al., evaluated the antioxidant activity, cholinesterase inhibition, anti-amyloidogenic potential, and 
neuroprotective properties of dry ginger’s methanolic extract. The methanolic extract contained 18+0.6 mg/g gallic 
acid equivalents of total phenolic content and 4.1840.69 mg quercetin equivalents/g of dry material. GE expressed 
high antioxidant activity with an IC value of 7040 304 µg/ml in DPPH assay and 845.4156.62 µm Fe(II) equivalents/g 
dry weight in FRAP assay respectively. In Ellman's assay for the cholinesterase inhibitory activity, GE had an 
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ICvalue of 41±12 pg/ml. And 52+2 µg/ml for inhibition of acetyl- and butyrylcholinesterase respectively. Also, GE 
increased the cell survival against amyloid B (AB) induced toxicity in primary adult rat hippocampal cell culture[27].  
 
Milagu - Piper nigrum (PN) 
Improves memory impairment and neurodegeneration  
Chonpathompikunlert et al. revealed the effect of Piperine, a main active alkaloid in the fruit of Piper nigrum, on 
memory performance and neurodegeneration in an animal model of Alzheimer’s disease. piperinewas orally given 
at various doses ranging from 5, 10, and 20 mg/kg BW at a period of 2 weeks before and 1-week toadult male Wistar 
rats after the intracerebroventricular administration of acetylcholine aziridinium ion (AF64A) bilaterally. Piperine at 
various dosage ranges, the results of this study showed significant improvement in memory impairment and 
neurodegeneration in the hippocampus[28]. 
 
Cognitive function 
Wang et al, reported that piperineameliorates ICV-STZ-induced cognitive impairments via antioxidant and anti-
inflammatory activities and its ability to restore hippocampal neurotransmission in the mouse[29]. Subedee et al. 
evaluated PN as a preventive drug for Alzheimer’s associated histopathological, biochemical, and behavior changes 
in a rat model[30]. Hirtu et al.analyzedthe spatial memory formation following administration of the methanolic 
extract of P. nigrumfruits (50 and 100 mg/kg, orally, for 21 consecutive days) in rats subjected to 
intracerebroventricular injection of Ab (1–42). Intracerebroventricular injection of Ab(1–42) interferes with memory 
function and subsequently causes impairment of spatial memory within Y-maze and radial arm-maze tasks, hence 
the results showed the methanolic extract of P. nigrum fruits could effectively enhance memory processes and restore 
antioxidant brain status and may confer neuroprotection due to alleviation of oxidative damage induced by Ab(1–
42)[31].  
 
Thippili - Piper longum(PL) 
Improves cognitive function 
Jun Go et al, reported that one of the major chemical constituents of Piper longumPiperlongumine (PL), significantly 
activated the deacetylase ability of Sirt1 in vitro. Treatment with PL, regulated the gene transcription of antioxidant 
response elements in hippocampal neurons and attenuated the cytotoxicity induced by intraneuronal Aβ1-

42 expression. The oral administration of PL, at a dose of 50 mg/kg/day for 2.5 months, significantly reduced the 
occupied area of beta-amyloid in the parietal cortex of APP/PS1 mice. Also improved the novel object recognition 
and working memory impairment[32]. 
 
Neuroprotective 
Bi Y et al., evaluated that the alkaloid of P. Longum (PLA) has neuroprotective effects in an MPTP-induced chronic 
mouse model of Parkinson’s disease[33]. 
MAO inhibitory activity and antidepressant-like activity 
Lee SA et al. studied that an ethanol extract of the fruits of P. Longumshowed strong inhibitory activity on mouse 
brain MAO (Monoamine oxidase (MAO) catalyzes the oxidative deamination of monoamine neurotransmitters like 
serotonin, dopamine, and norepinephrine, and plays important roles in several psychiatric and neurological 
disorders). Also, antidepressant-like activity by In Vivo Tail Suspension and Mismeasurement of Spontaneous Motor 
Activity[34]. 
 
Karisalai - Ecliptaprostrata(EP) 
Banji O et al.studied that the aqueous extract obtained from leaves of E. Prostrata at the dose of 100 and 200 mg/kg 
was evaluated for its potential application on transfer latency as a parameter of acquisition and retrieval learning in 
rats using an elevated plus-maze. The administration of extract was reported to significantly improve retrieval 
memory[35]. Kim D et al. investigated the different concentrations of butanol fractions of the E. Prostrata aqueous 
extractin CD rats.  The acetylcholine formation and oxidative stress inhibition in the brain and serum of rats were 
accessed before and after feeding the experimental diet. The acetylcholine level was increased by 9.6–12.1% in the fed 
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group as compared to the control. Monoamine oxidase-B activity and superoxide radical levels were decreased by 
10.5% and 9.4%, respectively in the treated group[36]. Xia X, Yu R, Wang X, et al.investigated the role of 
Ecliptaprostrataextract reversed the spatial learning and memory deficits caused by D-galactose-induced aging in rats, 
particularly in the groups with higher treatment concentrations. Compared with the normal group, the levels of 
dopamine (DA), Norepinephrine (NE), and 5-HT were significantly lower in the D-galactose-treated model group. 
Spatial memory performance was evaluated using the Morris water maze[37].  
 
Jung WY et al.used the passive avoidance, Y-maze, and Morris water maze tasksto evaluate the anti-amnesic effects of 
the ethanolic extract of Ecliptaprostrata (EEEP) in mice. In the passive avoidance task, EEEP significantly ameliorated 
the shortened step-through latency induced by scopolamine. In the Y-maze task, EEEP showed a significant increase 
in alternation behavior.From the results the scopolamine-induced decrease in the swimming time within the target  
zone and the number of crossings where the platform was significantly reversed by EEEP[38]. 
 
Vellalrugu – Enicostema axillare(EA) 
Vaijanathappa et al., studied four successive extracts of the whole plant of Enicostemma axillare (E. Axillare), for 
antioxidant activity in in-vitro methods using nine different ways. All four extracts of E. Axillare showed potent 
antioxidant activityin the 2,2 -azino-bis (3-ethyl benzo-thiazoline-6-sulfonic acid) diammonium salt (ABTS) method. 
The chloroform extract also showed potent antioxidant activity in H2O2, nitric oxide, and hydroxyl radicals using the 
deoxyribose and lipid peroxidation methods [39]. 
 
Kadukkaai - Terminalia chebula(TC) 
Learning memory 
Seth et al. evaluated that ethanolic extracts of T. Chebulasignificantly improved learning memory in Chemical Induced 
Memory Impairments in Rats assessed by Morris water maze test [40]. 
 
Acetylcholinesterase inhibitory activity 
Kim MS et al., reported that TCE treatment reversed scopolamine-induced learning and memory deficits in 
acquisition and retention in the Morris water maze task. TCE reduced hippocampal ache activities and increased 
chat and ach levels and also TCE treatment suppressed scopolamine-induced oxidative damage by ameliorating the 
increased levels of ROS, NO, and MDA [41]. 
 
Alzheimer’s disease in rat 
Lakshmi et al., evaluated that the Fruit extracts of Terminalia chebula exhibited significant learning and memory 
activity in Alzheimer’s disease and neurodegenerative diseases in rats, which modulates oxidative stress and is 
involved in the protective effect against oxidative damage [42]. 
 
Thandrikaai - Terminalia bellirica(TB) 
Dinesh Dhingra et al. evaluated the anti-depressant-like activity of aqueous and ethanolic extracts of T. Belliricaon 
depression in mice using the forced swim test (FST) and tail suspension test (TST) and its efficacy was found to be 
similar to fluoxetine and imipramine (antidepressant drugs) [43]. 
 
Waheed, revealed the antioxidant on neuroprotective activities of TB by Lipid Peroxidation (LPO) assay reduced 
Glutathione (GSH) assay catalase(CAT) Assay Superoxide Dismutase (SOD) Assay [44]. Nirala, reported that the 
Aqueous Extract of TB enhances the learning process and is comparable to the standard drug Piracetam at higher 
doses (36mg/kg). Also, it can oppose the alcohol-induced learning impairment at lower doses (9mg/kg) in the invivo 
rat model and assessed by Hebb- William Maze[45]. 
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Nellimulli - Phyllanthus embilica(PE) 
AChE & BuChEinhibitory activity 
Biswas et al. evaluated that A crude methyl extract (CME) of dry fruit of P. Emblica for its acetylcholinesterase (AChE) 
and butyrylcholinesterase (BuChE) inhibitory activity using Ellman’s method results shows that inhibiting AChEand 
BuChEwith IC50 of 53.88 µg/ml and 65.12 µg/ml respectively, which shows that the CME of P. Emblica is a source 
forAChEand BuChEinhibitors[46]. 
 
Vrish et al. investigated the methanolic fruit extract of Phyllanthus emblica Linn. for its reversal effect on Scopolamine 
and sodium nitrite-induced memory deficits in mice. Elevated plus maze (EPM) and Morris water maze (MWM) 
were used to evaluate short and long-term memory respectively. The administration of methanolic fruit extract from 
the plant significantly improved learning and memory, prevented scopolamine and sodium nitrite-induced 
experimental amnesia and may be a great potential in memory deficits[47]. Uddin MS et al, demonstrated that the 
Ethanolic extract of P.embilica fruits showed marked beneficial effects for improving learning, memory, and 
antioxidant activity. Among ripe and unripe fruits, significant cognitive enhancing effects were observed by unripe 
fruit which is comparable with the standard. Antioxidant activity was evaluated by measuring enzymes such as 
superoxide dismutase (SOD), reduced glutathione (GSH), catalase (CAT), glutathione peroxidase (GSH-Px), 
glutathione reductase, glutathione-S-transferase, and the contents of thiobarbituric acid reactive substances (TBARS) 
in entire brain tissue homogenates. Ache activity was determined using a colorimetric method[48]. 
 
Vasambu - Acorus calamus(AC) 
Mukherjee et al.revealed the Acetylcholinesterase inhibitory activity of essential oil from the Acorus calamus and its 
main constituents, β -asarone and α-asarone by Ellman’s method.In this study,Physostigmine was the standard 
inhibitor that showed inhibition with an IC50 value of 0.28+ 0.015. From the resultsInhibitory activity of the 
hydroalcoholic extract of AC with IC50 value of 182.31 + 16.78mL. AC rhizomes essential oil, β -asarone and α-
asarone, IC 50values were 10.67+0.81, 3.33+0.02, and 46.38+2.69 respectively. That shows β -asarone is the most active 
component in AC but weaker than the standard physostigmine[49]. 
 
Reddy et al, studied that AC treatment effectively prevented stress-induced cognitive dysfunction and anxious 
behavior by chronic stress-induced cognitive dysfunction and anxiety in rats. Also found antioxidant activities. This 
study shows the neuroprotective effect of AC against restraint stress-induced neuronal damage[50]. C. 
Venkatramaniah et al, observed the Neuroprotective role of Acorus calamus us and its active principle beta asarone in 
a Hippocampal (the hippocampus is the main organ for memory) lesion surgery rat model by analyzing the memory 
of the animals in 8 arms radial maze[51]. 
 
Vallarai - Centella asiatica (CA) 
Gray et al. evaluated the cognitive-enhancing effects of Centella asiatica Water extract(CAW), These cognitive-
enhancing effects appear independent of Aβ plaque reduction, CAW reduced the Aβ plaque burden in the 
hippocampus but it did not affect Aβ levels in the cortex and improvements were observed in both hippocampal and 
cortically mediated tasks. Hippocampal mitochondrial function was improved by CAW treatment and also induced 
the expression of mitochondrial as well as antioxidant response genes in the brains of mice [52]. Jintanaporn et al. 
reported in their trial the Positive modulation of cognition and mood-enhancing effect of Centella asiatica in the 
healthy elderly volunteer. Twenty-eight Healthy elder participants were treated with plant extract for 2 months with 
doses ranging from 250, 500, and 750 once daily. The computerized test battery and event-related potential were 
used to assess the cognitive function and Bond–Lader visual analog scales were used to assess the mood, before the 
trial and after single, 1, and 2 months. The results showed enhanced working memory and improvement in self-
related mood with a high dose of plant extract [53]. 
 
Kumar et al. revealed in their study that the Centella asiatica extract significantly attenuated colchicine-induced 
memory impairment assessed by the Elevated plus maze test and Morris water maze oxidative damage assessed by 
attenuated the increase in MDA, nitrite levels, and restored decrease in reduced GSH [54]. 
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DISCUSSION 
 
This review has proven that the ingredients of Brahmiyathi Pavanai Chooranam have Neurological antioxidants, 
Neuromodulatory, Cognitive enhancement, Neuroprotective, enhancing neurite growth, Enhancing acetylcholine 
content, and Acetylcholinesterase inhibitor actions. According to the method are preparation soaking the drugs with 
Centella asiatica juice 21 times enhances the efficacy of the drug and preserves the concentration of phytoconstituents. 
According to the Siddha fundamental and taste theory, the ingredients are favorable for the management of 
Alzheimer’s Disease.Finally, this review concludes that the drug Brahmiyathi Pavanai Chooranamis a novel drug for 
Alzheimer's Disease. 
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Table.1. The Ingredients and Their Characteristics of BPC are Listed [10]. 

S.No 
Tamil / Siddha 

Name 
Botanical Name Parts used Taste/Potency 

1. Amukkara Withaniasomnifera Root Bitter/Hot 
2. Kadugurohini Picrorhizascrophulariiflora Root Bitter, Acrid/Hot 
3. Ajamthaomam Trachyspermumroxburghianum Seed Acrid/Hot 
4. Seeragam Cuminum cyminum Seed Acrid, Sweet/ Cold 
5. Karunjeeragam Nigella sataiva Seed Acrid/Hot 
6. Chukku Zingiber officinale Rhizome(Dried) Acrid/Hot 
7. Milagu Piper nigrum Fruit Acrid/Hot 
8. Thippili Piper longum Fruit Acrid/Hot 
9. Karisalai Ecliptaprostrata Whole plant  
10. Vellarugu Enicostemaaxillare Whole plant Acrid/Hot 

11. Kadukaai Terminalia chebula Fruit 
Astringent, Sweet, Acrid, Bitter, 

Sour/Cold 
12. Thandrikaai Terminalia bellirica Fruit Astringent/Hot 
13. Nellimulli Phyllanthus embilica Fruit Sour, Astringent/Cold 
14. Vasambu Acorus calamus Rhizome Acird/Hot 
15. Vallarai Centellaasiatica Whole plant Acrid/Hot 
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Most of the Siddha herbs plays a dominant role in modulating the gut microbiota. The gut microbiota is 
now considered a relevant therapeutic target for many chronic diseases. Kadukkai (Terminalia 
Chebula.Retz.), which is referred to as “King of herb” alters the gut microbiota and promote human 
health. Gut microbiota release by-products in the intestine which are beneficial for human health with 
different physiological impacts including diabetes, hypertension, obesity, gastrointestinal diseases, 
hormonal brain axis, cancer, etc. Clinical studies on the effects of Kadukkai on human gut microbiome 
are lacking. The authors hypothesized that Kadukkai consumption may alter the gut microbiota 
composition and exerts differential effects on subsets of the gut microbiota. The present work provides 
new findings on the influence of extracts from Kadukkai that act like prebiotics and augment the 
probiotic activity. 
 
Keywords: Gastrointestinal, Herb, Kadukkai, Microbiota, Prebiotic, Siddha medicine 
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INTRODUCTION 
 
Siddha system of medicine places great importance on proper diet and digestion, as well as on all aspects of lifestyle. 
In future, most of the researchers will agree that the Siddha medicine to be an ancient science of epigenetics. The 
Siddha practitioners might not have understood the precise nutrigenomic mechanics of how food and herbs can 
affects gene expression , but they did recognize that each individual has their own unique psychophysiological 
constitution, which is affected by diet, lifestyle,  and environmental factors.Siddha medicine describes the 
functioning of our mind and body in terms of three main Uyir thathukkal—the governing principles of the 
physiology—Vatham, Pitham, and Kabam[1]Siddha system of medicine, as well as integrative medicine practitioners, 
commonly prescribes these herbal medicines for a variety of gut- and skin-related conditions. However, insufficient 
data exist on the effects of Kadukkai on gut microbiota, and clinical investigations of this herbal medicines are 
lacking.  
 
GENERAL DESCRIPTION OF KADUKKAI  
Terminalia chebula (common name: Kadukkai), a widely studied Single herb is held in high esteem in Siddha for its 
properties to prevent and cure diseases. It has enjoyed the prime place among medicinal herbs in India since ancient 
times. It is called the ‘King of Medicines’ and is always listed first in traditional medicines because of its 
extraordinary therapeutic benefits. 
 
SIDDHA PHARMACOLOGY OF KADUKKAI[2] 
Siddha pharmacology describes the attributes of herbs. The suvai or veeriyam of Kadukkai is sweet, sour, pungent, 
bitter, and astringent; except salty taste. The veeriyam, or potency and action, is neutral, and the Vipagam, or post 
digestive effect  is sweet. Kadukkai has a prabhavam, meaning special action or trophism, for all doshas (energetics 
and mind–body types) and thus is balancing for all doshas and constitutions. The gunam, or qualities of Kadukkai is 
considered light and dry. 
 
GUT HEALTH, SIDDHA HERBS AND PREBIOTICS 
Siddha medicine explains that most diseases are caused by an accumulation of undigested food (Vishamakkini) in gut. 
Vishamakkini literally means to digest the foods and drinks very slowly and digestion will not complete. Hence some 
toxic condition may prevail because of Samana Vaayu misses its proper place, the heat will be toxic. Generally Samana 
vayu helps us smoothening the food , liquids and makes softening the six tastes and helps in spreading them in the 
body. The Vishamakkini which caused the “undigested food,” but it can be understood from a scientific perspective as 
endogenous toxins resulting from imbalanced or incomplete digestion. Manthakkini can be formed as a result of 
reduced Udal thee, or digestive power (Manthakkini-when Samanavaayu unites with Kabam,the heat produced will be 
dull). Udal thee has a number of different meanings and not only relates to digestive enzymes but also to the 
metabolic process in the different tissues or Udal thathukkal of the body. Manthakkini is initially formed in the 
digestive tract, but at a later stage of disease it can leak into the bodily tissues and turn into Vishamakkini, a reactive 
form of Manthakkini, that leads to tissue disruption and chronic inflammation and disease.[3] A disruption in the gut 
microbiome has been associated with problems in the gut barrier. 
 
Although the body can withstand brief disruption of the intestinal barrier, due to ageing, persistent stress, and 
genetic predisposition which may contribute to the development of autoimmune, metabolic, and mental health 
disorders. Chronic breakdown of the intestinal barrier can cause microbial components to enter the bloodstream and 
that leads to low-grade, systemic inflammation. [4]. Most of the ingredients in Siddha medicine are derived from 
herbal origin .Major components, and their biosynthesis is influenced by various environmental factors. Recently, 
various biological activities of Siddha herbs, such as antitumor, anti-oxidation, hypolipidemic, and 
immunomodulatory  have been investigated and have received increased attention. Human microbiota 
investigations by a study has revealed the significant prebiotic potential of medicinal herbs used in digestive health 
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and disease via the microbial metabolism of herb-provided substrates, e.g., polyphenols, sugars, glycans and amino 
acids [5]. 
 
BIOLOGICAL RHYTHMS AND GUT MICROBIOTA 
Siddha system of medicine clearly identifies Sirupozhuthugal (daily), Perumpozhuthugal (seasonal) rhythms. Each day, 
for example, consists of a sequence of periods, which are characterized by Vatham, Pitham, or Kabam. [6]The day starts 
with a Vatham period from 6 am to 10 am, then a Pitham period from 10 am to 2 pm, and then a Kabam period from 2 
pm to 6 pm. Next is another Vatham period from 6 pm to 10 pm, a Pitham from 10 pm to 2 am and finally a Kabam 
from 2 am to 6 am. Each season is represented by either one thodam or a combination of thodangal (Table 2).  
 
The daily routine is called Nithiya ozhukkam and the seasonal routine is called Kaala ozhukkam[6] . In 2017, Nobel Prize 
in Physiology and Medicine was given for studies on the genetic foundation of biological rhythms, demonstrating 
how modern medicine also understands the significance of daily rhythms to your health. Almost all living things, 
including bacteria to humans, have an internal "biological clock" that keeps a roughly 24-hour rhythm. The master 
clock (biological clock) becomes confused when artificially introducing light and dark signals from the outside 
world, which has negative health effects. For instance, shift workers have been found to have a greater prevalence of 
cancer, cardiovascular disease, obesity, digestive issues, and mental and neurological illnesses. [7]. 
 
Siddha system of medicine recommendations of specific diets at specific times may relate to the seasonal rhythms of 
the microbiome. Due to the habits of diet, activities of the individual against nature and changes in the environment 
and seasonal changes affect the system and the seven Thathus are affected. Hence, the three Naadis deviate from 
their natural state and indicate through pulse and symptoms in the body. Since the three naadi derange from their 
natural state and indicate disease they are called mukkutram (making physical imperfection) [3]. Over the Ilavenil 
kalam, for example, Kabam was said to build up in the body. Munpanikalam is described as the ideal time to rebalance 
Kabam to prevent toxins and excess mucus from creating congestion and allergies. Foods that are primarily Kabam 
in nature—heavy, greasy, and mucus forming—tend to increase both Kabam. Siddha recommends reducing or 
eliminating Kabam foods during this time, which might help to heal the gut and reboot the microbiome.[6]. Seasonal 
differences in the gut microbiome, observed higher relative abundance of the phylum Bacteroidetes, one of the most 
common and prevalent groups of gut bacteria, during the summer compared to the winter months. Also found that 
Actinobacteria abundance increased in the winter compared to the summer months. A study showed that significant 
seasonal shifts in the abundance of quite a few other types of bacteria (for example, phyla Chloroflexi, 
Gemmatimonadetes, TM7, etc.).[8]  
 
The Role of Prebiotics in various disease conditions: 
Prebiotics are nondigestible dietary components that are said to have a positive impact on the host by promoting the 
growth and/or activity of bacteria in the digestive system in ways that are allegedly good for health.[9] 
There are various types of prebiotics and majority of them are mostly oligosaccharide carbohydrates (OSCs),  
 Fructans – oligofructose (FOS) 
 Galacto-Oligosaccharides (GOS) 
 Starch and Glucose-Derived Oligosaccharides 
 pectic oligosaccharide (POS) 

Non Carbohydrate Oligosaccharide, 
 cocoa-derived flavanols[10] 
 
PHYTOCHEMICALS AS A MODIFIER OF GUT MICROBIOTA 
Kadukkai likely interact with gut microbiota to induce gastrointestinal and systemic effects through its bioactive 
compounds. Kadukkai  is enriched in diverse polyphenolic compounds such as tannins, phenolic carboxylic 
compounds, phenols,terpenoids and triterpene saponins,flavonoids, sterols,etc..[19]. The tannin content of Terminalia 
chebula ranges from 32% to 45% and consists of punicalagin, gallic acid, ellagic acid, chebulic acid, and chebulinic 
acid. There has been evidence of the flavonoids quercetin, catechin, and kaempferol. 
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Monosaccharides/oligosaccharides (9% ) detected are D-glucose, D-fructose, and saccharose. The fruit acids include 
quinic acid (1.5% ), shikimic acid (2%), and fatty oil (from seeds; 40%). The high tannin content of myrobalan makes 
it popular for use as an astringent.[20]. Polyphenols are a diverse class of secondary plant metabolites found in most 
diets. Owing to their chemical structure, they are poorly absorbed and thus reach the colon, where they affect the 
resident microbiota. Specifically, (poly)phenols can stimulate several of keystone bacterial species such 
as Akkermansia muciniphila, Bacteroides thetaiotaomicrom, Faecalibacterium prausnitzii, Bifidobacteria, and Lactobacilli 
[21] . Recent studies have evaluated the biotransformation of polyphenolic compounds by gut microbiota that result 
in increased bio absorption and/or bioactivity. For instance, the biotransformation of chebulinic acid by gut microbes, 
which has been demonstrated to have direct impacts on COX-2 production, may eventually reduce oxidative 
damage. Most of the animal and human studies suggest that Akkermansi muciniphila is a highly promising probiotic, 
especially its potential for the prevention and treatment of diabetes, obesity, and their associated metabolic 
disorders. The positive modulation of  Akkermansia was, it increases the mucus thickness and gut barrier integrity 
[22]. Polyphenols shows that the human gut microbiota also responds with a major shift in Akkermansia abundance 
when challenged with high polyphenol intake, as it also suggests that healthy individuals may also take advantage 
of the prebiotic effects of polyphenols on Akkermansia. [23] 
 
CONCLUSION AND FUTURE PERSPECTIVES 
 
This review article revealed the promising findings of current prebiotic activity of Kadukkai. This study is novel in 
highlighting the significant prebiotic potential of herbal medicine Kadukkai and suggest that the health benefits of 
this herb was due to their ability to modulate the gut microbiota in a manner predicted to improve colonic 
epithelium function, reduce inflammation, and promote protection from bacterial opportunistic pathogenic infection. 
Future research in human clinical trials will examine if the in vitro results and the predictions from genomic analysis 
agree. 
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Table 1 - General Description of Kadukkai [2] 

Characteristics Description 
Colour Colour of the fruit rind varies from yellowish brown, uniform brown to light black owing to the 

variety and place of origin 
Taste Astringent, sweet, sour, pungent, bitter. 

Potency Hot 
Division Sweet 

Indications in 
Siddha Medicine 

Athithoolam (obesity), Pun (ulcers), Kamalai (jaundice), Silipatham (filariasis), diseases of cheek, 
throat, tongue and male genitalia, Pandu (Anemia), Moothrakireecharam (Dysuria), Moolam 
(Hemorrhoids), Thamaraganoi (Cardiac diseases), Kannnoikal (Eye diseases), Aanmaiinmai 
(impotency), Gunmam (Gastro intestinal conditions) Megharogam (Sexually transmitted 
diseases), Kuttam (Skin diseases) etc 

 
Table 2 - Derangement stages of Thirithodangal  in respective season [3] 

DERANGEMENT STAGES VATHAM PITHAM KABAM 

Thannilai 
Mudhuvenrikaalam 
(Jun 16 - Aug 15) 

Kaarkaalam 
 (Aug 16 - Oct 15) 

Munpanikalam 
(Dec 16 - Feb 15) 

Thannilaivalarchi Kaarkaalam  
(Aug 16 - Oct 15) 

Koothirkalam 
(Oct 16 - Dec 15) 

Pinpanikalam 
(Feb 16 - Apr 15) 

Vetrunilaivalarchi Koothirkalam 
(Oct 16 - Dec 15) 

Munpanikalam 
(Dec 16 - Feb 15) 

Ilavenil kalam 
(Apr 16 - Jun 15) 
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Table 3: Role of Prebiotics in various disease conditions 
Route of administration of prebiotic Disease condition 
Administration of some prebiotics in diarrhoea 
predominant irritable bowel syndrome 

Increase numbers of lactobacilli and Bifidobacteria in faecal 
microbiota and thereby IBS symptoms improvement noted [11] 

Supplementation with FOS 15 g/day for 3 
weeks in Crohn’s disease 

Elevated Bifidobacteria population in the feces and improved the 
symptoms[12] 

FOS and GOS administration Necrotizing 
enterocolitis (NEC) in premature infants 

Stimulate the growth of Bifidobacteria and reduce the pathogenic 
bacteria in preterm infants. It is further claimed for the 
prevention of NEC.[13] 

Symbiotic therapy – Administration of 
Lactobacillus rhamnosus and Bifidobacterium 
Lactis plus inulin  

Reducing the proliferation rate in colorectal thereby reduce the 
risk of colorectal cancer, inducing colonic cells necrosis[14] 

Administration of GOS in newborn infants. Decrease the risk of some immune diseases and decrease the 
severity of allergic skin disease like atopic dermatitis.[15,16] 

Administration of Lactulose in post-
menopausal women for two 19 days. 

The calcium absorption increased.[17] 

Administration of GOS for 2 six weeks Decreases the total cholesterol and triacylglycerol and total 
cholesterol:HDL cholesterol ratio[18] 

 
Table 4: Phytochemicals of Kadukkai and gut microbita 

S. 
NO 

Phytochemicals  
present in 

Terminalia chebula 
Main Findings 

1 Gallic acid 

↑ Lactobacillaceae, Prevotellaceae 
↓ Firmicutes, Proteobacteria 

↑ Lactiplantibacillus, Faecalibaculum 
↓ Escherichia, Shigella, Clostridium[24] 

2  
Catechin 

↓ C. histolyticum 
↑ Enterococcus,Bifidobacterium spp and Lactobacillus[24] 

3 Quercetin 

↑ f_Porphyromonadaceae, f_ Oxalobacteraceae, g_ Oxalobacter, g_ Klebsiella 
↓ p_Actinobacteria, c_ Actinobacteria 

↓ Firmicutes, Lachnospiraceae, Ruminicoccaceae 
↑ Bacteroidetes[25] 

4 Ellagic acid ↓ Ruminococcaceae and Clostridium ramosum[26] 

5 Kaempferol ↓ Lachnospiraceae, Bacteroidales_S24-
7_group, Prevotellaceae, Erysipelotrichaceae, Staphylococcaceae, and Alcaligenaceae[27] 

6 Saponins 
↑ Akkermansia muciniphila and Parabacteroides distasonis[28] 
↑ Bacteroides, Lactobacillus, Firmicutes and Bifidobacterium [29] 

7 
Flavonoids and 

flavonoid 
metabolites 

↑ Bifidobacterium and Lactobacillus, Akkermansia muciniphila[30] 

8 Tannins 
↑ Ruminococcus bicirculans, Faecalibacterium prausnitzii, Lachnospiraceae UCG 010, 

Lachnospiraceae NK4A136, Bacteroides thetaiotaomicron and B. uniformis. 
↓ Firmicutes and Proteobacteria [31] 

9 Shikimic acid ↓ Bacteroidetes increased and Proteobacteria [32] 
10 Gallic acid ↑ Lactobacillus spp., Lactobacillus plantarum, Lactobacillus reuteri, and Lactobacillus lactis[33] 
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Wireless Sensor Networks (WSNs) are made up of small nodes with sensing, processing, and wireless 
communication capabilities. Routing is a critical activity in wireless sensor networks since it deals with 
data transmission to base stations. Routing attacks can cripple it easily and drastically affect the 
functionality of WSNs. In this paper, a novel technique called Segmented Regressive Gradient Deep 
Artificial Neural Learning Based algorithm (SRGDANL-DCS) is introduced for secure routing and data 
communication in WSN by detection of the different types of attacks. The Deep Artificial Neural 
Learning classifier is used in the proposed technique to determine the most energy-efficient neighboring 
node selection and to detect attackers. The Artificial Neural Learning classifier consists of three or more 
layers such as an input, and output with more than one hidden layer with sub-layers. The number of 
sensor nodes is given to the input layer. For each sensor node, attack characteristics such as energy level, 
and number of packets dropped are measured. The segmented regression is applied to analyze the 
characteristics of the node. Then, the Heaviside step activation function is employed to classify normal 
nodes and different types of attack nodes. After identifying the normal neighboring sensor nodes, the 
route paths are constructed between the source and destination based on the time of arrival method. 
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Finally, along the route path, secure data transmission is accomplished by applying a Deterministic 
Schmidt-Samoa certificate less signcryption. 
 
Keywords: WSN, Security, attack detection, Deep Artificial Neural Learning classifier, segmented 
regression, heaviside step activation function, Time of Flight method. 
  
 
INTRODUCTION 
 
WSNs are used in a wide range of applications.. These networks are susceptible to different unique security risks and 
risks in their data transmission processes. Attackers interfere and eavesdrop on transmission to modify the data.  
Data communication between nodes must be encrypted before transmission in order to ensure WSN security. Several 
methods have been developed for attack detection and secure communication. 
 
LITERATURE REVIEW   
A lightweight replica node identification mechanism with a three-step approach was presented in [1] to determine 
replica attacks with a lower false detection rate. However, greater security in data communication was not achieved. 
An automated, flexible, and lightweight encryption method called (FlexCrypt) was designed in [2] to establish a 
secure communication and data transmission with symmetric keys. But it was not efficient to enhance the 
performance of the packet delivery ratio in secure communication. A hybrid Elliptic Curve Cryptography (ECC) and 
Advanced Encryption Standard (AES) were developed in [3] for encryption and decryption of data to avoid a variety 
of security threats including side-channel attacks. But the deep learning techniques were not implemented to further 
enhance the attack detection accuracy. Deep learning (DL) based intrusion detection scheme was developed in [4] for 
detecting four types of DoS attacks that affect the communication of WSNs. But it failed to reduce the size of the 
training data for enhancing the performance.  An intrusion detection method based on deep neural networks (DNN) 
was developed in [5] to efficiently identify the attacks. However, it was higher computational complexity and lesser 
classification accuracy. Fuzzy-based DDoS attack Detection and Recovery mechanism (FBDR) was developed in [6] 
to distinguish the occurrence of DDoS attacks. However, the accuracy of DDoS attack detection was not improved.   
An efficient asymmetric multi-recipient cryptographic method was introduced in [7] for secure multi-party 
communication. However, the communication cost was not minimized.  
 
PROPOSAL METHODOLOGY  
The proposed technique employs a Deep Artificial Neural Learning classifier to determine the most energy-efficient 
neighboring node selection and to detect attackers.. A Deep Artificial Neural Learning classifier is a feed-forward 
neural network that produces a set of outputs from a set of inputs. It means that the input is transferred from the 
input layer to the output layer in the forward direction. The input layer is given the number of sensor nodes. For 
each sensor node, attack characteristics such as energy level, and number of packets dropped are measured. The 
segmented regression is applied to analyze the characteristics of the node. Then, the Heaviside step activation 
function is employed to classify normal nodes and different types of attack nodes. After identifying the normal 
neighboring sensor nodes, the time of arrival approach is used to construct the route paths between the source and 
destination. Finally, secure data transmission is performed along the route path by applying a Deterministic 
Schmidt-Samoa certificateless signcryption. Figure 1 given abovedepicts structural design of the proposed technique 
SRGDANL-DCS technique for secure efficient routing and data transmission in WSN.  The WSN includes a number 
of sensor nodes ∈ , , … ‘ ’ or base station deployed. In WSN, sensor node transmits the collected 
data packets ‘ , , . . , ’ to sink through the energy efficient neighboring nodes , , , … in a secured 
manner. The above said different process of the proposed SRGDANL-DCSapproach is described in the following 
subsections. 
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Segmented regressive gradient deep artificial neural learning classifier based attack detection  
First, the proposed SRGDANL-DCS technique finds the neighboring node using a deep artificial neural learning 
classifier. A deep artificial neural learning classifier is a class of machine learning algorithms that consists of multiple 
layers to perform certain tasks from the raw input. The proposed deep artificial neural learning classifier consists of 
one input layer, three hidden layers, and one output layer. Each layer comprises small individual units called nodes 
or neurons. Neurons within individual layers are fully connected to successive layers. The architecture is said to be 
deeper with respect to the number of layers used. The main advantage of a deep artificial neural learning classifier is 
to return accurate results when it uses large amounts of input. 
 
The input layer receives the input (i.e. number of sensor nodes) to be processed. The required task such as analysis 
and classification is performed at the hidden layer. A random number of hidden layers are located between the input 
and output layers. Finally, the classification outcomes are obtained at the output layer. Let us consider the number of 
wireless sensor nodes  , , , …  are considered as input to the input layer. A neuron is a mathematical 
function that considered an input and assigns the weight, bias returns the output. Therefore, the activity of the 
neuron is formulated as given below,  Figure 2 illustrates aactivity of neurons that considers the input of sensor 
nodes associated with a set of weight ‘ , , … , ’ and summed with bias ‘ ’. As a result, the neuron output is as  
 
Follows  = [∑ ∗ ] +     (1) 
 
Where the output of neuron ‘ ’ is obtained with the sensor nodes ‘ ’ multiplied with the set of weights ‘ ’ and bias 
‘ ’ stored the integer value ‘1’.  The sensor node is transferred into the hidden layer where the energy level is 
measured for identifying the attack nodes. In order to launch a replica attack in WSN, replica nodes must use 
additional energy. For each fake identity created while distributing the replica node, energy consumption is doubled. 
As the number of attacker nodes grows, so does energy usage.  Initially, all the sensor nodes deployed in WSN have 
similar energy levels. The residual energy level of sensor nodes is estimated based on the difference between the 
initial energy and consumed energy. Therefore, the residual energy of the sensor nodes is estimated as given below.   

= [ ] − [ ] (2) 

Where, denotes a residual energy of the sensor nodes,  shows total energy of sensor node and   represents 
the consumed energy of the nodes. The black hole node is identified based ondropping the data packets. The  
alicious node or black hole node drops the entire data packets received from the previous node rather than data 
forwarding to next node.  

=        (3) 
 
Where,  indicates a black hole node behavior,  denotes a data packets dropped by the particular sensor node 
and ’ indicates a data packets sent by previous node ‘ ’.  The gray hole attack is also called a selective 
forwarding attack. It did not drop all the packets received from the other node but only the part of the data packets 
gets dropped.   
 

=       (4) 
 
Where, ‘ ’ indicates a gray hole attacks characteristics of sensor nodes  based on a selective number of packets 
dropped ‘ ’ and the data packets sent by previous node ‘ ’. The above estimated node characteristics are sent to 
another hidden layer for identifying the attacks. Segmented regression is a machine learning technique in which the 
independent variable (i.e. sensor nodes) is classified by setting the threshold value. 

=  ( > )&& ( >   )&&   ( >  ) )  (5) 
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Where  indicates an output of the regression, ,  ,  indicates a threshold value  of the energy, data packet 
drop threshold, and selective number of packets dropped, respectively. The regression results are sent into the 
Heaviside activation function, which permits the output neuron to create a '1' if the input reaches a threshold; 
otherwise, it returns a '0'. 
 

= 1,                         
0,                      (6) 

 
The activation function ‘ ’ returns ‘1’ indicates an estimated value is greater than the threshold. Otherwise, 
activation function ‘ ’ returns ‘0’.  The value ‘0’ indicates that the sensor nodes are classified as a legitimate or normal 
node.  The value ‘1’ indicates that the sensor nodes are classified as a black hole, greyhole, replication attack nodes.   
In order to minimize the error rate of classification, weights gets updated by applying a gradient momentum 
method,   
 = −      (7) 
Where, =  + (1 − )     (8) 
 
Where,   indicates an updated weight,   represents a current weight,   denotes a learning rate( < 1),  denotes 
a common default value = 0.9. ‘ ’ denotes a partial derivative of the error ‘ ’ with respect to current weight 

‘ ’. This process gets repeated until finding the minimum classification error at the output layer.  In this way, 
normal and attack neighboring nodes are identified. 

In the proposed technique the process of sensor node classification is performed using deep learning techniques. The 
deep learning classifier includes numerous layers to analyze the sensor nodes' energy level and packet drop. The 
number of sensor nodes are given as input to the deep learning classifier. For each input, the weights and biases get 
assigned. Then the residual energy, packet drop, and selective packet drop of the nodes are computed. After that, 
segmented regression is applied, and set the threshold value. The heavy side step activation function analyzes the 
regression output and returns ‘1’ if the node is classified as an attack. Otherwise, the activation function returns ‘0’, if 
the node is classified as normal.  After the classification, the weights get updated to minimize the error. Finally, the 
classification results are obtained at the output layer. This process enhances attack detection accuracy. 
 
Route path construction  
Once the normal node is identified, the neighbors are detected to establish a route for data transmission. The 
neighboring nodes are identified through the application of the time of flight method. It is used to measure the time 
difference between the arrival of the beacon reply message and the transmission of the beacon request message.    
The source node transmits a beacon request message to the other normal nodes. 
 

 ⎯⎯⎯⎯⎯⎯⎯⎯⎯ ∑   ⎯⎯⎯⎯⎯⎯⎯⎯⎯     (9) 
 

Where, source node‘ ’sends thebeacon request message ‘  ’ to   destination ‘ ’ via other nodes . 
Upon successful transmission of the beacon request message, the destination sensor node ‘ ’send response message 
back to the source via neighboring nodes.   
 

 ⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯ ∑   ⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯     (10) 
 
Where, destination node‘ ’reply thebeacon response message ‘  ’ to via other nodes . Upon 
successful response of the beacon message, the time of arrival is computed as given below,  
 

  
=  ( ) −  ( ) (11) 
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Where,   indicates a time difference between the response arrival time   ( )and the request 
message sent from the source node ‘  ’.  The minimum time taken for message arrival is selected as an 
optimal route path for efficient data transmission. Figure 3 demonstrates the route paths establishment between the 
source and destination through the normal sensor nodes , , , , , .   Among the numerous paths, 
the minimum distance is chosen for transmitting the data. If any route failure occurs, select an alternative route with 
minimum distance for delay minimized data transmission.  
 
Deterministic Schmidt- Samoa Certificateless Signcryption based secure data transmission  
After selecting the route path, secure communication between sensor nodes is performed by applying a 
Deterministic Schmidt-Samoa certificateless signcryption. It is a feasible cryptographic technique to offer data 
integrity and identity authentication, which removes the certificate-based signature system. The proposed 
cryptographic techniques consist of three processes namely key generation, signryption and unsigncryption. To do 
the secured data transmission between the sender and receiver, the sink node generates the private and public keys. 
The sender node performs data encryption and signature generation. The cipher text and signature are sent to the 
receiver sensor node. At the receiver end, the signature verification is performed.  If the signature is valid, then the 
receiver gets the original data after the decryption process. This helps to improve the data packet delivery and 
minimize pack loss. 
 
SIMULATION SETTINGS   
In this section, the performance of the SRGDANL-DCS technique, Lightweight replica node detection mechanism [1], 
FlexCrypt [2], Hybrid ECC-AES model[3] are implemented in the NS3 network simulator. In order to conduct the 
simulation various simulation parameters are used which are listed in table 1.  
 
RESULTS AND DISCUSSION 
 
The comparative results of the SRGDANL-DCStechnique, Lightweight replica node detection mechanism [1], 
FlexCrypt [2], Hybrid ECC-AES model[3] are discussed with respect to various evaluation metrics such as attack 
detection accuracy, false-positive rate, packet delivery ratio, packet loss rate, and an end to end delay. These metrics 
are described as given below. 
 
Impact of attack detection accuracy 
The formula for calculating the attack detection accuracy is given below,  
 

=
 

∗ 100     (12)  
where,‘ ’ denotes the number of sensor nodes,  indicates the number of sensor nodes correctly classified as 
normal or attack. 
Figure 4 graphical analysis of attack detection accuracy versus number of sensor nodes ranges from 50 to 500. From 
this result, the attack detection accuracy using SRGDANL-DCStechnique was observed to be comparatively higher 
than [1] and [2] [3]. The overall performance of attack detection accuracy of SRGDANL-DCStechnique is improved 
by 9% ,6% and 4% when compared to [1] [2] [3] respectively.  
 
Impact of false-positive rate 
The false-positive rate is mathematically calculated as given below,  

=
 

∗ 100    (13) 
‘ ’denotes the number of sensor nodes,  indicates the number of sensor nodes incorrectly detected as normal or 
attack. 
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Figure 5 portrays the comparative performance analysis of false positive rateSimulations performed with 500sensor 
nodes, From this result, the false positive ratewas observed to be reduced using SRGDANL-DCS technique when 
compared to [1] and [2] [3]. The reason behind the improvement was due to the employment of gradient momentum 
method in the deep learning classifier. As a result, incorrect classification of normal or attack nodes are minimized. 
This in turn minimized the false positive rateusing SRGDANL-DCS technique by 61% compared to [1] , 51% 
compared to [2] and 42%compared to [3] respectively.  
 
Impact of Packet delivery ratio:  

=      
    

∗ 100   (14) 
 
Where,   denotes a packet delivery ratio. The performance of packet delivery ratio is measured in terms of 
percentage (%).  Figure 6 portrays the comparative performance analysis of packet delivery ratio using number of 
data packets from 25, 50 …250. With the selected route path, the secure data transmission is performed by applying 
Deterministic Schmidt-Samoa certificateless signcryption. This helps to enhance data transmission. This in turn 
improved the packet delivery ratio using SRGDANL-DCS technique by 11%, 9%, and 6%, whencompared to [1] [2] 
[3] respectively.  
 
Impact of Packet loss rate 
 
The Packet loss rate is measured as follows,   
 

=     
    

∗ 100    (15) 
 
Where,   indicates a packet loss rate and it is measured in terms of percentage (%).   
 
Finally, figure 7 given above shows the graphical representation of packet loss rate. From the above figure it is 
observed that the packet loss rate was found to be comparatively reduced using SRGDANL-DCS.. The average of ten 
comparison results indicates that the packet loss rate of the SRGDANL-DCS technique is considerably reduced by 
62%, 57% and 46% respectively.   
 
Impact of End to end delay  
 
The overall delay is measured as follows,  

− −  = [  ] − [  ]    (16) 
 

Where,  denotes an actual arrival time and ‘  ’ indicates an observed arrival time. The performance ofend to 
end delay is estimated in terms of milliseconds (ms). As shown in figure 8, the end to end delay of all the methods 
gets increased while increasing the number of data packets being sent from the source node.  But comparatively, the 
proposed SRGDANL-DCS technique outperforms and significantly decreases the end to end delay. This is because of 
selecting the normal node and removes the attack nodes. These nodes perform efficient data transmission from 
sender to receiver with minimum delay. As a result, the comparison of four methods illustrates that the end to end 
delay is said to be considerably minimized by 33%,28% and 21% when compared to the [1] [2] and[3] respectively. 
 
CONCLUSION    
 
The rapid growth and large-scale deployment of the WSN have susceptible for a variety of attacks in the data 
communication. This directs to reduce the confidential data communication between the sensor nodes for different 
applications. In this paper, SRGDANL-DCS techniqueis introduced for WSNs to improve secure data transmission. 
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The simulation is conducted for proposed SRGDANL-DCS technique and existing methods with different 
performance metrics. The discussed result indicates that the SRGDANL-DCS technique has significantly improved 
the performance of the attack detection accuracy, packet delivery ratio and minimizes the false positive rate, delay as 
well as packet loss rate when compared to conventional methods. 
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Protocol Ad hoc on-demand distance vector routing protocol (AODV) 
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Table 2  comparison of attack detection accuracy 

Number of sensor 
nodes 

Attack detection accuracy (%) 
Lightweight replica node detection 

mechanism 
FlexCrypt Hybrid ECC-AES 

model 
SRGDANL-

DCS 
50 88 90 92 96 
100 87 89 90 92 
150 85 88 91 95 
200 87 90 91 93 
250 88 89 90 94 
300 86 88 91 95 
350 85 89 90 94 
400 86 90 91 95 
450 88 89 91 97 
500 86 87 90 94 

 
Table 3. comparison of false positive rate 

Number of sensor 
nodes 

False positive rate (%) 
Lightweight replica node detection 

mechanism 
FlexCrypt Hybrid ECC-AES 

model 
SRGDANL-

DCS 
50 12 10 8 4 
100 13 11 10 8 
150 14 12 9 5 
200 15 10 9 7 
250 16 13 10 6 
300 13 12 9 5 
350 15 11 10 6 
400 14 10 10 5 
450 16 12 9 3 
500 15 13 10 6 

 
Table 4  comparison packet delivery ratio 

Number of   data 
packets 

Packet delivery ratio (%) 
Lightweight replica node detection 

mechanism FlexCrypt Hybrid ECC-AES 
model 

SRGDANL-
DCS 

25 84 84 88 96 
50 86 88 90 94 
75 85 87 89 92 
100 87 89 91 94 
125 86 87 90 94 
150 85 86 88 95 
175 84 85 89 96 
200 85 86 90 94 
225 84 88 91 95 
250 86 86 88 94 
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Table 5 comparison of packet loss rate 

Number of   data 
packets 

Packet loss rate (%) 
Lightweight replica node 

detection mechanism 
FlexCrypt Hybrid ECC-AES 

model 
SRGDANL-DCS 

25 16 16 12 4 
50 14 12 10 6 
75 15 13 11 8 
100 13 11 9 6 
125 14 13 10 6 
150 15 14 12 5 
175 16 15 11 4 
200 15 14 10 6 
225 16 12 9 5 
250 14 14 12 6 

 
Table 6  comparison of end-to-end delay 

Number of   data 
packets 

End-to-end delay(ms) 
Lightweight replica node 

detection mechanism FlexCrypt 
Hybrid ECC-AES 

model SRGDANL-DCS 

25 12 12 10 6 
50 14 13 11 9 
75 15 14 12 10 
100 17 15 14 11 
125 19 17 16 12 
150 21 20 18 14 
175 23 22 21 16 
200 25 23 22 18 
225 26 24 23 20 
250 28 25 24 21 

 

 

 

Figure 1 Architecture of Proposed SRGDANL-DCS 
technique 

Figure 2 function of neurons 
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Figure 3 Construction of route paths Figure 4 graphical analysis of attack detection accuracy 

 
Figure 5  graphical analysis of false positive rate Figure 6  graphical analysis of packet delivery ratio 

 
 

Figure 7 graphical analysis of packet loss rate Figure 8 graphical analysis of end to end delay 
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Knot theory is the Mathematical study of knots. In this paper we have studied theComposition of two 
knots. Knot theory belongs to Mathematical field of Topology, where the topological concepts such as 
topological spaces, homeomorphisms, and homology are considered. We have studied the basics of knot 
theory, with special focus on Composition of knots, and knot determinants using Alexander Polynomials. 
And we have introduced the techniques to generalize the solution of composition of knots to present 
how knot determinants behave when we compose two knots. 
 
Keywords: Topology, Knot theory, Homeomorphisms, Reidemeister Moves, Alexander polynomials and 
Composition of Knots. 
  
 
INTRODUCTION 
 
Knot theory is a new kind of applicable Mathematics. Edward E. David, Jr. [3] referred that utility of Mathematics 
conceived symbolically. The history of Knot theory starts from 19th century physics, with the work of Gauss on 
computing linking numbers in a system of linked circular wires.  D. Silver [7] also studied the knots and coined the 
word topology. In 1867, Kelvin’s vortex model of atom by W.T Thompson [8] was presented. The American 
Mathematician J.W Alexander [1] (1888-1971) was the first to suggest that knot theory is extremely important in the 
study of 3-dimensional topology which was further underlined by the German mathematician H. Seifert.  Later K. 
Murasugi [5] studied the relationship between algebraic geometry and the knot theory. 
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Knot theory was first presented by the physicist and chemists William Thomson based on the study by Baron Kelvin 
who hypothesized that atoms of different elements can be defined by different knots. Through Thomson’s theory 
was later proved incorrect, his work inspired Peter Trait, who developed many concepts that are used today in 
application of knots theory to biology, chemistry and physics. Colin Adams[2].suggested that the knot theory was 
used in modelling of DNA, the effects of enzymes and in statistical mechanics while examining the interaction 
between particles in a system. By using more theoretical models, Scientists and Mathematicians can make these 
concrete concepts to manipulate and work within. 
And in this paper, we have studied knots that are embedded in S3. A knot can be projected onto a plane (or simply 
drew it on a paper). These projections are called knots diagrams (Figure.1). 
To avoid ambiguity the following restrictions are considered 
1. At each crossing, the string segment passes over respectively under the other (this is usually done by drawing a 
gap in the bottom segment). 
2. Each crossing involves exactly two segments of the string. 
3. The segments must cross transversely. 
4.At each crossing there is always one over strand and one understand.  
5. An arc is a piece of the knot that passes from one undercrossing to another with only overcrossing in between (an 
unbroken line) 
The Figure 1 & Figure 2  are projections of the knots. 
 
PRELIMINARIES 
Basic definitions and concepts are presented in this chapter  
 
Definition[6]: 

K is a knot for the embedding 31: SSh   whose image is K.  If
3SK  then it ishomeomorphic to the unit circle 

1S . The actual knot is a smooth embedding of the unit circle in 
3S . A knot can only consist of one component; a 

link on the other hand is a finite union of disjoint knots. 
 
Definition[6]: 

Knots 1K  and 2K  in 3S  are equivalent if there exist a homeomorphism 33: SSh  such that )()( 21 KhKh 
. 
Definition[6]: 
If H is an isotopy between ambient spaces 33: SISH  , then H is an ambient isotopy. The knot can be 
deformed to any expected manner. The arcs can be bent and moved through space without passing through one 
another (knot can be shrunk or grown). Also, it is not permitted to pull the knot so tight that it unknots itself by 
disappearing into a point. 
 
Definition [4] 
1. R1 allows to remove (or introduce) a twist in a diagram. The result is that the knot will have one fewer (or one 

more) crossing.  
2. R2lets separate two strings that lie on top of each other or vice versa. This will add or remove two crossings.  
3. R3allows moving a strand from one side of a crossing to the other. This also works if the strand is moved above 

the other two strands.  
R3 does not affect the number of crossings in the current projection. If a deformation of the diagram uses R2 and R3, 
referred as Regular Isotopy (or Planar Isotopy).The regular isotopy is an equivalence relation for the knot diagrams 
(Figure 3)  and is not defined for the knot embedding. The Reidemeister moves describes the procedures performed 
on diagrams 
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Definition[4]: 
The crossing number, c(K) of a knot K, is the minimum number of crossings, that occur in any diagram of K. 
 
Definition[4]: 
A knot is oriented if it has an orientation assigned and refered by arrows. 
If a knot K has a given orientation, −K refers as reverse orientation (Figure 4). 
A knot is called invertible if K and −K are equivalent. All knots in Figure 2 are invertible (Figure 4). 
 
Definition [4] 
The writhe of an oriented knot, w(K), is the sum of the crossings with signs as shown in Figure 4. 
 
Definition [4] 
A knot K is called alternating if its diagram, the undercrossing and overcrossings alternate around K. 
 
Definition[4] 

The knot sum or connected sum 1K # 2K  is formed by placing two knots side by side, removing a small arc from 
each knot and then joining the knots together with two new arcs. 

 
Definition[4]: 

A knot is called composite if it can be written as the sum of 1K and 2K , neither of which is the unknot and prime if 
it is not composite. Knot tables only show prime knots, see Figure 2. 

 
COMPOSITION OF KNOTS 
 
Given two projections of knots, a new knot obtained by removing a small arc from each knot projection and then 
connecting the four endpoints by two new arcs as in Figure 1.5. The resulting knot is the composition of the two 
knots. If we denote the two knots by the symbols 

14K and 
13K , then their composition is denoted by 

14K #
13K

(Figure 5). 
 
The two projections should not overlap, and the two arcs are chosen to remove the outside of each projection to 
avoid any crossings i.e., they do not cross either the original knot projections or each other (Figure 6). 
 
Definition 
A knot a composite knotif it can be expressed as the composition of two knots, neither of which is the trivial knot. 
The knots that makeup the composite knot is called factor knots. The composition of a knot K with the unknot, the 
result is again K. (Figure 7).If a knot is not the composition of any two nontrivial knots, we call it a prime knot. 
 
Definition 

An orientation is defined by choosing a direction to travel around the knot. The orientation on
13K matches the 

orientation on 
25K in 

13K #
25K , resulting in an orientation for 

13K #
25K , or the orientation on 

13K and 

25K do not match up in 
13K #

25K .If the orientations do match up in all the compositions of the two knots then it 

will yield the same composite knot.If the orientations do match up in all the compositions of the two knots then it 
will yield the single composite knot. 
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THE ALEXANDER POLYNOMIAL OF COMPOSITION 
 
In 1928, J.W Alexander [4] introduced polynomial invariant to compute the knot diagram entries of a matrix 
determinant called the Alexander polynomial. Alexander determined the entries of a matrix from the crossing and 
arcs of the diagram.  The Alexander polynomial does not depend on the indexing of crossing and arcs. It does not 
also depend on the row and column eliminated from the crossing/arc matrix. The Skein relation discovered by John 
Conway in 1969 is to compute the Alexander polynomial. The Alexander polynomial is invariant up to 
multiplication by ±  where N is some integer. 
 
Numerical Example 
 
Composition of two knots 

13K #
11K (Figure 9)

 
 
Applying the condition of Alexander polynomial in above composition knot knots 

13K #
11K (Figure 10)we get, 

 # 1113 KKM = 
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The Alexander matrix  is defined as the matrix M by deleting row n and column n, where 

 # 1113 KKA = 
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The Alexander polynomial ∆ (t) of a Knot K is the determinant of its Alexander matrix, which is 

 # 1113 KK = 432 332 tttt   

Finally, the resulting determinant is multiplied by  to normalize the Alexander polynomial in order to have a 
positive constant term. 

Thus 32332 ttt  is the Alexander Polynomial of this Composition of Knot
11 13 # KK . 

We observe that Alexander polynomial for compositions of 
13K and 

11K is 32332 ttt  . Similarly the 

composition of 13K and 
12K is 321 553 tttt  

. 
 

111 214 , KKK  are found to be 32 2431 ttt  and 
5432 4882 ttttt   respectively. 

 
111 215 , KKK  together to form 5432 57252 ttttt   and 

54321 210141293 tttttt  
. 

 
112 215 , KKK  are joined to be 4321 26752 ttttt  

and  
54321 26.10721 tttttt  

. 

 
1321 1666 ,, KKKK  are found to be 432 874104 tttt  , 

5432 223322 ttttt   

and 
432 22231 tttt  . 
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CONCLUSION 
 
Knots have always been an integral part of real life and have found Mathematical uses recently.As we can also 
visualize the application of compositions of knots in DNA replication, in this paper we have explained a brief about 
the composition of knots. Algebraic area is more important in knot theory and it involves drawing comparison 
between two knot compositions, hence we have applied the Alexander polynomial to get different polynomial for 
compositions of knots for .......#,#

1111 2313 etcKKKK . And in future we will extend the compositions of knots for 

.......#,#
1112 1726 etcKKKK  
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Table. 1. Composition of Knots 
S.No Composition of two Knot Composition Solution using AP 

1. 
11 13 # KK  32332 ttt   

2. 
11 23 # KK  321 553 tttt    

3. 
11 14 # KK  32 2431 ttt   

4. 
11 24 # KK  5432 4882 ttttt   

5. 
11 15 # KK  5432 57252 ttttt   

6. 
11 25 # KK  54321 210141293 tttttt    

7. 
12 15 # KK  4321 26752 ttttt    

8. 
12 25 # KK  54321 26.10721 tttttt    

9. 
11 16 # KK  432 874104 tttt   

10. 
12 16 # KK  5432 223322 ttttt   

11. 
13 16 # KK  432 22231 tttt   
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Figure 1. Figure 8 knot Figure 2: Knot Diagram 

 

 

Figure 3: Reidemeister Moves Diagram Figure 4: Positive and Negative crossing 

 

 
Figure 5: 

11 34 # KK of two knots
14K and

13K  
Figure 6: Not the Composition of 14K

and 13K
 

 

 

Figure 7: 
13K # Unknot gives 

13K  Figure 8: (i) & (ii)
13K # 

25K  Orientations match 

                  (iii) 
13K # 

25K  Orientations match differ 
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Figure 9. Numerical Example Figure 10. Numerical Example 
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A global coordinated effort is needed to stop the further spread of the virus. A pandemic is defined as 
“occurring over a wide geographic area and affecting an exceptionally high proportion of the 
population.” The last pandemic that was reported in the world was the H1N1 flu pandemic in 2019.  In 
the current COVID-19 situation, the digital payments sector witnessed a decline of ~30 per cent in the 
transaction value, and recent data made available from National Payments Corporation of India (NPCI) 
attest to a sharp decline observed in the months when lockdowns were initiated in impact of covid 19. 
The Covid-19 pandemic accelerated the digitalisation of payments. The latest Red Book Statistics from 
the BIS Committee on Payments and Market Infrastructures (CPMI) show that consumers have shifted 
from physical cash to digital and contactless payment instruments at a rate unprecedented since the start 
of the Red Book Statistics 
 
Keywords:  Covid-19, Electronic payment, National Payments Corporation of India (NPCI) & Red Book 
Statistics from the BIS Committee. 
  
 
INTRODUCTION 
 
The World Health Organisation (WHO) has declared the corona virus disease 2019 (COVID-19) a pandemic. A global 
coordinated effort is needed to stop the further spread of the virus. A pandemic is defined as “occurring over a wide 
geographic area and affecting an exceptionally high proportion of the population.” The last pandemic that was 
reported in the world was the H1N1 flu pandemic in 2009. 
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Digital payment is a form of payment that is made through electronic means. Both the payer and the payee use 
digital modes to send and receive money in digital payments. It is also called electronic payment. In recent months, 
all of us have heard extensively about the “war on cash”, the move to make India and other countries “cashless 
economies” and the general trend among policymakers worldwide to move the economies of the world to a digital 
and information enabled paradigm. In this context, it is worth noting that the emphasis laid on digital payments and 
the digitalization of commerce has implications for individuals, businesspersons, governments, and anyone and 
everyone who is a participant in the economy. 
 
It is important to understand what digital payments are and how they work and how they benefit the economy as 
well as the associated problems that occur from using such modes of transactions and commercial dealings. Digital 
Payments are payments that are conducted over the internet and mobile channels and hence, any payment that is 
sent online or through mobile computing and internet-enabled devices can be called such. This means that, for 
digital payments to take place, the sender of the payment must have a bank account, an online banking method, a 
device from which he or she can make the payment, and a medium of transmission meaning that either he or she 
should have signed up to a provider or an intermediary such as a bank or a service provider. Apart from the sender 
having such means, the receiver of the payment too must have these ways to accept payments.  

 
REVIEW OF LITERATURE 
 
Dr.  Rajeshwari M (May-June 2019), This article explaining the operating cost of banks has been significantly 
decreased by Digital Banking. This has made it easier for banks to charge lower service fees and provide higher 
interest rates for depositors as well. The V. Achutamba1, et.al 4396 © 2021 JPPW. All rights reserved decrease in 
operational costs meant more benefit for the banks. This paper covers the role of digitization in Indian banking, 
factors that affect the scope of digital banking in India, and trends in digital banking in India. Data were derived 
from a number of sources, such as journal journals, government publications from India, and various RBI databases. 
The study also showed that the simple use of digital banking would drive the integration of the unbanked economy 
into the mainstream. 
 
Jayalakshmi. S and Parvathi. S (July 2019) This article showed that digital payment is an effective means of doing 
business of all sectors to reach out to prospective clients and to examine the idea of digital banking, digital payment 
and digital payment methods. Digital payments have many benefits over cash, such as simplicity, security and 
clarity. In the next few years, there will be a whole new way of transferring capital in the Indian economy. 

 
V. Sornagnesh (October 2020), titled  “Impact of Covid-19 Outbreak in Digital Payments” had conveyed that “It is 
too early to conclude what the changes on the digital payments might look like in each cultural, demographic, and 
institutional context, but we can be sure that covid-19 is already reinforcing existing trends towards increased 
digitalisation of payments. The Reserve Bank of India said it aimed to increase digital payment transactions to about 
15% of GDP by 2021, from nearly 10% during that time. The government is aiming for a billion digital transactions 
per day as the world is fast growing and smart phone market empowers consumers to transact at the click of a 
button. The Indian government has asked banks to encourage their customers to use digital payment methods as a 
precautionary measure against the Corona virus outbreak. RBI has also urged customers to use digital banking 
facilities amid the Corona virus outbreak.” 

 
M. Thangajesu Sathish, R. Sermakani, G.Sudha(May 2020) titled  “A Study on the Customer’s attitude towards the E- 
Wallet  Payment system” had inferred that “E-wallets are rapidly growing and gaining importance, acceptance as a 
mainstream mode of payment and in near future it will hold a significant share as a mode of payment for sure going 
online as well as offline business. Their study indicated that main reasons for low preference of E-wallet as mode of 
payment are tendency of people to do not move out of comfort of using traditional mode of payments. E-wallet users 
give very high level of importance to attributes like security, privacy concerns and pricing (Fees). The major 
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problems frequently encountered by the people while using E-wallet are long transaction time taken by E-wallet for 
processing the transaction, security breach and delayed payment. Therefore, people can adopt and use their mobile 
wallets for the payment transaction, fund transfer, purchasing groceries and paying bills etc.” 

 
V. Achutamba1, Dr. CH. Hymavathi (2021) tilted “Impact of Covid-19 on Digital Payments in India”  COVID-19 
brought change in the method of payment from traditional to digital payments. Though people have been facing few 
issues and might have a problem in trusting the digital payments but still they definitely will switch to digitalized 
payments once certain steps are taken. COVID-19 has definitely made us take a step forward towards digitalization 
due to people not wanting to use cash as much in any of the payment methods. There have been concerns over the 
transmission of the COVID19 through the exchange of cash. 

 
OBJECTIVES OF THE STUDY 
1. To analyse the preferred mode of payment by the respondents before lockdown and after lockdown. 
2. To study the factors motivating the customers to use digital payments. 
3. To interpret the satisfaction level of customers towards digital payments. 
 
  
SCOPE OF THE STUDY 
Before the pandemic struck, the payment industry has been quite dynamic over the past few years. The Corona Virus 
outbreak, and the subsequent global recession, will take forever to transform the way in which people are paid and 
the way they make payments as well. At a surface level, paper checks, which accounted for nearly half of all 
payments at the beginning of the pandemic are being replaced with digital payment options. But these changes run 
even farther. Post demonetization, people gradually begun embracing digital payments to an extent where small 
time merchants and shop owners too begun accepting payments through the digital mode. The covid-19 pandemic 
situation has had the ability to move the world more rapidly towards digital payments simply because it’s more 
comfortable, easier and safer. The purpose of this study is to find out people preference of the mode of payments 
before and after the pandemic. Satisfaction level and the effectiveness of the current digital payment options are also 
assessed in this study. Impact of COVID19 on the digital payments is also studied. Every mode of transactions has its 
pros and cons, the issues faced by the general public is assessed and also interpreted in this study. 

 
LIMITATIONS OF THE STUDY 
1. The area of study is limited to cities (Coimbatore). 
2. The information given by the respondents might be biased.  
3. Today’s findings may not hold true for the future 
4. This study is only limited to 150 responses. 

 
RESEARCH METHODOLOGY 
 
Primary Data: The primary data for this study is collected by circulating a questionnaire among the general public to 
know the effects of the pandemic on digital payments. 
 
Secondary Data: Research articles, Authenticated Websites, bulletins of RBI, and Daily’s. 
1. Sample size – 150 respondents. 
2. Sample area – Coimbatore city 
3. Sample technique –Convenience sampling. 
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Statistical tools used 
 Percentage 
 Correlation 
 Chi-square 
 Annova 
 
Interpretation 
From the above, it is inferred that significant value is .009 which is more than 0.05, so null hypothesis is accepted. 
From this test it can derive that annual income is not associated with the preference of digital payments. 
 
ANOVA 
 
Table No. 2 Genders and Convenience of Digital Payment 
 
Null Hypothesis (H0): There is no significant difference between gender and Convenience of Digital payments over 
Cash 
Alternate Hypothesis (H1): There is significant difference b between  gender and Convenience of Digital payments 
over Cash  
 
Interpretation 
From the above table, it is concluded that the significant value falls to be .038, which is above 0.05.Hence, the null 
hypothesis is accepted. It can be concluded that there is no significant relationship between gender and Convenience 
of Digital payments over cash 
 
Table No. 3 Age and Frequency of using Digital Payments during Covid -19 
 
Null Hypothesis (H0): There is no significant difference between age and frequency of using digital payments 
during COVID -19 
 
Alternate Hypothesis (H1): There is a significant difference between age and frequency of using digital payments 
during COVID -19 
 
Interpretation 
From the above table, it is concluded that the significant value falls to be .062, which is above 0.05.Hence, the null 
hypothesis is accepted. Thus, it can be concluded that there is no significant relationship between Age and frequency 
of using digital payments during COVID -19 
 
CORRELATION 
To test the correlation between the volume of transactions and employment status. 
 
Interpretation 
The correlation between the volume of transaction and employment status is 0.086, which is less than 1, which shows 
there is a significant relationship between the volume of transaction and employment status. 
There is a relationship because, earnings of people play a role on their volume of transactions. 
 
FINDINGS 
 It can be concluded that the volume of transaction influences the respondent’s choice towards making digital 

payments. 
 It can be concluded that the majority of respondents are satisfied with working of internet banking. 
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 It is inferred that that the majority of respondents are satisfied with working of mobile banking 
 It is found that people’s frequency of payments through digital payments have   increased during COVID-19 
 It is inferred that the majority of respondents only use UPI the most followed by banking cards. 
 It is inferred that the majority of respondents are satisfied with working of internet    banking. 
 It can be concluded that annual income is not associated with the preference of digital payments (Chi Square 

Test). 
 It can be concluded that there is no significant relationship between gender and Convenience of Digital payments 

over Cash (ANOVA). 
 It can be concluded that there is no significant relationship between Age and frequency of using digital payments 

during COVID (ANOVA). 
 It is inferred that there is a significant relationship between the volume of transaction and employment status 

(Correlation). 
 
SUGGESTIONS  
 
 Many consumers are still wary about using digital payments, but if companies can educate their customers on 

the security advantages of digital payments, more consumers will be comfortable with the new form of payment 
 Companies and banks have to increase their security level and educate their customers about the digital payment 

options 
 More consumers are willing to switch their primary cards if it means that they can receive higher return values, 

which is why a built-in rewards system can be so enticing. However, when it comes to earning and redeeming 
rewards, consumers desire simplicity. To make digital payments more effective, allow consumers to redeem 
rewards at the point-of-sale terminal so that they can benefit even faster. 

 Companies have to standardize browser and device support. As with password management, different browsers 
and devices use different mechanisms for storing credit card information and automatically supplying that 
information when prompted by apps and Web pages. Some standardization would help. 

 Redirects should be avoided and payments should be faster. 
 
CONCLUSION 
 
The negative consequences of the COVID-19 pandemic are trickling right down to major sectors of the Indian 
economy, this in turn has played a major role in affecting fast- growing digital payments which are closely linked to 
the aforementioned sectors. Shops shut, travel bans and reduced discretionary spent by consumers (on dining out, 
movies and entertainment then on) are further negatively impacting digital payments. These include online grocery 
shops, OTT (telecom and media) players, EdTech, online gaming, utility/bill recharges and payments.  
 
Digital payment rates are also obtained mostly by government, which has pledged monetary support to the poor 
through direct transfers to the appropriate bank accounts. In these days, digital payments, once a convenience, have 
become a necessity. It is too early to assess the long-term effect of COVID-19 on digital payments, with many of the 
industries that relate to digital payments still in a state of flux. The effect was profound and substantial, but not 
irreparable. Elements on the payment ecosystem are most adaptable to disruption and least dependent on physical 
infrastructure have been able to withstand, mitigate and even so far as capitalize the crisis, turning an imminent 
threat into their advantage. So conclude that, the impact of Covid-19 on digital payments has been complex and 
multi faced. In a shorter run, there has been significant increase in the digital payments. The effect of longer run will 
take some time to assess and derive. 
 
 

Sivakumar 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

64273 
 

   
 
 

REFRENCES  
 
1. M. Thangajesu Sathish, R. Sermakani, G.Sudha  A Study on the Customer's Attitude toward the E-Wallet 

Payment System , INTERNATIONAL JOURNAL OF INNOVATIVE RESEARCH IN TECHNOLOGYMay 2020 | 
IJIRT | Volume 6 Issue 12 | ISSN: 2349-6002 Page No 642 -645 

2. V. Achutamba1 , Dr. CH. Hymavathi2, Impact of Covid-19 on Digital Payments in India Journal of Positive 
School Psychology http://journalppw.com 2022, Vol. 6, No. 3, 4394 – 4400 

3. Gochhwal, R. (2017). Unified Payment Interface—An Advancement in Payment Systems. American Journal of 
Industrial and Business Management, 07(10), 1174–1191. https://doi.org/10.4236/ajibm.2017.710 084 9.  

4. Goriparthi, R. K., & Tiwari, P. (n.d.). Demonetization in India an Era for Digital Payments. 
5. https://www.thehindubusinesslin.com/  
6. https://www.researchdive.com/  
7. https://www.timesofindia.indiatimes.co m/  
8. https://www.indiaexpress.com/ 
9. https://www.betterthancash.org/define-digital-payments  
10. https://www.bankbazaar.com/ifsc/digital-payment.html   
11. https://www.researchgate.net/publication/331112911_CUSTOMERS_PERCEPTION_IN_ONLINE_PAYMENT_SY

STEM_IN_INDIA 
12. http://www.iosrjournals.org/iosr-jbm/papers/Conf.17037-2017/Volume-9/5.%2028-33.pdf 

https://www.semanticscholar.org/paper/Factors-Affecting-the-Adoption-of-Mobile-Payment-An- 
13. Dastan-G%C3%BCrler/43eef340a2f351f4f26fd87c609320efc5c5fe07 https://www.semanticscholar.org/paper/UPI-

%3A-The-Growth-of-Cashless-Economy-in-India-Rakesh- 
 
 
Table 1. Chi-Square Tests 

 Value df Asymp. Sig. (2-sided) 

Pearson Chi-Square 30.912a 15 .009 
Likelihood Ratio 36.575 15 .001 

Linear-by-Linear Association 8.973 1 .003 
N of Valid Cases 150   

 
Table 2. ANOVA 

Age Sum of Squares df Mean Square F Sig. 
Between Groups 5.351 4 1.338 2.616 .038 
Within Groups 74.149 145 .511   

Total 79.500 149    
 
Table 3. ANOVA 

Age Sum of Squares df Mean Square F Sig. 
Between Groups 6.630 4 1.657 2.295 .062 
Within Groups 104.703 145 .722   

Total 111.333 149    
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Table 4. Correlations 
   Volume plays a role ES 

Kendall's tau_b 

Volume  plays a role 

Correlation 
Coefficient 

1.000 .137 

Sig. (2-tailed) . .086 

N 150 150 

Employment Status 

Correlation 
Coefficient 

.137 1.000 

Sig. (2-tailed) .086 . 
N 150 150 

Spearman's rho 

Volume plays a role 

Correlation 
Coefficient 

1.000 .141 

Sig. (2-tailed) . .086 
N 150 150 

Employment Status 

Correlation 
Coefficient 

.141 1.000 

Sig. (2-tailed) .086 . 

N 150 150 
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Objective: The current study was designed to explore antianxiety and antidepressant actions of 
Crysanthemum morifolium ramat flower (Methanolic extract) in mice. Procedures of anxiety and 
depression were assessed in swiss albino mice. CM(125, 250, and 500 mg/kg) was given once a daily for 7 
days via i.p route and the efficacy was matched by those elicited by Diazepam (5 mg/kg, i.p.), 
imipramine (15 mg/kg, i.p.), for anxiolytic, antidepressant studies, respectively. Standard drugs were 
given 1 time, 30 min preceding the behavioral trials. One-way analysis of variance followed by Newman–
Keuls multiple comparison test was employed to analyze the results. P < 0.05 was considered statistically 
significant as compared to control. CM at 500 mg/kg produced an antianxiety effect equivalent to 
Diazepam, in the elevated plus maze, open field, and social interaction tests among selected doses of the 
CM. CM at 500 mg/kg also induced an antidepressant activity similar to imipramine, in the behavioral 
despair, learned helplessness test, and tail suspension among selected doses of the CM.  The study shows 
that among the different CM doses, CM at 500 mg/kg possesses significant anxiolytic, antidepressant and 
has therapeutic beneficial for the management of psychological ailments.  
 
Keywords: Antidepressant; antianxiety; Crysanthemum morifolium; behavioral tests; diazepam; 
imipramine 
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INTRODUCTION 
 
Anxiety and depression and are the most predominant psychological diseases globally. The estimated range of their 
occurrence among adolescents across the globe is from 5%to 70%. [1] Implausibly, women are more affected by this 
unwellness rather than men. [2] Chrysanthemum morifolium Ramat is known to have antioxidant, antiinflammatory, 
antimutagenic, antimicrobial, antifungal, antiangiogenic and nematocidal properties .This plant is also known to 
produce flavonoids of medicinal value. The literature survey suggests that the neuropharmacological effects of CM 
were not studied at the time of conceptualization of this investigation. Therefore, we proposed to explore the 
antidepressant, antianxiety activity of the CM flower extract on rodent models and compared the efficacy to standard 
drugs. 
 
MATERIALS AND METHODS 
 
Animal 
Swiss albino mice (male: 20-25g) were used in the present study. The animals were produced from disease free 
animal house, ultra-college of pharmacy, Madurai, Tamilnadu, India. They were provided normal diet and tap water 
and libitum and were exposed to 12-h light and 12-h dark cycle. The studies were conducted accordance with the 
ethical committee and all the animals were sacrificed by euthanasia method. The mice were placed in poly propylene 
cage and were allowed to acclimatize one week prior to treatments.  All studies were carried out in accordance with 
the guidelines provided by the Committee for the Purpose ofControl and Supervision of Experiments on Animals, 
India. The Experimental protocol was approved by the Central Animal Ethical Committee. 
 
Plant Material and Preparation of the Extract 
A total of 125gm of powdered Chrysanthemum morifolium Ramat flower was collected from nursery garden Erode 
tamilnadu. The samples flowers were finely powdered without any impurities mixed in them. After collection they 
were stored at the laboratory at room temperature. The methanolic extracts were collected in the same way as the 
ethanolic extracts. 250g of powdered sample was weighed in the weighing machine and packed in the soxhlet 
apparatus with 250ml methanol. As the methanol boiled the extract was slowly collected in the flask below. The 
temperature here too was solvent was recovered. The final solution was evaporated to dryness. The colour, 
consistency and yield of Methanolic extract were noted. 
 
Drugs 
Imipramine is a standard antidepressant drug. This was a gift sample from Sun Pharmaceutical Industries Ltd., 
India. Lorazepam is reference standard for antianxiety effect it was provided by Intas Pharmaceutical Ltd., India, as a 
gift sample. All chemicals used in the present study were of analytical grade and were obtained from Sigma 
Chemical Co. and Merck.  
 
Experimental Protocol 
Swiss albino mice (male: 20-25g) were used in the present study. The animals were produced from disease free 
animal house, jkkm college of pharmacy, namakkal, Tamilnadu, India. They were provided normal diet and tap 
water and libitum and were exposed to 12-h light and 12-h dark cycle. The studies were conducted accordance with 
the ethical committee and all the animals were sacrificed by euthanasia method. The mice were placed in poly 
propylene cage and were allowed to acclimatize one week prior to treatments. They were grouped into five, 
containing six animals each group. 
• Group I:   Control (10 mL/kg/p.o.) 
• Group II: Standard drugs (lorazepam 10 mg/kg, imipramine 15 mg/kg)  
• Group III: CMME 125 mg/kg/i.p 
• Group IV: CMME 250 mg/kg/i.p 
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• Group V:  CMME 500 mg/kg/i.p 
CM dose was selected on the basis of randomization and was administered in distilled water to Groups (III, IV, and 
V) at 125, 250, and 500 mg/kg orally, once in a day for 7 days. The control group (Group I) received an equal volume 
of distilled water. Standard drugs were also employed to Group II accordingly in each set of protocol and were 
dispensed orally to animals 1 h before the experiments. On day 7, animals were subjected to behavioral studies. 
 
Behavioral Evaluation 
Anxiolytic activity 
Elevated plus maze 
The elevated plus maze consist of two open and two enclosed arms of 50 x10 x 40cm dimensions, with an open roof 
arranged in such a manner that the two open arms are opposite to each other. The maze is elevated to a height of 50 
cm. The mice weighing (20-30 kg) are housed in pairs for 10 days prior to testing During this period they are handled 
by the investigator on alternate days in order to acclimatize than reduce stress. Four mice are taken for each test 
group. The test drug and the standard are administered 30min prior experimentation by i.p. route. The mice are then 
placed in the centre of the maze facing one of the enclosed arms.  During the next 5 minutes the number of entries 
into and the time spent in the open and enclosed arms and the total number of arm entries is recorded. The 
procedure should be conducted preferably in a arm sound-proof room. The values of treated groups are expressed as 
percentage of control groups in terms of motor activity and open arm exploratory time. Benzodiazepines have been 
shown to de decrease motor activity and increase open arm exploratory time. Though the method is time consuming 
considered as reliable measure of anxiolytic activity. 
 
Light and dark model 
The testing apparatus consists of a light and dark chamber divided by a photocell equipped zone. A polypropylene 
animal cage. 44x21x21cm, is darkened with black spray over one third of its surface.A partition containing a 13’ cm 
long x 5 cm height opening separate the dark one third from the bright two third of edge . Extract / vehicle and 
standard drug is administered through per i.p. route. 30minutes after i.p. administration the mouse are placed 
individually on the light compartment and observe for a period of 5 min.  Number of rearing, number of locomotion, 
time spent in light and dark zones and number entries in light zone are observed during this observation period 
 
Open field test 
The open field apparatus is made up plywood consist of 56x56 (1xb) cm. the entire apparatus is painted black and 6 
mm thick white lines divided the floor in to 16 square of identical dimension. Open field is lightening by 40 w bulb 
focusing on to the field from the height of about 100cm. The entire room, except the open field is kept dark during 
the experiment. One hour after the drug treatment, each animal was placed at once corner of the apparatus and the 
following behavioral aspects were noted in the next 5min.  
Latency: time taken by animal to leave square in which it was placed 
Ambulation: Number of square passed by animal 
Rearing: Number of times animal stood on its hind legs 
 
Antidepressant activity 
Forced swim test 
Swiss albino mice weighing 20-30g are used. They are brought to the laboratory at least one day before the 
experiment and are housed separately in cages with free access to food and water. Swiss albino mice are individually 
forced to swim inside a vertical Plexiglas cylinder (height; 40 cm; diameter; 18 cm, containing 15 cm of water 
maintained at 25c. Mice placed in cylinder for the first time are initially highly active, vigorously swimming in 
circles, trying to climb the wall or diving to the bottom. After 2-3 min activity begins to subside and to be 
interspersed with phases of immobility or floating of increasing length. After 5-6 min immobility reaches a plateau 
where the mice immobile for approximately 80% of the time. After 15 min the water the mice are removed and 
allowed to dry in a heated enclosure (32 C) before being returned to their home cages. They are again placed in the 
cylinder 24 h later and the total duration of immobility is measured during a 5 min test. Floating behaviour during 
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this 5 min period has been found to be reproducible in different t group of mice. An animal is judged to be immobile 
whenever it remains floating passively in the water in a slightly hunched but up or standard are administered one 
hour prior testing. Duration of immobility is measured in controls and animals treated with various doses of a test 
drug or standard, anti-depressant drugs, but also stimulants like caffeine, reduced duration of immobility. The 
response can be evaluated. 
 
Tail suspension test 
Each rat in the group was hanged by the tail (50 cm above the floor) with an adhesive tape to a cord in an upside 
down position so that its nostrils touch the water surface in a vessel. After the early escape oriented actions, the rat 
rapidly turns out to be immobile, and the immobility period (the absence of initiating movements and includes 
passive swaying) was recorded during 5 min observation period. Results of this study were statistically analyzed by 
Graph Pad Prism 5 software. The data were expressed as a mean ± standard error of mean. The data from various 
groups were statistically analyzed using one-way analysis of variance, followed by post hoc Tukey’s multiple 
comparisons test. P <0.05 was considered statistically significant. 
 
RESULTS 
 
The extract obtained were subjected to qualitative Phytochemical test to find out the active constituents is shown in 
table 1. Acute toxicity studies and evaluation of datas are studied as per the guideline of OECD (423). No toxicity or 
death was observed for these given dose levels, in selected and treated animals. So the LD50 of the Methanolic extract 
of flowers of Chrysanthemum morifolium was greater than 2000mg/kg (L50>2000mg/kg).Hence the biological dose was 
fixed at three levels, 125,250 and 500mg/kg body weight for the extract. The effect of methanolic extract of CM on 
EPM test shows significant anxiolytic activity is shown in table 2and  the comparative activity is shown in fig 1-4. 
 
The effect of methanolic extract of Chrysanthemum morifolium on light and dark model shows in table 3 having potent 
anxiolytic activity as compared with standard and the comparative data shows in fig 5.  The effect of methanolic 
extract of Chrysanthemum morifolium on immobility of mice in forced swim test shown in table 4 and comparative 
percentage of reduced immobility is shown in fig. 6.  The effect of methanolic extract of Chrysanthemum morifolium on 
immobility of mice in tail suspension test shown in table 5 and comparative duration of immobility of tail suspension 
test is shown in fig. 7. 
 
DISCUSSION 
 
The EPM test 
The methanolic flowers extract of Chrysanthemum morifolium, at 125mg, 250 and 500mg/kg, had increased the time 
spent and percent of entries in to the open arm with percent of entries in to the open arm with percent decrease the 
in the spent in closed arm.The dose methanolic extracts of chrysanthemum morifolium125mg, 250 and 500mg/kg had 
increase percent number of entries in to the open arm as compared with control group. In case of rearing there is no 
much significant difference has been control group with the dose 125, 250mg and 500mg, the time spent the neutral 
zone is also reduced compared to control groups’. This decrease in number of entry and time spent in dark zone and 
decrease in the time spent in neutral zone compared to control groups show anxiolytic activity of flowers extract of 
Chrysanthemum morifoliumramat.(3) 
 
Diazepam 1mg/kg and shown significant effect with all four parameters. Number of entries in light zone and time 
spent in light zone increased as compared to control group with 125, 250mg/kg and 500mg/kg dose of both extract. 
There is increase in number of rearing and in total locomotion as compared to control group. An increase in 
locomotion and time spent in light zone indicates anxiolytic activity of the methanolic flowers extract of 
Chrysanthemum morifoliumramat.(4) 
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In the Open Field Model, 
125, 250mg/kg and 500mg/kg to decrease the time spent in square where it where it was placed and time taken to 
enter in central compartment as compared to control group. Results obtained from all the doses showed increase the 
spent in central compartment and increase number of square crossed by the animal which shows decrease in fear of 
animals, indicates the anxiolytic activity of the methanolic flowers extract of Chrysanthemum morifolium Ramat.(5) 
 
In the force swim test,  
The methanolic extract 125, 250mg/kg and 500mg/kg showed the significant antidepressant activity in term of 
responding to the stress in experimental studies that they exposed in force swim test showed decreased the 
immobility, to the response indicate the antidepressant activity of the methanolic extract of flowers of Chrysanthemum 
morifolium Ramat. 
 
Tail suspension test,  
The methanolic extract 125, 250mg/kg and 500mg/kg showed the significant antidepressant activity in term 
responding to the stress in experimental studies they are exposed in tail suspension test showed the animal struggled 
to escape and the struggling time was increased, to the response indicate the antidepressant activity of methanolic 
extract of flowers of Chrysanthemum morifoliumRamat.(6-7) 
 
CONCLUSION 
 
The methanolic extract of Chrysanthemum morifolium flowers possess a combination of activities like produce anti-
anxiety and anti-depressant. The extract is bind with highly affinity BZD site GABA –A receptor. From above 
observation, we can conclude that methanolic extract of Chrysanthemum morifolium possess the Antianxiety and 
Antidepressant activity for both dose level which comparable with the standard drugs (Benzodiazepine). The 
investigation demonstrated that CT at 500 mg/kg possesses significant anxiolytic and antidepressant effects and is 
therapeutically beneficial for the management of psychological ailments. 
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Table :1 Qualitative Phytochemical analysis of the extract 
S. NO PHYTOCHEMICALS INFERENCE 

1 Alkaloids + 
2 Steroids _ 
3 Flavanoids + 
4 Phenol + 
5 Saponin Trace 
6 Tannins Trace 
7 Glycosides + 

 
Table No. 2 Effect of Methanolic extract of Chrysanthemum morifolium on EPM Test 
GROUP TREATMENT DOSE TIME SPENT 

INOPENARM(S) 
NO ENTRIES 
INOPENARM 

I Saline 10ml/kg 40.3±2.1 10.1±1.5 
II Diazepam 5mg/kg 29.6±3.6** 8.3±1.8** 
III CMME 125mg/kg 22.8±2.4 5.5±2.3 
IV CMME 250mg/kg 23.7±3.2* 7.8±3.5* 
V CMME 500mg/kg 26.5±2.8** 9.4±1.3** 

The data represent the mean ±S.D(n=6)*p<0.01.**p<0.001 significantly different compared to normal control and 
diazepam. 
 
Table No. 2 Effect of Methanolic extract of Chrysanthemum morifolium on open field Test 
GROUP TREATMENT DOSE NUMBER OFSQUARECROSSED NUMBEROFREARING 

I Saline 10ml/kg 40.3±2.1 10.1±1.5 
II Diazepam 5mg/kg 29.6±3.6** 8.3±1.8** 
III Plantextract 125mg/kg 22.8±2.4 5.5±2.3 
IV Plantextract 250mg/kg 23.7±3.2* 7.8±3.5* 
V Plantextract 500mg/kg 26.5±2.8** 9.4±1.3** 

 
Table 3: Effect of Methanolic extract of Chrysanthemum morifolium on light and dark model 

TREATMENT LATENCY 
TIME SPENT 

INDARKZONE(5
MIN/SEC) 

TIME 
SPENT 

INLIGHTZ
ONE 

(5MIN/SEC) 

REARING 
TOTALLOCOMOTIO

NTIME(SEC) 
FECAL 

Control(Vehicle) 6.34±1.01 236±8.78 63.17±8.54 2.34±0.75 55.4±9.35 1.5±0.22 
Ethanolic 
extract of 

C.morifolium 
(200mg/kg) 

8.16±0.88 92±12.50 
142.34±20.43

** 13.85±2.4 262±11.83*** 0.17±0.17*** 

Ethanolic extract of 
C.morifolium 
(400mg/kg) 

6.32±1.35 152.5±20.13* 169.17±20.25 10.16±2.5 271.34±6.17*** 0.68±0.49 

Standard anxiolytic 
drug (diazepam 

0.5mg/kg) 
11±0.35* 172.67±23.38 180.5±8.59** 6.35±1.22 247.67±14.88*** 0.67±0.02 
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Table: 4. Effect of Methanolic extract of Chrysanthemum morifolium on immobility of mice (FST) 
S.NO GROUPS DOSE(MG/KG) DURATION 

OFIMMOBILITY(SEC) 
DURATION OFIMMOBILITY(%OF 

ACTIVITY) 
1 Control 0.5%CMC 206.6±3.03 --------------- 
2 Positivecontrol Imipramine15 33.67±3.04 85.66 
3 CMME 125 154.4±3.88 22.6 
4 CMME 250 115±3.46 35.19 
5 CMME 500 52.6±2.47 77.43 

 
Table: 5 Effect of Methanolic extract of Chrysanthemum morifolium on Immobility of mice (TST) 
S.NO. GROUPS DOSE(MG/KG) DURATION OFIMMOBILITY(SEC) 

1 Control 0.5%CMC 125.6±1.03 
2 Positivecontrol Imipramine15 38.67±1.02 
3 CMME 125 105.3±3.01 
4 CMME 250 87.5±2.06 
5 CMME 500 54.6±2.09 

 

 The data represent the mean ±S.D (n=6) *p&lt;0.01, **p&lt;0.001 
significantly different compared to normal control and 
diazepam. 

Fig.1. Effect of Methanolic extract of Chrysanthemum 
morifolium On Time Spent in open arm in EPM Test 

Fig.2 Effect of Methanolic extract of Chrysanthemum 
morifolium, No of entries in Open arm on EPM Test 

 
 

Fig.3. Effect of Methanolic extract of Chrysanthemum 
morifolium on No of Square crossed in OPM Test in 
mice 

Fig.4. Effect of Methanolic extract of Chrysanthemum 
morifolium on Number of rearing in OPM Test in mice 
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Value expressed by are mean SEM, n=6, p&lt;0.05*, 
p&lt;0.001** as compared to normal group 

 

Fig.5. Effect of Methanolic extract of Chrysanthemum 
morifolium On Time Spent in sec/5 Min Light and dark 
model Test 

Fig .6 Effect of Methanolic extract of Chrysanthemum 
morifolium immobility of mice in forced swim test 

 
Fig.7 Effect of Methanolic extract of Chrysanthemum morifolium, Duration of immobility in tail suspension test 

 
 

 

 

 

 

 

 

 

Priyanka  Manoharan  et al., 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 80 / Oct / 2023      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

64283 
 

   
 
 

Yashoda  
 

Nanoparticle Toxicity : A Review 
 
Surajit Majumder1*, Dipankar Saha2   and   Soumitra Kumar Choudhuri3 

 
1Associate Professor, Dept. of Zoology, Bankura Sammilani College, Bankura- 722102, West Bengal, 
India. 
2Part-Time Researcher, Dept. of Zoology, Bankura Sammilani College, Bankura-722102, West Bengal, 
India. 
3Former HoD and Emeritus Medical Scientist, Chattaranjan National Cancer Institute (CNCI), 26, S.P. 
Mukherjee Road, Kolkata - 700026, West Bengal, India. 
 
Received: 18 July  2023                             Revised: 22 Aug 2023                                   Accepted: 21 Sep 2023 
 
*Address for Correspondence 
Surajit Majumder 

Associate Professor,  
Dept. of Zoology, Bankura Sammilani College, 
Bankura- 722102, West Bengal, India. 
E.Mail: surajitnajumder.sm@gmail.com 

 
This is an Open Access Journal / article distributed under the terms of the Creative Commons Attribution License 
(CC BY-NC-ND 3.0) which permits unrestricted use, distribution, and reproduction in any medium, provided the 

original work is properly cited. All rights reserved. 
 
 
The particles having size 1-100 nm in length is considered as nanoparticles (NP) and the application of 
such particles is termed as Nanotechnology. Nanotechnology is developing very fast with applications in 
various industries and also in detection and treatment of diseases. Although showing beneficial results, 
nanotechnology is mingled with adverse effects and toxicity. Hence it is of utmost importance to 
undertake in depth studies dealing with NPs and undergo detailed toxicological studies before NPs enter 
into the market for human application. The present review describes various types of NPs and their 
methods of preparations and ways of detection through modern techniques. The present review 
describes the toxic properties of NPs in various parts and organs of human body. 
 
Keywords: Nanoparticles, synthesis and types, toxicological effects, inorganic nano and organic nano, 
nano emulsions. 
  
 
INTRODUCTION 
 
Nanoparticles (NPs) are the particles having size 1-100 nm in length. NPs show variable properties depending on 
their size and surface functionalities (1). A small size and large surface area NPs have applications in various 
industries like, agriculture, cosmetics, electronics, medical therapeutics, diagnostics, and research appliances (2). 
Especially the polymeric NPs, nano emulsions, liposomes and solid NPs have potential clinical applications (3). The 
use of NPs escalated in last decade due to availability and development of so many techniques to detect its size. 
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Some of these techniques include scanning tunneling microscopy, scanning transmission electron microscopy, 
tandem electron microscopy (4-6).  NPs can be prepared in the laboratory and may also be present as a biproduct in 
many events, e.g., engine exhaust (7, 8), cigarette smoke (9), e-cigarette fluid and aerosols (10), cooked food (11), and 
numerous spray products (12).  
 
Despite potential uses in the clinical fields, a number of studies suggest that the NPs can be toxic too. Following 
exposure, NPs accumulate in the cells and induce organ specific toxicity; the most common exposure occurs through 
inhalation in the manufacturing workplace as well as the exhaust of fumes or spray (13,14). Other than these routes, 
NP exposer occurs through skin contact (e.g., creams and cosmetics), ingestion (e.g., food color, packet), and 
occasionally through intravenous (iv) pathway required for medicinal purposes (15-16. Considering the adversities, 
strict guidelines are required to ensure the proper designing of safe NPs having minimal toxicity.  The present 
review briefly describes the types and uses of NPs in different industrial sectors and also summarizes its toxic effect 
in cellular level. 
 
Different types of nanoparticles and their applications 
On the basis of the composition NPs can classified into three major categories, 
 
Organic NPs: The nanoparticles which are made of organic compounds, like carbohydrate, protein, lipids and 
polymers (17). The most common types of organic NPs are liposomes, micelles and ferritin. These organic NPs are 
bio-degradable, nontoxic and mostly used for the targeted drug delivery and cancer therapy (18, 19). Liposomes are 
the classical examples of organic NPs consisting an aquas core surrounded by phospholipids and cholesterol bilayer. 
Liposomes have high encapsulation capacity and high circulation time. Hence liposomes accumulate at specific site 
of diseases. For example, the outer layer in the tumors is composed of lipids having high cellular permeability where 
endothelial layer and lymphatic system is lacking. In recent era, liposomes are considered to be the most common 
drug delivery system for clinical trial of several FDA approved drug (20). Early developed liposomes had very short 
half-life and easily could remove by the reticule endothelial system. This limitation has been overcome by 
conjugation of the polymers like polyethylene glycol (PEG), saturated high-phase transition lipids and resulted in 
generation of stabilized long life ‘Stealth liposomes’ (21). 
 
Inorganic NPs: These classes of NPs are made of metals and metal oxides. They are like, metal, ceramic and 
semiconductor NPs. The metallic NPs are formed from metal precursors and can be classified into mono metallic, 
bimetallic and polymetallic, based on the metallic precursor used (22, 23). These NPs possess unique optical, 
electrical, thermal, magnetic and biological properties; thus, they can be used in several physical, biological, chemical 
and pharmaceutical applications. The most common solid metallic NPs are gold NPs and silver NPs. Depending on 
the size, shape and surface properties of gold NPs; it can be used as cancer diagnostics and radiotherapy (24). Silver 
NPs have unique properties of absorbing and scattering light, thus this is used as biosensors. Silver NPs also used in 
electronic devices, textiles, wound dressings, antimicrobial coatings and biomedical devices (25, 26). 
 
Ceramic NPs are made of carbonate, carbide, phosphate and oxides of metal and metalloids. These are found in 
different forms, like amorphous, polycrystalline, dense, porous or hollow (27). Ceramic NPs are stable and also have 
high load capacity (28) and therefore, can be used in biomedical applications, catalysis, degradation of dyes, 
protomorphic and optoelectronics applications (29). The most common example of this type of NPs is iron oxide. 
Iron oxide NPs are solid and have a superparamagnetic property, thus heavily used in the magnetic resonance 
imaging (MRI) (30). Iron oxide NPs also used in various diagnostics and imaging techniques as a biosensor due to 
their unique optical properties. Semiconductor NPs are made up of semiconductor materials and possesses unique 
wide bandgaps, which make it different from the other semiconductor materials (27). These NPs are commonly used 
in the photocatalysis, optic and electronic devices (31, 32).  
 
Carbon based NPs: Carbon NPs are solely made up of carbon atoms which are bonded with sp2 hybridized carbon 
bonds. The most common examples are Fullerenes, Carbon nanofibers, Graphene, Carbon nanotubes, Carbon black. 
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Fullerene is made up of 60 carbon atom molecules arranged in a ball like structure. Carbon black are formed by 
aggregate of highly fused spherical particles. Carbon based NPs have their unique properties of high strength, 
electrical conductivity, electron affinity, optical and thermal properties (33,34). Due to such unique characteristics, 
carbon-based NPs are used for drug delivery, energy storage, bioimaging and tissue engineering applications (35-
38). Other than these three major types, NPs can be categorized as polymer-based NPs, and nano emulsions based on 
their nature. 
 
Polymer based Nanoparticles: Polymer based NPs are widely used as drug carrier for control and sustain release. In 
case of polymer-based NPs, encapsulated drug was incorporated into the matrix of the polymer (39). Commonly 
used polymer bases NPs are ploy lactic glycolic acid and chitosan. Due to their biocompatibility and biodegradable 
nature, both are being FDA approved for the clinical use (40, 41). 
 
Nano-emulsions: Nano-emulsions (NEs) are the colloidal dispersions composed of either oil nanodroplets dispersed 
in water or water nanodroplets dispersed in oil. These are commonly used as a drug carrier molecule with limited 
water solubility, such as delivery of vaccine and anti-cancer agents (42). Thermodynamic stability of the NEs 
depends on the size and most stable size is 20-200 nm (43). To increase the stability, surfactants are incorporated into 
of the NEs.  
 
Toxicological effect of NPs 
The uses of the NPs have increased tremendously in last decade in different applications, like diagnosis of disease, 
medical imaging, targeted drug delivery, gene therapy and other industrial applications. The exponential increase of 
the use of NPs occurred due to its useful nature but still the toxicological effect of NPs following exposure remains 
unexplored. Hence, the lack of knowledge in this field invokes the ethical responsibility to take necessary precaution 
and minimize their exposure in both occupational and environmental (44) field. 
  
The reminder of this review focused on the toxic effect of the NPs. The toxic effects of some NPs in use are fairly 
known and moreover, the toxic effects of most of the NPs are not completely understood. There is insufficient 
information correlating NP induced toxicity to exposure in humans. Many NPs can cause oxidative stress and 
interact with cellular macromolecules. On the other hand, a few NPs also cause high pulmonary inflammatory 
response (45, 46). The toxic effect of NPs is dependent on their size and surface area and also the route of uptake and 
accumulation. 
 
Different routes of exposures 
In case of human, the exposure of NPs can occur through ingestion, injection, inhalation and skin contact. The 
toxicity in different organs depends on the route of exposure. Some of the exposure is unintentional, such as the 
inhalation of the NPs in work places that leads to tissue damage in the lung (47, 48). On the other hand, some 
exposures are intentional, like application of the skin product topically and through injection. 
 
Exposure through the skin 
Skin is the largest organ of the human body and plays a barrier for many toxic materials. The skin is one of the major 
routes of administration and exposure of NPs present in different cosmetics, cream. The permeability of the skin to 
these NPs is still not clearly known (49). The vast use of the NPs based cosmetics resultant in high exposure through 
skin and ultimately reaches to the blood circulation. The penetration of the NPs can occur through the follicular cell, 
sweat gland (50, 51). For the example, Titanium dioxide nanoparticles are widely used in the dermatological 
applications. These can cause the cell death. Reports also disclose that the NPs can cause the organ damage due to its 
accumulation in the organ followed by the absorption through the skin (52). The skin is also a major route of NPs 
exposure which mostly occurs in welding fumes, during the natural gas and oil production, and also during the NPs 
manufacturing; such exposure can cause the DNA damage and cellular apoptosis (53, 54). 
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Exposure through inhalation 
The major route of insertion occurs through inhalation as NPs are present in air in abundance. Inhaled NPs directly 
enter into the lungs and penetrate the epithelium layer and invade the nearby lymph node resulting in the 
inflammation that ultimately leads to lung cancer (55-59). The effect of the NPs in the lung depends on various 
factors, viz., size, chemical properties of the NPs, quantity of the inhaled NPs, rate of deposition in the lungs, rate of 
elimination (60).  Some reports disclose that the inhaled NPs cause asthma through inflammatory reactions occurring 
in the system (61). Evidences also show that exposure of carbon NPs cause the increased eosinophilic response in the 
mice lungs (62). Other NPs, like carbon nano-tubes, aluminum oxides, silver also cause pulmonary damage when 
exposed to these particles in the workplace.  
 
Exposure through ingestion 
The uses of NPs gradually increased in the agriculture and food industry (63). In food industry, NPs are used for 
making test, texture of food, improving packages (64). The oral ingestion of those food materials leads to NPs 
exposure and following ingestion, these NPs get absorbed through the digestive system leading to serious problem 
in human health.  
 
Biodistribution and Toxic effect of NPs on target organs  
Once the NPs enter into the circulation, they travel throughout the body and deposited in different organ and 
tissues, including kidney, spleen, heart, liver, bone marrow and nervous system (65). The absorption of NPs into the 
different tissues and organs depends on the physico-chemical properties of the NPs and also the diffusion rate from 
the capillaries to the organ (66). NPs are reached to the blood through the phagocytosis process and then filtered by 
the spleen (67, 68). Large size particles are accumulated into the liver, resulting liver narcosis (69, 70). NPs can 
penetrate the blood brain barrier and accumulated into the brain (71). The excretion of the NPs takes place through 
kidneys, feces, sweat and breast milk and also through saliva. The excretion through kidneys depends on the size of 
the NPs, as the kidney has fixed pore size of 70 nm (72). To summarize, the NPs accumulate into the organs like liver, 
spleen, lung, kidneys and cause the damage of these organ.  
 
Toxic effect on the liver 
Liver is the vital organ where metabolism of the exogenous chemicals takes place. Macrophages clear the NPs from 
the body but their fragmented parts remain encapsulated with the drugs and are metabolized through the liver 
(73,74). Evidences disclose that, silver NPs can cause mild liver damage through accumulation of the metal ions of 
the NPs in the liver cell (75). Intraperitoneal injection of zinc oxide NPs in mice causes the liver damage by increasing 
the level of alkaline phosphatase and glutamic transaminase. Following the use of gold NPs, the gold molecules are 
accumulated into the liver and activate the hepatic macrophage induced liver damage (76). 
 
Toxic effect on the Spleen  
Studies have shown that NPs are removed by the immune cells, and are accumulated in spleen (77, 78). Metal 
containing NPs induce the inflammatory response, especially iron containing NPs. These metal irons further 
accumulate in the liver and spleen and induce the oxidative stress in those organs (79). Evidences also show that 
nonmetallic NPs also accumulate in the macrophages (80). Use of NPs in different animals induces the level of 
different cytokines and chemokines, which further induce the immune response in the spleen (81).  
 
Toxic effect on the lung 
The respiratory exposure of the NPs causes the inflammatory response and fibrosis in rat lungs (82, 83). However, 
studies have also shown that, injection of NPs to the lung causes the inflammatory response only (84). Several in vivo 
studies show that the respiratory exposure of the NPs does not cause serious toxic effect to the lung (85).  
 
Toxic effect on the kidneys  
Kidneys play a major role in excretion of the metabolic wastes. Small size NPs are filtered through kidney and 
during filtration, depending upon the time it stays in kidney, leads to nephrotoxicity (86). Respiratory exposure of 
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silica NPs causes the renal inflammation and fibrosis (87). Silica NPs also result in acute kidney damage in mice after 
single peritoneal injection indicating the translocation of NPs from the systematic circulation to the kidneys (88). The 
gold NPs can cause tubular dilation, inflammation and also mineralization in the rat kidney (82). The gold NPs 
associated kidney damage is two times higher in female rat than the male (74). The renal effect can persist up to 30 
days of post administration. 
 
Toxic effect on brain 
Although most of the NPs can’t reach the brain due to impermeability of blood brain barrier (BBB), a few small size 
NPs can penetrate the BBB by passive diffusion or by receptor mediated endocytosis and also accumulate inside the 
brain (89). Metal containing NPs can penetrate the BBB either by the transsynaptic transport mechanism or by the 
direct disruption of the BBB, resulting in the central nervous system toxicity (90-92). The most common example is 
Poly-n-butylcyano-acreylate NPs coated with polysorbate 80 that has been used for the drug delivery into the brain 
(86). Other metal containing NPs, such as silver NPs, titanium dioxide, zinc oxide, aluminum oxide are reported to 
induce oxidative stress in the brain (93). Furthermore, long tern respiratory exposure of the titanium dioxide results 
in hemorrhage in mice (94).  
 
Toxic effect on other organs  
Other than these target organs’ toxic effect, NPs can also cause toxicity in other organs. For example, oral 
administration of zinc oxide for a long period causes the submucosal edema and inflammatory cell infiltration in the 
stomach (93). It also causes the inflammatory response and apoptosis in the pancreas (94). Dermal administration of 
the silver NPs reduces the thickness of the epidermis and papillary layer (95).  
 
Mechanism of cytotoxic effects of NPs 
The toxicity of the NPs on different target organs are well established. The toxicity is facilitated through different 
mechanism, such as by reactive oxygen species (ROS) generation, DNA damage, alteration of protein structure and 
by disruption of the membrane structure. 
 
ROS generation 
ROS are the oxygen containing chemically reactive substances, which play important role in cell signaling and 
cellular homeostasis. They are formed natural biproduct of oxygen metabolism. The pool of ROS establishes an 
oxidative stress in the cell.  Several NPs have been reported to cause oxidative stress in the cell and inhibit the action 
of antioxidant. The increased level of ROS in the cell results in activation of the stress related cell signaling pathway, 
mitochondrial disfunction, DNA damage, which leads to the cell cycle arrest or apoptosis (96). Metal and metal 
oxides NPs induce the oxidative stress in liver, kidneys and spleen when accumulated in the organs (79,93,97). The 
large size NPs are not easily taken up by the cell than the small size NPs. Thus, the toxicity effect of small NPs is 
much higher than the large NPs. NP induced ROS production is due to mitochondrial dysfunction (97). Titanium 
dioxide NPs cause the oxidative stress by protein oxidation, alteration of catalases activities, increased release of 
glutamic acids and nitric acids (98). Other reports also indicate that NP induced oxidative stress occurs via p38-Nrf-2 
signaling pathway (99).  
 
DNA damage 
NPs induce oxidative stress in the cell, which ultimately lead to mutagenesis due to the oxidation, hydrolysis and 
deamination of nucleic acid bases. Prolong oxidative stress can also lead to the gene alteration and carcinogenesis. 
Reports also disclose that following expose to silver NPs, cells release high amount of DNA damage marker protein, 
p-H2AX which leads to the DNA damage (100) 
 
Protein structure alteration 
Heavy metals NPs bind with the protein and amino acids and causes protein structure alteration, which leads to 
altered protein function. Such as serum albumin, hemoglobin and cytoskeletal proteins are easily bind with the NPs 
and result in protein damage (101). Similarly, silica NPs also significantly alters the function of RNase (102). 
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Inflammatory reaction  
Reports substantiate that the NPs usually taken up by the macrophages in macrophage reach organs, like spleen and 
liver. NPs bind with the macrophages with specific macrophages receptor and in consequence release of various 
inflammatory cytokines occur (103-105). Earlier study also reports that titanium dioxide induces the inflammation 
response through c-Src, p38 MAP kinase, NF-κB pathways (106). 
 
Epigenetic modifications 
Other than the mechanisms mentioned, NPs can also alter the epigenetic modifications. Recent studies show the 
adverse effect of NPs on the DNA methylation, histone acetylation, RNA methylation, chromatin remodeling (107-
109). Previous study has also reported that exposure to the carbon-based NPs; titanium dioxide and selenium 
dioxide can alter the DNA methyl transferase expression (110-112) and leads to the changes in the global DNA 
methylation. Studies also show that exposer of titanium dioxide NPs results hypermethylation at the promoter 
region of poly ADP ribose 1 in human lung carcinoma cells (113). 
 
Factors affecting the toxicity of NPs 
The toxicity of the NPs is depended on the several factors as follows: 
 
Partial size and surface area 
Particle size and surface area of NPs paly important role in different biological molecules. Small size NPs exhibit 
higher tissue distribution than the large size. The size of NPs is directly correlated with the ROS generation in the 
kidneys (114). Reports also show that 10 nm silver NPs had higher liver distribution and hepatobiliary toxicity as 
compared to the 40 and 100 nm NPs (115)  
 
Surface charge 
Surface charges of NPs also have important role in various interactions, such as plasma protein binding, permeability 
of BBB, selective absorption. Cell membrane possesses negative charges, so the positively charged particles can easily 
enter into the cells. Moreover, ionized form of zinc oxide NPs accumulation rate is much higher than the particulate 
form in different organ like kidneys, liver and lungs (116). Positively charged silica NPs induces more ROS 
production than the neutral and negatively charged partials (117).  
 
Aggregation  
Depending on the surface charges, size and composition, aggregation of NPs also plays important role in toxicity 
which is the most common occurrence with the carbon nanotubes. Aggregated carbon nanotubes show more 
cytotoxic effect than their dispersed form (118).  
 
Surface coating 
The surface property of NPs can be altered by using several coting materials. Such materials can change the physico-
chemical properties of the NPs, e.g., charges, electric, magnetic, optic and chemical properties. This phenomenon can 
be employed for the reduction of the toxicity of NPs. For example, PEG has been used for the reduction of the 
toxicity of the gold NPs (119). 
 
CONCLUSION 
 
Nanotechnology is the fastest growing field with applications in disease diagnosis and treatment, biosensors, 
cosmetics, food industry and other technologies. However, the rapid growth in the application, many a times, 
overlooking the consequences of NPs toxicity. Thus, there is an urgent need for more toxicological study of the NPs 
before these particles enters into the market for human application. Utmost need is to understand the physico-
chemical properties of the NPs and their cellular reactivity and interaction with several tissues and organs. Through 
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information may help to reduce the knowledge gap of the NPs toxicity and may also lead to the generation of 
biocompatible and less toxic NPs. 
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This paper’s major goal is to investigate the properties of generalized semi soft multi course and 
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INTRODUCTION 
 
In 2013, Babitha and John [1] was acquainted the conception of soft multisets as a combination of soft sets and 
multisets. Then Deniz Tokat et al. [2,3] acquainted the concept of the soft multi topology and its basic properties. S. 
A. El-Sheikh et al. [4,5] acquainted the generalized closed soft multisets and generalization of open soft multisets and 
mappings in soft multi topological spaces. In 2022, Inthumathi et al. [6] acquainted the concept of generalized semi 
closed set in soft multi topological space. In this paper, we acquaint the conception of generalized semi soft multi 
closure, generalized semi soft multi interior and generalized semi soft multi neighbourhood and discuss few 
important attributes in detail. 
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PRELIMINARIES 
 
Throughout this paper, SMTS denotes the soft multi topological spaces and smset denotes soft multi set. 
 
Definition 2.1. [3] Let M be an universal mset, L be a set of parameters and  ⊆  . Then, an ordered pair ( , ) is 
called a smset where S is a mapping given by ∶ → ∗( );  ∗( )is the power set of a mset M. For all l ∈ I, S(l) 
mset represents by count function  ( ): ∗  →   where  represents the set of non-negative integers and  

∗represents the support set of ..  
 
Definition 2.2. [3] For two soft msets( , )  and  ( , )  over  ,   we say that is a subs mset of if: 
 
Definition 2.2.  [3] For two soft m sets( , )  and  ( , )  over  ,  we say that  ( , )  is a 
subsmsetof( , )if: 
1.  ⊆ , 
2. ( )( ) ≤ ( )( ), ∀ ∈ ∗, ∀  ∈ ∩ . 
We write ( , ) ⊆ ( , ).   
 
Definition 2.3.[3]  The union  of  two  smsets( , )  and  ( , )over  is  the  smset( , ),where =I∪

and ( )( ) = max ( )( ), ( )( ) , ∀ ∈ ∪J,   ∀  ∈ ∗.We write( , ) ∪ ( , ). 
 
Definition  2.4. [3]  The  intersection  of  two  soft  msets( , )  and  ( , )over  is  the  
smset( , ),where =I ∩ and ( )( ) = min ( )( ), ( )( ) , ∀ ∈ ∩J,   ∀  ∈ ∗.We 
write( , ) ∩ ( , ). 
 
Definition2.5. [3] A soft mset ( , ) over  is said to be a null smset denoted  if for  all    , ( ) = . 
 
Definition2.6. [3] A soft mset( , )over  is said to be an absolute smset denoted by  for all   , ( ) =  
Definition2.7.[3] The complement of a smset ( , ) is denoted by ( , )  and is defined by ( , ) = ( , ) 
where : → ∗( ) is mapping given by ( ) =  \  ( )for all    where ( ))( ) = ( ))( ) −

( ))( ) , ∀  ∈ ∗. 
 
Definition 2.8.[3] Let be an universal mset and be a set of parameters. Then, the collection of all smsets 
over  with parameters from is called a soft multi class and is denoted as ( ) . 
 
Definition 2.9. [3] Letτ ⊆ SMS(M)L, then τ is said to be a soft multi topology onMif the following conditions hold: 
1. ,  belong to τ  
2. The union of any number of smsets in   belongs to , 
3. The intersection of any two smsets in    belongs to  
  is called a soft multi topology over  M and the triple  (M, τ, L)  is called a soft multi topological space over M. Also, 

the member of τ are said to be open soft msets in M. A soft mset ( , ) in ( )   is said to be a closed soft 
mset in M, if its complement( , )  belongs to . 
 
Definition 2.10. Let ( , , ) be a SMTS over  and  ( , ) be a smset over .Then, the softmulti closure 
of( , ), denoted by ( , )[  ( , )] is the intersection of all closed smset containing( , ). 
 
Definition 2.11. [2] Let (M, τ, L)  be  a  SMTS  over  M and (S, L)be a smset over M. Then, the soft multi interior of (S, 
L), denoted by int (S,L) [  ( , ) ] is the union of all open soft multiset contained in(S,L). 
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Definition 2.12.  Let ( , , )   be  a  SMTS  over   and  ( , ) be  a smset over and ∈ .Then,( , )is 
said to be a soft multi neighbourhood of  if there exists a soft multi open set ( , ) suchthat ∈ ( , ) ⊆
( , ).The set of all soft multi neighbourhood of , denoted by ( ), is called the family of soft multi 
neighbourhoods of , 
i.e. ( ) = {( , ): ( , ) ∈ , ∈ ( , )}. 
 
Definition 2.13. Let( , , )  be  a  SMTS. A mapping ∶  ( ) → ( )  is said to be an operation 
on ( ) , if ⊆ ( )for all ∈ ( ) .The family of all -open soft multi sets is denoted 
by  ( )   =   {  ∶   ⊆ ( ), ∈ ( ) }. Also, the complement of  -open soft multiset is called 
a  -closed soft multiset and the set of all -closed soft multisets denoted by ( ). 
 
Definition 2.14. [5] Let(M, τ, L) be a SMTS. Different  cases  of -operations on SMS ( )  are as follows: 

i. If γ = int(cl),then γis called a pre-open soft multi operator. The family of all pre-open soft multisets is denoted by 
POSM ( )  and the family of all pre-closed soft multisets is denoted by PCSM ( ) . 

ii. If γ = int(cl(int)),then γ is called an -open soft multi operator. The family of all - open soft multisets is denoted by 
αOSM ( )   and family fall-closed soft multisets is denoted by αCSM ( )  

iii. If γ = cl(int),then is called a semi open soft multi operator. The family of all semi opensoft multisets is denoted by 
SOSM ( )  and the family of all semi closed soft multisets is denoted by SCSM (X)L. 

iv. Ifγ = cl(int(cl)),then  γis called a-open soft multi operator. The family of all  -open soft multisets is denoted by 
βOSM ( )  and family fall-closed soft multisets is denoted by βCSM ( )  

 
Definition 2.15. A  smset( , )  in  a  SMTS( , , ) is  said to be a generalized closed (briefly g-closed) smset 
if ( )( )( )  ≤  ( )( )whenever ( )( ) ≤ ( )( )forall ∈ ∗, ∈  and ( , )  is open smset in . 
 
Definition 2.16. A soft mset  in a S M TS  ( , , )is said to be a generalized semi closed softmulti set 
(briefly  mset) if ( )( )( ) ≤ ( )( ) whenever  ( )( )( ) ≤ ( )( ) and ∈ ( ) . 
 
Definition 2.17.[6]  Let  be a smset over .  is called a smpoint over , if there exists ∈  and 

/ ∈ , 1 ≤ ≤  such that 

( ) = { / }  = , 1 ≤ ≤
      ∈ − { }  

We denote   [( / ) ] . The family of all smpoints over is denoted by ( , ) or P. 
i.e. ( , ) = {[( / ) ] :  ∈ , ∈ , 1 ≤ ≤ }. 
 
GENERALIZED SEMI SOFT MULTI CLOSURE 
 
Definition 3.1.Let  be a smset over    . Then the generalized semi soft multi closure of   ,denoted by gssm-
cl( ),is the intersection of all  gsc smsets containing  . 
 
Proposition 3.2. For any ( )( ) ≤ ( )( ), 
1. ( )( ) ≤ ( )( )( ) ≤   ( )( )( ) 
2. ( )( ) ≤ ( )( )( ) ≤   ( )( )( ) 
3. ( )( ) ≤ ( )( )( ) ≤   ( )( )( ) 
 
Proof. Since every semi closed (resp.α-closed, g-closed) smsts gsc  smset. 
 
Proposition 3.3. For any two sub smsets  and   of . The following hold, 
1. If isa  mset,then ( )( )( ) = ( )( ), 
2. ( )( )( ) =   ( )( ), and ( )( )( ) =   ( )( ), 
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3. If ( )( ) ≤ ( )( ), then ( )( )( )      ≤ ( )( )( ), 
4. ( ∩ )( )( )      ≤ ( ( )∩ ( ))( )( ) 
5. ( ∪ )( )( )      ≥ ( ( )∪ ( ))( )( ) 
6. ( ( ))( )( )     ≤

( )( )( ). 
Proof. 
1. If    is a gscs mset, then the smallest gsc  smset containing    is itself. Therefore Cgssm-cl(S)lv= CS(l)(v). 
2. Since   and are mset, ( )( )( ) =   ( )( ) and ( )( )( ) =   ( )( ) by (1). 
3. Let ( )( ) ≤ ( )( ).Then ( )( ) ≤ ( )( ) ≤ ( )( )( ).But 

− ( )is the smallest gssm closure of .  Therefore ( )( )( )      ≤ ( )( )( ). 
4. Since ∩ ( )( ) ≤ ( )( )and ∩ ( )( ) ≤ ( )( ),by 

(3) ( ∩ )( )( ) ≤ ( )( )( )and ( ∩ )( )( ) ≤

( )( )( ).Wherefore ( ∩ )( )( )      ≤ ( ( )∩ ( ))( )( ). 
5. Since ( )( ) ≤ ∪ ( )( ) and  ( )( ) ≤ ∪ ( )( ),  

( )( )( ) ≤ ( ∪ )( )( )and ( )( )( ) ≤

( ∪ )( )( ).Thus ( ∪ )( )( )      ≥ ( )∪ ( ) ( )( ). 

6. Let ( )( ) ≤ ( )( ) and be a gscs mset. Then by definition ( )( )( ) ≤ ( )( )and      

( ( ))( )( ) ≤ ( )( ).     Since     

( ( ))( )( ) ≤

∩{  / ( )( ) ( ) ( )     }= ( )( )( ).Ergo ( ( ))( )( )     =≤
 

( )( )( ) by Proposition3.2. 
 
Note  3.1.  Reverse implication of the above result (1) need not be true.  Let  ( , , )  be a SMTS with mset 

  =  {2/ , 2/ },  parameter set   =  { , } and smtopology    =  { , , } where ( ) =
  {2/ }, ( )   =  {2/ }  and  let  be  a  sub  smset  of  such  that   ( )   =   { }, ( ) = {1/

}.Then ( )( )( ) =   ( )( ) but TL is not a gscs mset. 
 
 
Definitions 3.4. A sub smset in( , , )is called generalized semi  open  soft  multi  set (insummary mset) 
if its complement is a mset.The set of all gsosmset in  ( , , )  is denoted by ( ) . 
Theorem 3.5. A subsmset of ( , , ) is mset iff ( )( ) ≤ ( )( )( )whenever ( )( ) ≤ ( )( ) 
and  is a closed smset. 
Proof. Suppose that ( )( ) ≤ ( )( )( ) whenever ( )( ) ≤ ( )( )and  is a closed smset. 
Let ( )( ) ≤ ( )( ),  where  is a open smset. Then  ( )( ) ≤ ( )( ),  where  is a 
closed smset. By proposal ( )( ) ≤ ( )( )( ),which implies  ( ( )) ( )( ) ≤ ( )( ).That 
is ( )( )( ) ≤ ( )( ). Thus  is a gscsmset. Consequently  is a gsosmset. 

Conversely, suppose that is a gsosmset such that ( )( ) ≤ ( )( )and is a closed smset.  Then  
is a open smset and  ( )( ) ≤ ( )( ).  Ergo ( )( )( ) ≤ ( )( )and so ( )( ) ≤

( ( )) ( )( )= ( )( )( ). Hence ( )( ) ≤ ( )( )( ). 
. 
 
Proposition 3.6.ForaSMTS (M,τ,L), the following hold 

i. Every open smset is a gsos mset. 
ii. Every-open smset is a gsos mset. 

iii. Every semi open smset is a gsos mset. 
iv. Every g-open smset is a gsos mset. 
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Proof. 
(i)Let be a  open  smset  and  be  a  closed  smset  such  that  ( )( ) ≤ ( )( ). Then is a 
open smset and ( )( ) ≤ ( )( ).  Wherefore ( )( )( ) ≤ ( )( )( )= ( )( ) ≤ ( )( ).  
That is ( )( ) ≤ ( ( )) ( )( )= ( )( )( ). Hence ( )( ) ≤ ( )( )( ). Therefore  is a 

 mset. 
(ii) Let be an  α -open smset and  ∈   ( ) such that  ( )( ) ≤ ( )( ). Then  is a 
open smset and ( )( ) ≤ ( )( ).Therefore ( )( )( ) ≤ ( )( )( )= ( )( ) ≤ ( )( ).  
That is ( )( ) ≤ ( ( )) ( )( )= ( )( )( ). Hence ( )( ) ≤ ( )( )( ). 
Therefore isa mset. 
(iii) Let  be a semi-open  smset and  ∈   ( ) such  that  ( )( ) ≤ ( )( ).Then is a 
open smset and ( )( ) ≤ ( )( ).Therefore  ( )( )( ) = ( )( ) ≤ ( )( ) 
.Hence ( )( ) ≤ ( )( )( ). Ergo  is a mset. 
(iv)Let bea g-open smset and ∈   (  ) suchthat ( )( ) ≤ ( )( ). Then is a open smset 
and ( )( ) ≤ ( )( ). Therefore ( )( )( ) ≤ ( )( )( ) ≤ ( )( ). Hence ( )( ) ≤

( )( )( ). Ergo  is a  mset. 
Remark 3.7.1.  
1. The union of  msets need not be a mset. 
2.The intersection of  msets need not be a mset. 
 
The Intersection of gsos msets need not be a gsos mset. 
Example 3.8. Let ( , , )be a SMTSwith mset = 1/ , 2/ ,1/ } , parameter set = { , } and 
smtopology = , , ( ) , ( ) , ( ) , ( )  ℎ ( ) = {1/ , 1/ }, ( ) = {1/ , 1/ },  

( ) = {1/ }, ( ) = {1/ }, ( ) = {2/ }, ( ) = {2/ }, ( ) = {1/ , 2/ }, ( ) =
{2/ , 1/ }. Let and be two subsmsets of such that ( ) = {1/ }, ( ) = {2/ , 1/ }and 

( ) = {1/ }, ( ) = {1/ , 1/ , 1/ }. Then and are  msetsbut ∪  is not a  mset in 
( , , ). 
 
Example 3.9. Let ( , , ) be a SMTS with mset = 2/ , 2/ ,2/ } , parameter set =
{ , }andsmtopology = , , ( ) , ( ) , ( ) ℎ ( ) = {2/ }, ( ) = {2/ },  ( ) =
{2/ }, ( ) = {2/ }, ( ) = {2/ , 2/ }, ( ) = {2/ , 2/ }.  Let and betwosubsmsetsof 

suchthat ( ) = {2/ , 2/ }, ( ) = {2/ , 2/ }and ( ) = {2/ , 2/ }, ( ) = {2/ , 2/
}..Then and are  msets but  ∩ isnota msetin( , , ). 

 
Definition 3.10. Let (M, τ, L)be a SMTS over and be a smset over . Then the generalized semi soft multi 
Interior of ,,denoted by − ( ) is the union fall  gsosmsets contained in  
Proposition 3.11.  Forany ( )( ) ≤ ( )( ), ( )( )( ) ≤ ( )( )( ). 
 
Proof. Since Every Opens Set a mset.. 
 
Proposition 3.12. For any Two subsmsets and  of (M,τ,L). The  following are hold, 
1. If  is a  mset,then ( )( )( ) =   ( )( ), 
2. ( )( )( ) =   ( )( ), and ( )( )( ) =   ( )( ), 
3. If ( )( ) ≤ ( )( ),then ( )( )( )      ≤≤

( )( )( ), 
4. ( ∩ )( )( )      ≥ ( ( )∩ ( ))( )( ), 
5. ( ∪ )( )( )      ≤ ( ( )∪ ( ))( )( ), 
6. ( ( ))( )( )     =≤

( )( )( ). 
 
Theorem 3.13. For a subsmset  of a SMTS (M,τ,L), the  following are equivalent 
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(i) ( ) − isa mset, 
(ii) ∩ ( ( )) isa mset. 

 
Proof.(i)⇒(ii) Let ( )( )=C(cl(s)-S)(l)(v). Then ( )( ) = ∩ ( ) ( )( ) and ∩ ( ( )) isa 

mset. 
(ii) ⇒ (i) Let ( )( ) = ∩ ( ) ( )( ). Then ( )( ) = ( ( ) )( )( )and is a mset and 
so ( ) − isa mset. 
 
Proposition 3.14. If  is a mset and Csint(S)(l)(v)≤CT(l)(v)≤CS(l)(v), then isa mset. 
 
Proof. Suppose that  Csint(S)(l)(v)≤CT(l)(v)≤CS(l)(v) and SL is a  gsosmset. Then ( )( ) ≤ ( )( ) ≤

( )( )( )andsince isa  mset, byusing Proposition [6] it follows that  is a gscs mset. Thus is a 
gsosmset. 
 
Proposition 3.15.  If  is a msetthen ( ) − isa mset 
 
Proof. Suppose that agscs mset.  Let  CF(l)(v)≤C(sclS-S)(l)(v),  where  FLis closeds mset. It follows that 

( )( ) =Therefore  CF(l)(v)≤Csint(sclS-S)(l)(v),  by  Theorem 3.5 and hence, ( ) − isa mset 
 
Proposition 3.16. For any [( / ) ] ∈ ( , ),[( / ) ] ≤ ( )( )( )iff≤ ( ∩ )( )( ) ≠
 ( )( )forevery mset containing [( / ) ] . 
 
Proof. Let[( / ) ] ≤ ( )( )( )for any[( / ) ] ∈ ( , ).Suppose Subsists 
a  mset  containing [( / ) ] such that CU∩Slv=Cφ(l)(v). Then CS(l)(v)≤ ( )( ).Since  is 
a  mset containing ,Cgssm(S)(l)(v)≤ ( )( ),which implies that [( / ) ] ≰Cgssm(S)(l)(v), 
acontradiction. Thus ( ∩ )( )( ) ≠  ( )( ). 
Conversely, Suppose that [( / ) ] ≰.Thereby Definition, there subsists  a  mset containing  such 
that [( / ) ] ≰ ( )( ).Thus[( / ) ] ≤ ( )( )and  is a  mset.Also ( ∩ )( )( ) = ( )( ) 
which  is a contradiction. There fore [( / ) ] ≤ ( )( )( ). 
Proposition 3.17. Let   be a sub smset of  (M,τ,L),then  C(M-gssm-int(S)lv=Cgssm-cl(M-S)(l)(v). 
Proof. Let [( / ) ] ≤ ( ( )( )( ).Then[( / ) ] ≰ ( )( )( ).That is 
every  mset  containing[( / ) ]  is that   is not contained in . This implies every mset  
containing[( / ) ] is such 
that ( ∩( ))( )( ) ≠  ( )( ).Then[( / ) ] ≰ ( )( )( ).Hence ( ( )( )( ) ≤

( )( )( ).Conversely, Let [( / ) ] ≤ ( )( )( ). Then by above Proposition Every gsos 
mset  containing [( / ) ]  is such that ( ∩( ))( )( ) ≠  ( )( ).That is every mset 

 containing [( / ) ] is such that  is not contained in .This implies that [( / ) ] ≰

( )( )( ).Thus [( / ) ] ≤ ( ( )( )( ). 
Hence ( )( )( ) ≤ ( ( )( )( ). Ergo ( ( )( )( ) = ( )( )( ). 
 
Proposition 3.18. If − ( ) −   is a gscsmset, then ( )( ) ≤

( ∪ ( ))( )( ). 
Proof. We know that ∪( ( ))( )( )= ( ( ) ) ( )( ) and by assumption( − ( ) −

) is a gsos mset and so ∪ ( − ( ))  is  mset.  Thus 

∪( ( ))( )( )= ( ∪ ( ))( )( )and     hence       

( )( ) ≤ ( ∪ ( ))( )( ). 
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GENERALIZED SEMI SOFT MULTI NEIGHBOURHOOD 
 
Definition 4.1.A sub smset  in SMTS(M, τ, L)is said to be generalized semi soft multi neighborhood (in 
summary gssm-nbd) of a smpoint [( / ) ] in if there subsists an gsosmset  suchthat [( / ) ] ≤

( )( ) ≤ ( )( ). 
 
 If  is a gsosmset containing [( / ) ] ,then is called generalized semi soft multi open neighborhood (in 
summary gssm-opennbd) of [( / ) ] and is denoted by [( / ) ] .. 
 

Example  4.2. Let ( , , ) be a SMTS with mset =  {2/ , 2/ }, parameter 
set = { , } and smtopology = { , , ( ) }where ( ) = {2/ }, ( ) = {2/ }.Thegssm-
nbdof[(2/ ) ] is{{( , {2/ }), ( , { })}, {( , {2/ }), ( , {1/ })}, {( , {2/ }), ( , {2/ })}, {( ,{2/

}), ( , {1/ })}, {( , {2/ }), ( , {2/ })}, {( , {2/ }), ( , {1/ , 1/ })}, {( , {2/ }), ( , {1/ , 2/
})}, {( , {2/ }), ( {2/ , 1/ })}, {( , {2/ }), ( , { })}, {( , {2/ , 1/ }), ( , { })}, {( , {2/ , 1/
}), ( , {1/ })}, {( , {2/ , 1/ }), ( , {2/ })}, {( , {2/ , 1/ ), ( , {1/ })}, {( , {2/ , 1/
}), ( , {2/ })}, {( , {2/ , 1/ }), ( , {1/ , 1/ })}, {( , {2/ , 1/ }), ( , {1/ , 2/ })}, {( , {2/
, 1/ }), ( , {2/ , 1/ })}, {( , {2/ , 1/ }), ( , { })}, {( , { }), ( , { })}, {( , { }), ( , {1/
})}, {( , { }), ( , {2/ })}, {( , { }), ( , {1/ })}, {( , { }), ( , {2/ })}, {( , { }), ( , {1/ , 1/
})}, {( , { }), ( , {1/ , 2/ })}, {( , { }), ( , {2/ , 1/ })}, }. 

 
Definition 4.3. The family of all gssm-nbd of a point [( / ) ] ≤ ( )( )is called the gssm- neighbourhood 
system of[( / ) ] .. 
 
Proposition 4.4. Every sm nbd of[(n/v)l]Lis a gssm-nbd of [( / ) ]  
 
Proof. Let be a smnbd of[( / ) ] ≤ ( )( ).Then there subsists an open smset such that[( / ) ] ≤

( )( ) ≤ ( )( )..Since every open smset  is a mset,  
 
Remark 4.5. The converse of the above proposition need not be true as seen from the following example. 
 
Example 4.6. In Example4.2,The smset {( , {2/ }), ( , {2/ , 2/ })}is gssm-nbd of [(2/ ) ] .but not a 
smnbd of [(2/ ) ] . 
 
Proposition 4.7. Every gsosmset is a gssm-nbd of each of its points. 
 
Proof. Let be a gsos mset and[( / ) ] ≤ ( )( ).Then[( / ) ] ≤ ( )( ) ≤ ( )( ). Since[( / ) ] is 
an arbitrary point of  it follows thatNLisgssm-nbdof each of its points. 
 
Proposition 4.8. For a SMTS (M,τ,L), the following holds: 
a. Every [(n/v) ] ∈ M  has atleast onegssm–nbd. 
b. Every gssm-nbd of [(n/v) ] ∈ M and [(n/v)l]L  
c. Every super smset of a gssm-nbd of [(n/v) ] ∈ M and [(n/v)l]L   
d. If N  is a -nbd of [(n/v) ] ∈ M then there subsists a -nbd Z of [(n/v) ]  such that C ( )(v) ≤

C ( )(v) and Z  is a gssm-nbd of each of its sm points. 
Proof.(a)M being gsos-mset it is a gsm-nbd of each of its sm points. So each [(n/v)l] LM has at least one gssm-
nbdnamely M. 
 
(b) Let N  be a -nbd of [(n/v) ] .Then there subsists a gsos-mset G such that [( / ) ] ≤ ( )( ) ≤

( )( ). Clearly[( / ) ] ≤ ( )( ).So each -nbd of [(n/v) ]  contains [(n/v) ] . 
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(c) Let N  be a  -nbd of [(n/v) ]  and let K be a super sm set of N . Then by Definition ofgssm-nbd of as m 
point,  there subsists gsos-mset G  such that[(n/v)l]LCG(l)(v)≤CN(l)(v)≤CK(l)(v).This shows that KL is also a gssm-
nbdof[(n/v)l] L.  Let NL be a gssm-nbd of[(n/v)l]L. Then there subsists a gsos-mset ZL such that 
[(n/v)l]LCZ(l)(v)≤CN(l)(v).Now  ZL being gsos-mset, it is a gssm-nbd of each of its sm points. 
 
RESULTS AND DISCUSSION 
 
In this work we have acquainted with the conception of generalized semi soft multi closure, generalized semi soft 
multi interior and generalized semi soft multi neighborhood and also some basic characteristics. In future we extend 
the conception of  generalized semi soft multi continuous mappings, their respective open mappings and 
homeomorphisms. 
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The purpose of this paper is to propose a new notion of Heptapartitioned Neutrosophic topological 
space. The author examined some of the fundamental characteristics of Heptapartitioned Neutrosophic 
collections in Neutrosophic Topological Spaces and defined the concepts on closure & interior Further, 
the author describes Heptapartitioned-Ɲ-Ƥ-Ŏ-sets Heptapartitioned-Ɲ-Ś-Ŏ-sets, Heptapartitioned-Ɲ-ɓ-Ŏ-
sets and Heptapartitioned-Ɲ-ά-Ŏ-sets via Heptapartitioned Neutrosophic topological spaces. By defining 
these Heptapartitioned Neutrosophic open sets, the author provides few acceptable examples and 
develop few primary solutions on H-Ɲ-Ţ-spaces. 
 
Keywords: Heptapartitioned Neutrosophic Topology, H-Ɲ Sets, H-Ɲ-preopen, H-Ɲ -Semiopen, H-Ɲ- ɓ- 
open, H-Ɲ-ά-open.  
 
 
INTRODUCTION 
 
In 1965 [1], Zadeh presented the fuzzy set. F. Smarandache further advanced this notion by formulating 
the conception of neutrosophic sets, whichever presents a mathematical approach as addressing issues 
implicating imprecision, indeterminacy and inconsistency in data. The notion of neutrosophic topological 
space was later formulated in 2012 by Salama and Alblowi [2]. In 2020, Rama Malik [3] established the 
idea of pentapartitioned set. The framework of Neutrosophic topological spaces have been then 
leveraged by Das and Tripathy [4] to define and analyze the idea of neutrosophic simply ɓ-open sets. 
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Recently, Das [5] et al. extended these ideas by introducing Quadripartitioned Neutrosophic Topological 
Spaces, applying topological principles to quadripartitioned neutrosophic sets. I have refined the 
symbols as follows: U, C, and G represent the refinement of U, C, and G respectively. In the same 
manner, T has been further defined as ṪA , representing absolute truth & ṪR ,representing relative truth. 
Similarly, Ḟ has been delineated as ḞA , signifying absolute falsity &  ḞR , signifying relative falsity. The 
introduction of Seven Symbol-Valued Neutrosophic Logic were initially undertaken by F. Smarandache 
[6] in 1995. According to this framework, we have the following relationships C = (ṪA or ṪR) / (ḞA or ḞR)  
denoting Contradiction, whichever incorporates Extenics principles; G = (ṪA or ṪR) / (ḞA or ḞR)  representing 
Ignorance; and U = signifying a state where neither (ṪA or ṪR) nor (ḞA or ḞR)  holds, rendering it unspecified. 
Each of these entities is symbolized. 
 
However, when considering ṪA, ṪR, ḞA, ḞR, U, C,  and G as subsets within the range [0, 1], a numerical logic 
system emerges, encompassing seven distinct numerical values. This numeric Fra ework enables the 
definition of the Heptapartitioned Neutrosophic set and facilitates the exploration of its inherent 
properties. The year 2021 marked the development of Heptapartitioned Neutrosophic Set by R. Radha & 
A. Stanis Arul Mary [7], building upon the foundations of Ɲ-Ş concepts. This article’s main goal is to 
gather concepts of heptapartitioned neutrosophic topological space and examine various aspects of them. 
 
PRELIMINARIES 
The author provides some fundamental concepts and findings that are pertinent to the article&#39;s 
primary findings in this part. 
 
Definition 2.1. 
Consider R be an universe. Then G, a H-Ɲ-Ş over R : 
G = {(ζ,TG(ζ),MG(ζ),CG(ζ),UG(ζ),IG(ζ),KG(ζ),FG(ζ): ζ R}  
The values TG(ζ),MG(ζ),CG(ζ),UG(ζ),IG(ζ),KG(ζ),FG(ζ)  correspond to the absolute truth membership, relative truth 
membership, contradiction membership, unknown membership, ignorance membership, relative falsity membership 
& absolute falsity membership of ζ, where ζ is an element of the set R and belongs to the interval [0, 1]. So, 0  
TG(ζ)+MG(ζ)+CG(ζ)+UG(ζ)+IG(ζ)+KG(ζ)+FG(ζ)  7 , for all ζR. 
 
Definition 2.2. 
Let E = {( ζ, TE(ζ), ME(ζ), CE(ζ), UE(ζ), IE(ζ), KE(ζ), FE(ζ)):ζR} and 
F= { ζ, TF(ζ), MF(ζ), CF(ζ), UF(ζ), IF(ζ), KF(ζ), FF(ζ)): ζR} be a two H-Ɲ-sets over a fixed sets R. 
subsequently, E  F iff T E (ζ)  T F (ζ), M E (ζ)  M F (ζ), C E (ζ)  C F (ζ), U E (ζ)  U F (ζ), I E (ζ)  I F 
(ζ), K E (ζ)  K F (ζ), F E (ζ)  F F (ζ), for all ζR. 
 
Example 2.3. 
Let R = {a1, a2}. Consider two Heptapartitioned Neutrosophic sets 
E = {(a1,0.4,0.3,0.4,0.3,0.7,0.7,0.8), (a2,0.2,0.5,0.5,0.7,0.8,0.7,0.8)}  and 
F = {(a1,0.7,0.5,0.6,0.6,0.5,0.5,0.4), (a2,0.8,0.7,0.5,0.7,0.5,0.4,0.3)} over R. Then, E  F. 
 
Definition 2.4.  
The whole H-Ɲ-Ş (1HƝ) and empty H-Ɲ-Ş (0HƝ) over a immovanle set R are explained in this way: 
(i) 1HƝ = {(ζ,1,1,1,0,0,0,0): ζR}; 
(ii) 0HƝ = {(ζ,0,0,0,1,1,1,1): ζR}. 
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There is other nine types of representations for both the whole H-Ɲ-S 1HƝ and the empty H-Ɲ-S 0HƝ. 
Here are several examples: 
1HƝ = {(ζ,1,1,1,0,0,0,1): ζR}; 
1HƝ = {(ζ,1,1,1,0,0,1,0): ζR}; 
1HƝ = {(ζ,1,1,1,0,1,0,0): ζR}; 
1HƝ = {(ζ,1,1,1,1,0,0,0): ζR}; 
1HƝ = {(ζ,1,1,1,0,1,1,1): ζR}; 
1HƝ = {(ζ,1,1,1,1,0,1,1): ζR}; 
1HƝ = {(ζ,1,1,1,1,1,0,1): ζR}; 
1HƝ = {(ζ,1,1,1,1,1,1,0): ζR}; 
1HƝ = {(ζ,1,1,1,1,1,1,1): ζR}; 
0HƝ = {(ζ,0,0,0,1,1,1,0): ζR}; 
0HƝ = {(ζ,0,0,0,1,1,0,1): ζR}; 
0HƝ = {(ζ,0,0,0,1,0,1,1): ζR}; 
0HƝ = {(ζ,0,0,0,0,1,1,1): ζR}; 
0HƝ = {(ζ,0,0,0,1,0,0,0): ζR}; 
0HƝ = {(ζ,0,0,0,0,1,0,0): ζR}; 
0HƝ = {(ζ,0,0,0,0,0,1,0): ζR}; 
0HƝ = {(ζ,0,0,0,0,0,0,1): ζR}; 
0HƝ = {(ζ,0,0,0,0,0,0,0): ζR}. 
 
Remark 2.5. 
The author will refer to 1HƝ = (ζ,1,1,1,0,0,0,0): ζR and 0 HƝ = (ζ,0,0,0,1,1,1,1): ζR throughout this 
article because the complements of 1 HƝ and 0 HƝ must be the same. However, it does not hold true for 
any of the other nine sorts of combinations that contain 1HƝ and 0 HƝ . For any H-Ɲ-S E over R, it is 
evident that 0 HƝ E 1HƝ . 
 
Definition 2.6. 
Let E = {(ζ, TE(ζ), ME(ζ), CE(ζ), UE(ζ), IE(ζ), KE(ζ), FE(ζ)): ζR} be a Heptapartitioned Neutrosophic set over a 
immovable set R. Also, the complement of E or EC is represented as follows: 
EC = {( ζ, FE(ζ), KE(ζ), IE(ζ),1-UE(ζ), CE(ζ), ME(ζ), TE(ζ)): for all ζ R}. 
 
Definition 2.7. 
The union of any two Heptapartitioned Neutrosophic collections E & F over R is indicated as E  F 
and is referred to as E  F = [ζ, (max((TE(ζ), TF(ζ)), max (ME(ζ), MF(ζ)), max(CE(ζ), CF(ζ)), min(UE(ζ), UF(ζ)), min(IE(ζ), 
IF(ζ)), min(KE(ζ), KF(ζ)), min(FE(ζ), FF(ζ))): ζR]. and The intersection of any two Heptapartitioned Neutrosophic sets 
E & F over R is indicated as E  F and is referred to as E  F = [ζ, (min((TE(ζ), TF(ζ)), min (ME(ζ), MF(ζ)), min(CE(ζ), 
CF(ζ)), max(UE(ζ), UF(ζ)), max(IE(ζ), IF(ζ)), max(KE(ζ), KF(ζ)), max(FE(ζ), FF(ζ))):ζR].      
 
HEPTAPARTITIONED NEUTROSOPHIC TOPOLOGY 
The concepts of Heptapartitioned neutrosophic topology on H-Ɲ-Ss are acquired in this section. 
Then, using the perspective of a Heptapartitioned Ɲ -Ţ- Ş, the author describes the interior & 
closure of an H-Ɲ-Ş and demonstrate some results. 
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Description 3.1. 
A Heptapartitioned Neutrosophic Topology on a non-empty set R is a family  of Heptapartitioned 
Neutrosophic subsets in R satisfies the following axioms: 
(i) 0HƝ, 1HƝ 
(ii) F1, F2 F1F2; 
(iii) {Fi: i} Fi 
In this scenario, the pair (R,) is denoted as a Heptapartitioned- Ɲ-Ţ- Ş. Every member of the set  
is referred to as a Heptapartitioned neutrosophic open sets (abbreviated as H-ƝŎŞ). Furthermore, If 
F, then it’s compliment F C is termed a Heptapartitioned neutrosophic closed set (abbreviated as 
H-ƝĊŞ). 
 
Example 3.2. 
Consider two H-Ɲ-Şs, denoted as Ӎ and Ŋ, defined over a immovable set R = {ζ, ξ}, with the following 
compositions: 
Ӎ = {(ζ, 0.7, 0.4, 0.6, 0.7, 0.5, 0.4, 0.3), (ξ, 0.5, 0.6, 0.7, 0.5, 0.1, 0.4, 0.1): ζ, ξ ∈ R}; 
Ŋ = {(ζ, 0.6, 0.4, 0.5, 0.8, 0.9, 0.5, 0.8), (ξ, 0.5, 0.4, 0.6, 0.8, 0.3, 0.4, 0.1): ζ, ξ ∈ R}; 
It follows that the collection = {0HƝ , 1HƝ, Ӎ, Ŋ } constitutes a Heptapartitioned-Ɲ-Ţ structure over 
the set R. 
 
Definition 3.3. 
Let (R, ) represent a heptapartitioned Neutrosophic topological space. Consider Φ as an H-Ň-Ş 
over R. The Heptapartitioned Neutronosophic Closure, denoted as H-Ɲcl , for Φ can be defined as the 
 
intersection of all H-ƝĊŞs that encompass Φ. On the other hand, the Heptapartitioned Neutronosophic Interior, 
abbreviated as H-Ɲ int , of Φ can be defined as the union of all H-ƝŎŞs that are contained within Φ. 
H-Ɲint  (Φ) = {Ψ: ΨΦ and Ψ is a H-ƝŎŞ in (R,)}, and H-Ɲ cl (Φ) = {Ω: ΦΩ and Ω is a H-ƝĊŞ in (R,)}. 
 
Remark 3.4. 
The largest H-ƝŎŞ in (R) that contains Φ in H- Ɲ int (Φ) while the smallest H-ƝĊŞ in (R,) that contains Φ in H-Ɲ 
cl (Φ). 
 
Theorem 3.5. 
Let (R, be a Heptapartitioned- Ɲ-Topological space. Consider any two H-Ɲ-Şs over R, denoted as 
Γ and Δ. In this context, the following statement is well founded: 
(i) H- Ɲ int (Γ)  Γ  H- Ɲ int (Γ); 
(ii) Γ  Δ  H- Ɲ cl (Γ H- Ɲ cl (Δ); 
(iii) Γ  Δ  H- Ɲ cl (Γ) H- Ɲ cl (Δ); 
(iv) H- Ɲ cl (ΓΔ) = H- Ɲ cl (Γ) H- Ɲ cl (Δ); 
(v) H- Ɲ cl (ΓΔ)  H- Ɲ cl (Γ)  H- Ɲ cl (Δ); 
(vi) H- Ɲ int (ΓΔ)  H- Ɲ int (Γ)  H- Ɲ int (Δ); 
(vii) H- Ɲ int (ΓΔ)  H- Ɲ int (Γ)  H- Ɲ int (Δ). 
 
Proof. 
(i) from definition 3.3., we obtainH-Ɲint(Γ) = { Δ: Δ is a H-ƝŎŞ in (R,) and Δ Γ}. Since, every Δ Γ, so { Δ: Δ is a 
H-ƝŎŞ in (R,) and ΔΓ} Γ, i.e., H-Ɲint(Γ) Γ.  Again, H-Ɲcl(Γ) = { Ω: Ω is a H-ƝĊŞ in (R,) and Γ Ω}. Since, each 
Ω Γ, so { Ω: Ω is a H-ƝĊŞ in (R,) and Γ Ω} Γ, i.e., H-Ɲcl(Γ) Γ.                                                                    
Therefore, H-Ɲint(Γ)  Γ H-Ɲcl(Γ). 
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(ii) Suppose (R,) constitutes a Heptapartitioned- Ɲ-Ţ-Ş. Consider Γ and Δ as arbitrary H-Ɲ-Şs over R, with the 
additional condition that Γ is a subset of Δ. here, H-Ɲcl(Γ) = { Ω: Ω is a H-ƝĊŞ in (R,) and Γ Ω }                                                                                   
{ Ω: Ω is a H-ƝĊŞ in (R,) and Δ  Ω}    [Since ΓΔ]   = H-Ɲcl(Δ)                                                                                                                          
H-Ɲcl(Γ) H-Ɲcl(Δ).  Therefore, Γ  ΔH-Ɲcl(Γ)H-Ɲcl(Δ). 
(iii) Consider a Heptapartitioned- Ɲ-Ţ-Ş (R, ). Consider Γ & Δ as two H-Ɲ-Şs over R, where it is given that Γ is a 
subset of Δ.Then, H-Ɲcl(Γ) = { Ω: Ω is a H-ƝŎŞ in (R,) and Γ Ω } 
{ Ω: Ω is a H-ƝŎŞ in (R,) and Δ Ω }    [Since ΓΔ]   = H-Ɲint(Δ) 
 H-Ɲint (Γ) H-Ɲint(Δ).  
Therefore, ΓΔH-Ɲint(Γ)H-Ɲint(Δ).                                                                                                                               
(iv) Let Γ and Δdenote two Heptapartitioned-Ɲ subsets of a Heptapartitioned- Ɲ-Ţ-Ş  (R,). As we knowΓ ΓΔ,Δ  
ΓΔ.  here, ΓΓ ΔH-Ɲcl(Γ) H-Ɲcl(ΓΔ);   and ΔΓ ΔH-Ɲcl(Δ) H-Ɲcl(Γ Δ).                                                                                                     
Therefore, H-Ɲcl (Γ)H-Ɲcl(Δ) H-Ɲcl(ΓΔ)  (1)                                                                                                                                                                    
We have, ΓH-Ɲcl(Γ), Δ H-Ɲcl(Δ). Therefore, Γ ΔH-Ɲcl(Γ)H-Ɲcl(Δ). additionally, w.k.tH-Ɲcl(Γ)H-Ɲcl(Δ) is a H-
ƝĊŞ in (R,). As a result, H-Ɲcl(Γ)H-Ɲcl(Δ) is a H-ƝĊŞ in (R,), this holdsΓ Δ. But it emerges that H-Ɲcl(ΓΔ) is the 
lowest H-ƝĊŞ in (R,),   which involvesΓ Δ.                                                                                                                               
Consequently, H-Ɲcl(ΓΔ) H-Ɲcl(Γ)H-Ɲcl(Δ)   (2)   
Combining equations (1) and (2) we can conclude that:  H-Ɲcl(Γ Δ) = H-Ɲcl(Γ)H-Ɲcl(Δ). 
(v)Consider Γ and Δ as two Heptapartitionedneutrosophic subsets of a H-ƝŢŞ (R, ). 
As we know ΓΔ Γ, ΓΔΔ.  Now, ΓΔ ΓH-Ɲcl(ΓΔ) H-Ɲcl(Γ);                                                                                                                                 
and ΓΔΔH-Ɲcl(ΓΔ) H-Ɲcl(Δ).  
Therefore, H-Ɲcl(ΓΔ) H-Ɲcl(Γ)H-Ɲcl(Δ). 
(vi) Consider Γ and Δ as two Heptapartitionedneutrosophic subsets of a H-ƝŢŞ (R, ).   
As we knowΓΓΔ,Δ  ΓΔ.  so, we obtain                                                                                                                                              
ΓΓΔH-Ɲint(Γ) H-Ɲint(ΓΔ);  and N ΓΔH-Ɲint(Δ) H-Ɲint(ΓΔ).                                                                                                             
Therefore, H-Ɲint(Γ)H-Ɲint(Δ) H-Ɲint(ΓΔ). 
 (vii) Consider Γ and Δ as two Heptapartitionedneutrosophic subsets of a H-ƝŢŞ (R, ).  
As we knowΓΔ Γ, ΓΔΔ.   
Now, ΓΔ ΓH-Ɲint(ΓΔ) H-Ɲint(Γ); and ΓΔΔH-Ɲint(ΓΔ) H-Ɲint(Δ).                                                                                                          
Therefore, H-Ɲint(ΓΔ) H-Ɲint(Γ)H-Ɲint(Δ). 
 
Theorem 3.6. Consider Γ as a Heptapartitioned neutrosophic subset of a Heptapartitioned- Ɲ-Ţ-Ş   denoted by (R, ). 
In this context, the following assertion is valid: 
(i) Γ is a H-Ɲ-open sets iffH-Ɲint(Γ) = Γ;  
(ii) Γ is a H-Ɲ-closed sets iffH-Ɲcl(Γ) = Γ. 
 
Proof:(i) Let Γ be a H-Ɲ-open sets on a Heptapartitioned- Ɲ-Ţ-Ş (R,). Here, H-Ɲint(Γ) = { Ω: Ω is a H-Ɲ-open sets in 
(R,) and Ω Γ}. Since, Γ is a H-Ɲ-open sets in (R,), so Γ is the biggestH-Ɲ-open sets, which is included in Γ. {Ω: 
Ω is a H-Ɲ-open sets in (R,) and Ω Γ} = Γ. Therefore, H-Ɲint(Γ) = Γ. 
(ii) Consider Γ as a Heptapartitionedneutrosophic subsets of a H-ƝŢŞ (R, ). Here, H-Ɲcl(Γ) = { Ω: Ω is a H-Ɲ-closed 
sets in (R,) and Γ  Ω}. Since, Γ is a H-Ɲ-closed sets in (R,), so Γ is the tiniest H-Ɲ-closed sets, which carriesΓ.{ 
Ω: Ω is a H-Ɲ-closed sets in (R,) and Γ  Ω} = Γ. Therefore, H-Ɲcl(Γ) = Γ. 
 
Definition 3.7. Consider the Heptapartitioned- Ɲ-Ţ-Ş   denoted as (R, ). Within this context, a H-Ɲ-S namedꝢ is 
labeled as: 
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(i) A Heptapartitioned-ƝŚŎ set iffꝢ a subset of the H-Ɲ-complement of the H-Ɲ-accumulation of Q, i.e., ꝢH-Ɲcl(H-
Ɲint(Ꝣ));                                  . 
(ii) A Heptapartitioned-ƝƤŎ set iffꝢis a subset of the H-Ɲ-accumulation of the H-Ɲ-complement of Q, i.e., ꝢH-
Ɲint(H-Ɲcl(Ꝣ)).     
         
Theorem 3.8.Let (R,) is a Heptapartitioned- Ɲ-Ţ-Ş. Then,                                                                                              (i) 
every H-Ɲ-open set is a H-Ɲ-semi-open set.                                                                                                                       (ii) 
every H-Ɲ-open set is a H-Ɲ-pre-open set. But conversely not true 
 
Proof.  
(i) Let (R,) be a Heptapartitioned- Ɲ-Ţ-Ş. LetꝢ be a H-ƝŎŞ. Therefore, Ꝣ=H-Ɲint(Ꝣ). As we knowꝢH-Ɲcl(Ꝣ). ꝢH-
Ɲcl(H-Ɲint(Ꝣ)). Consequently,Ꝣ is a H-ƝŚŎ set in (R,). 
(ii) Consider Γ as a Heptapartitionedneutrosophic subsets of a H-ƝŢŞ (R,). Consequently, Ꝣ=H-Ɲint(Ꝣ). As we know, 
ꝢH-Ɲcl(Ꝣ). H-Ɲint(Ꝣ)H-Ɲint(H-Ɲcl(Ꝣ)) i.e., Ꝣ= H-Ɲint(Ꝣ) H-Ɲint(H-Ɲcl(Ꝣ)). Consequently, ꝢH-Ɲint(H-Ɲcl(Ꝣ)). Hence, 
Ꝣ is a H-ƝƤŎ set in (R,). 
 
Example 3.9.  Consider a Heptapartitioned-Ɲ-Ţ-Ş (R,), = {0HƝ, 1HƝ, {(a,0.4,0.5,0.6,0.3,0.2,0.1,0)}, 
{(a,0.5,0.6,0.6,0.2,0.2,0.1,0)}}. Then,                                             
(i) S={(a,0,0.1,0.2,0.8,0.6,0.5,0.5)}is categorized as a H-ƝŚŎ set andwhich is not qualify as a H-ƝŎŞ in (R,).                                                                                                                           
(ii) L={(a,0.7,0.6,0.6,0.2,0.2,0.1,0)} is classifies as a H-ƝƤŎ set although it does not satisfy criteria for being a H-ƝŎŞ in 
(R,).  
 
Theorem 3.10.  ForHeptapartitioned- Ɲ-Ţ-Ş (R,), the union of two H-ƝŚŎcollections is a H-ƝŚŎ set.   
 
Proof.  
ConsiderΘ&Λas two H-ƝŚŎ sets in a HeptapartitionedNeutrosophicTopological spaces(R,). consequently,  ΘH-
Ɲcl (H-Ɲint(Θ))  (3)                                                                                                                                                                                                                                                                                                 
and ΛH-Ɲcl(H-Ɲint(Λ)) (4)                                                                                                                                                                                                                 
From eq. (3) and eq. (4), we obtain Θ ΛH-Ɲcl(H-Ɲint(Θ))H-Ɲcl (H-Ɲint(Λ))                                                                                                              
= H-Ɲcl(H-Ɲint(Θ)H-Ɲint(Λ))  H-Ɲcl(H-Ɲint(Θ Λ)).                                                                                                                           
Therefore, Θ Λ H-Ɲcl(H-Ɲint(Θ Λ)). Hence, Θ Λ is a H-ƝŚŎ set in (R,). 
 
Theorem 3.11. ForHeptapartitioned- Ɲ-Ţ-Ş (R,), the union of two H-ƝƤŎ sets additionally a H-ƝƤŎ set.  
Proof. ConsiderΘ&Λas two H-ƝƤŎ sets in a Heptapartitioned- Ɲ-Ţ-Ş (R,). Consequently,  
Θ H-Ɲint (H-Ɲcl(Θ))        (5)   and Λ H-Ɲint(H-Ɲcl(Λ)) (6) Combining equations (5) and (6), we obtain,                                                                         
Θ DH-Ɲint(H-Ɲcl(Θ))H-Ɲint(H-Ɲcl(Λ)) H-Ɲint(H-Ɲcl(Θ)H-Ɲcl(Λ))                                                                                                                              
= H-Ɲint(H-Ɲcl(ΘΛ)). 
 Therefore, ΘΛH-Ɲint(H-Ɲcl(ΘΛ)). Hence, ΘΛ is a H-ƝƤŎ set in (R,). 
 
Example 3.12. Examine a Heptapartitioned-Ɲ-Ţ-Ş (R, ) as demonstrated in Example 3.9. It is evident that the 
Heptapartitioned neutrosophic set L = {(a, 0.7, 0.6, 0.6, 0.2, 0.2, 0.1, 0)} qualifies as a H-ƝάŎ set, but it does not meet 
the criteria to be classified as a H-ƝŎŞ set within the confines of the space (R, ).                           
Proposition 3.13. For a Heptapartitioned- Ɲ-Ţ-Ş (R,), eachH-ƝάŎ set is a H-ƝŚŎ set but conversely not true. 
Proof. Consider a Heptapartitioned- Ɲ-Ţ-Ş (R, ). ConsiderΘis a H-ƝάŎ set in (R,). consequently, Θ H-Ɲint(H-
Ɲcl(H-Ɲint(Θ))). It emerges that H-Ɲint (H-Ɲcl(H-Ɲint(Θ))) H-Ɲcl(H-Ɲint(Θ)). Thus, we obtain Θ H-Ɲcl(H-Ɲint(Θ)). 
Hence, Θ is a H-ƝŚŎ set. consequently, every H-ƝάŎ set is a H-ƝŚŎ set.  
Example 3.14.Consider a Heptapartitioned- Ɲ-Ţ-Ş (R,), ={0HƝ, 1HƝ, {(a,0.5,0.6,0.6,0.5,0.7,0.8,0.5), 
(b,0.5,0.5,0.8,0.5,0.5,0.6,0.6)}, {(a,0.4,0.4,0.5,0.8,0.8,0.8,0.6), (b,0.5,0.5,0.6,0.8,0.8,0.8,0.6)}}. Then, it can be easily verified 
that A={(a,0.6,0.6,0.7,0.5,0.3,0.3,0.3), (b,0.5,0.5,0.8,0.5,0.4,0.4,0.4)} Represents an H-ƝŚŎ set within (R, ), yet does not 
qualify as an H-ƝάŎ set within the same (R, ) context. 
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Theorem 3.15. For a Heptapartitioned- Ɲ-Ţ-Ş (R,), every H-ƝάŎ collection is a H-ƝƤŎ set.Conversely not true. 
 
Proof.Let (R,) be a Heptapartitioned- Ɲ-Ţ-Ş. Let Θ be a H-ƝάŎ set in (R,). Therefore, Θ H-Ɲint(H- Ɲcl (H-Ɲint(Θ))). 
It is known that H-Ɲint(Θ) Θ. This implies, H-Ɲcl(H- Ɲint(Θ))H-Ɲcl(Θ). Which implies H-Ɲint (H- Ɲcl(H-Ɲint(Θ))) H-
Ɲint(H-Ɲcl(Θ). Therefore, Θ H-Ɲint(H-Ɲcl(Θ). Hence, Θ is a H-ƝƤŎset. consequently, every H-ƝάŎ set is a H-ƝƤŎ set 
in (R,).  
Example 3.16. Let's examine a Heptapartitioned-Ɲ-Ţ-Ş space (R, ) as depicted in Example 3.9. In this context, the 
Heptapartitionedneutrosophic set S = {(a, 0, 0.1, 0.2, 0.8, 0.6, 0.5, 0.5)} qualifies as a H-ƝƤŎ set within the space (R, ). 
However, it does not meet the criteria to be categorized as a H-ƝάŎ set within the same space (R, ).   
 
Remark 3.17.A Heptapartitioned- Ɲ set Θ is referred to as a Heptapartitioned- Ɲ-ɓ-closed set (abbreviated as H-Ɲ-ɓ-
Ċ set) iff the succeding condition holds: Θ  is a Heptapartitionedneutrosophic ɓ-Ŏ set, this means that the 
intersection of the Heptapartitionedneutrosophic closure of the neutrosophic interior of Θ (denoted as H-Ɲint (H-Ɲcl 
(Θ))) with the Heptapartitionedneutrosophic closure of the neutrosophic interior of Θ (denoted as H-Ɲcl (H-Ɲint (Θ))) 
is a subset of Θ.             
Theorem 3.18. For a H-ƝŢŞ (R,), every H-ƝƤŎ (H-ƝŚŎ) collection is a H-Ɲ-ɓ-Ŏ set. 
Proof. Straight forward from definition. 
Proposition 3.19.  For H-ƝŢŞ (R,) the union of two H-Ɲ-ɓ-Ŏ set is a H-Ɲ-ɓ-Ŏ set.  
Proof. Consider Θ & Λ as two H-Ɲ-ɓ-Ŏ sets in a H-ƝŢŞ (R,). 
consequently, ΘH-Ɲint(H-Ɲcl(Θ)) H-Ɲcl(H-Ɲint(Θ))(7) 
and ΛH-Ɲint(H-Ɲcl(Λ)) H-Ɲcl(H-Ɲint(Λ))(8)   It emerges that, ΘΘ  Λ and ΛΘ  Λ. 
 Now, ΘΘ ΛH-Ɲint(Θ) H-Ɲint(Θ  Λ)  
H-Ɲcl(H-Ɲint(Θ)) H-Ɲcl(H-Ɲint(Θ  Λ))(9) 
and ΘΘ ΛH-Ɲcl(Θ) H-Ɲcl(Θ  Λ)  
H-Ɲint(H-Ɲcl(Θ)) H-Ɲint(H-Ɲcl(Θ  Λ)) (10)                                                                                                                                                                      
Similarly, demonstrablyH-Ɲcl(H-Ɲint(Λ)) H-Ɲcl(H-Ɲint(Θ  Λ))(11) 
 H-Ɲint(H-Ɲcl(Λ)) H-Ɲint(H-Ɲcl(Θ  Λ))  (12) 
Combining equations (7) and (8) we obtain,  
Θ  ΛH-Ɲcl(H-Ɲint(Θ)) H-Ɲint(H-Ɲcl (Θ)) H-Ɲcl(H-Ɲint (Λ)) H-Ɲint (H-Ɲcl(Λ))  
H-Ɲcl(H-Ɲint(Θ  Λ)) H-Ɲint(H-Ɲcl(Θ  Λ)) H-Ɲcl(H-Ɲint (Θ  Λ)) H-Ɲint (H-Ɲcl(ΘΛ)) 
[ Fom equations (9), (10), (11) and (12)] 
= H-Ɲcl(H-Ɲint (Θ  Λ)) H-Ɲint(H-Ɲcl(Θ  Λ)) 
Θ  ΛH-Ɲcl(H-Ɲint(Θ  Λ)) H-Ɲint(H-Ɲcl(Θ  Λ)). 
Therefore, Θ  Λbe a H-Ɲ-ɓ-Ŏ set. 
As a result, combining two H-Ɲ-ɓ-Ŏ collections yields an H-Ɲ-ɓ-Ŏ set. 
 
Proposition 3.20. For H-ƝŢŞ (R,), the intersection of two H-Ɲ-ɓ-Ċ sets is a H-Ɲ-ɓ-Ċ set.  
Proof. 
Consider a H-ƝŢŞ(R,). ConsiderΘ&Λ be two H-Ɲ-ɓ-Ċ sets in (R,). Consequently, 
H-Ɲint (H-Ɲcl (Θ)) H-Ɲcl (H-Ɲint (Θ)) Θ(13)   H-Ɲint (H-Ɲcl (Λ)) H-Ɲcl (H-Ɲint (Λ) Λ(14)  
As, Θ  Λ⊆Θ,Θ  Λ⊆ Λ, so we obtain H-Ɲint (Θ Λ)⊆H-Ɲint (Θ) H-Ɲcl (H-Ɲint (Θ  Λ))⊆H-Ɲcl (H-Ɲint (Θ));                
(15)  
 
H-Ɲcl (Θ  Λ) ⊆H-Ɲcl (Θ) H-Ɲint (H-Ɲcl (Θ  Λ)) ⊆H-Ɲint (H-Ɲcl (Θ))  (16)     H-Ɲint (Θ  Λ)⊆ H-Ɲint (Λ) H-Ɲcl (H-
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Ɲint (Θ  Λ))⊆H-Ɲcl (H-Ɲint (Λ)) (17)   and H-Ɲcl (Θ  Λ) ⊆H-Ɲcl (Λ) H-Ɲint (H-Ɲcl (Θ  Λ))⊆H-Ɲint (H-Ɲcl (Λ)) (18) 
Combining equations (13) and (14) we obtain  Θ ΛH-Ɲint (H-Ɲcl (Θ)) H-Ɲcl (H-Ɲint (Θ)) H-Ɲint (H-Ɲcl (Θ)) H-Ɲcl 
(H-Ɲint (Λ)) H-Ɲint (H-Ɲcl (Θ  Λ)) H-Ɲcl (H-Ɲint (Θ  Λ)) H-Ɲint (H-Ɲcl (Θ  Λ)) H-Ɲcl (H-Ɲint(ΘΛ)) [from 
equations  (15), (16), (17) and (18)]     
= H-Ɲint (H-Ɲcl (Θ  Λ)) H-Ɲcl (H-Ɲint (Θ  Λ)) 
Θ  Λ⊇H-Ɲcl (H-Ɲint (Θ  Λ)) H-Ɲint (H-Ɲcl (Θ  Λ)). 
Hence, Θ  Λbe a H-Ɲ-ɓ-Ċ set in (R,). 
consequently, combining two H-Ɲ-ɓ-Ŏ collections yields an H-Ɲ-ɓ-Ŏ set.     
 
CONCLUSION 
 
According to this paper, the author introduces the concept of an H-Ɲ-Ţ-space and extensively explores different 
types of open sets, namely H-Ɲ-preopen sets, H-Ɲ-semiopen sets, H-Ɲ-b-open sets, and H-Ɲ-ά-open sets. The author 
establishes significant implications for Heptapartitioned-Ɲ- Ţ-Sets through the formulation of theorems, 
propositions, and similar constructs. By precisely defining the characteristics of H-Ɲ-preopen sets, H-Ɲ-semiopen 
sets, H-Ɲ-ɓ-open sets, and H-Ɲ-ά- open sets, the author presents concrete examples that demonstrate instances where 
the results do not hold, serving as illustrative counter examples. Anticipating further exploration and inquiry, the 
author envisions that these ideas, along with the various open sets on Heptapartitioned-Ň-Ţ-Ş, will be subject to 
more in-depth study in the future. The practical applicability of Heptapartitioned Neutrosophic topological space 
extends to decision-making, data mining, and other related fields.  
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Optimization is a procedure of finding and comparing feasible solutions. Convex optimization is one of 
the fields among several fields of Optimization techniques. This article presents the definition of interval-
valued intuitionistic fuzzy local maximum point and interval-valued intuitionistic fuzzy global 
maximum point and its characterizations.  
 
Keywords: IVIF-convex set, TOPSIS, IVIF-convex objective function, IVIF-convex constraints 
 
 
INTRODUCTION 
 
In this paper, we introduced the interval-valued intuitive fuzzy local maximum point. (abbreviated IVIF LM point) 
and the interval-valued intuitionistic fuzzy global maximum point (abbreviated IVIF  GM point) of convex IVIF sets 
and its properties. Throughout this paper U  as universal crisp set,  I  is the collection of all subintervals of the 
closed interval [0,1] and IU represents the family of all closed subintervals of [0,1]. with respect to the specified set U 
 
Convex IVIF-sets: Characteristics 
 
Definition 2.1. 
Let A be an on empty sub set of IU. An element xρ∈ supp (A)is called an IVIF  LM point of A if there exists ϵ >0 such 
that [ ,  ] A(xρ) ≥ [ ,  ]A(x) and [ν,ν]A(x)≤[ν,ν]A(xρ) for all x∈B(x,r) 
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Definition 2.2. 
An element x ρ ∈ supp(A) is called an IVIF GM point of an interval-valued intuitionistic fuzzy set  A if  [ ,  ]A(x) ≤ 
[ ,  ]A(xρ)  and  [ν, ν]A(xρ) ≥[ν,ν ]A(x),∀x∈U. 
 
Definition 2.3. 
Let A be a  convex IVIF subset  of  IU. An  element  xρ∈supp(A) is  called  a  strictly IVIF LM point  of A  if  there  
exists ϵ  >0   such  that [ ,  ]A(xρ)>[µ,µ]A(x) and [ν,ν]A(x)<[ν,ν]A(xρ) for all x∈B(x,r)andx/=xρ. 

 
Proposition 2.4. Let A be a convex IVIF setand xρ∈supp(A)beaIVIFLM 
Point of A. Then xρ be a IVIF GMof A over supp(A). 
Proof : Given that, A is a convexIVIF set and xρ∈supp(A)is aIV IF LM point, implies 
[ ,  ] A(xρ)≥ [ ,  ]A(x)and   [ν,ν]A(xρ)≤[ν,ν]A(x) 
 
We have to prove, xρ∈ supp(A) is a IVIFGM point, that is, 
[ ,  ] A(x) ≤ [ ,  ]A(xρ)and [ν,ν]A(x)≥[ν,ν]A(xρ) 
 

 

 
which is a contradiction to the definition of IVIF LM . Therefore, x ρ is a IV IF GM point. 
 
Proposition 2.5. If A is a strictly convex IVIF set then xρ is the unique IVIF GM point. 
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Proposition 2.6. 
Let A ∈ IU be a strictly convex IVIF set. The set of IVIF points at which A attains its IV IFGM over supp(A) is a 
convex(crisp) set. 
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Proposition 2.8. Let A be a convex IVIF set with supp (A)φ . If A has a unique IVIF LM point on every closed interval 
[x, y] in its support then A is a strictly convex IVIF set. 
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CONCLUSION 
 
In further we can work towards the problem of assigning location centers in convex sets with interval-valued 
intuitionistic fuzzy sets. That is, a convex set is characterized by an interval-valued intuitionistic fuzzy convex-
objective function and interval-valued intuitionistic fuzzy convex constraint functions over a convex set which is the 
set of the decision variables. Also, assign a new location with the given convex sets using a TOPSIS-based 
computational procedure. 
 
REFERENCES 
 
1. I. Aguirre-cipe, R. Lopez, E. Mallea-zepeda, and Lautaro Vasquez, A study of interval optimization problems, 

Optim Lett 15(2021), 859-877. 
2. E. Ammar and J. Metz, On fuzzy convexity and parametric fuzzy optimization, Fuzzy Sets and systems, 49(1992) 

135-141. 
3. K.T. Atanassov and G. Gargov, Interval-valued intuitionistic fuzzy sets, Fuzzy sets and Systems, 31(1989), 343-

349. 
4. Omar salazar and Jairo soriano, Convex combination and its application to fuzzy sets and interval-valued fuzzy 

sets - I, App. Math. Sci., 9(22)(2015), 1061-1068. 
5. Sangeetha saha and Pradip Debnath, Intuitionistic fuzzy &#39; - convexity and intuitionistic fuzzy decision 

making, Int. J. Eng. Sci. Tech., 10(2)(2018). 
6. Susana Diaz, Esteban Indurain, Vladimir Jamis and Susana Montes, Aggregation of Convex Intuitionistic Fuzzy 

sets, Information Sci., 308(2015), 61-71. 
7. Xinmin Yang, Short Communication: Some Properties of Convex Fuzzy sets, Fuzzy Sets and Systems, 72(1995), 

129-132. 
8. Ying-Ming Liu, Some properties of convex fuzzy sets, J. Math. Ana. App., 111(1985), 119-129. 
9. Yu-Ru Syau and E. Stanley Lee, Fuzzy Convexity and Multiobjective convex Optimization Problems, An Int. J. 

Computers and Math. App., 52(2006), 351-362. 
10. L.A. Zadeh, Fuzzy Sets, Information and Control, 8(1965), 338-353. 
11. Ze-Shui Xu and Jian Chen, Approach to Group Decision Making Based on Interval-Valued Intuitionistic 

Judgement Matrices, Systems Engineering: Theory and Practices, 27(2007), 126-133. 

Santhi and  Udhayarani 

http://www.tnsroindia.org.in

